
D
ra

ft

Learning from the Truth: Fully Automatic Ground Truth Generation
for Training of Medical Deep Learning Networks*
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I. PROBLEM STATEMENT AND MOTIVATION

Automatic medical image analysis has become an in-
valuable tool in the different treatment stages of diseases.
Especially medical image segmentation plays a vital role,
since segmentation is often the initial step in an image anal-
ysis pipeline. Convolutional neural networks (CNNs) have
rapidly become a state of the art method for many medical
image analysis tasks, such as segmentation. However, in the
medical domain, the use of CNNs is limited by a major
bottleneck: the lack of training data sets for supervised
learning. Although millions of medical images have been
collected in clinical routine, relevant annotations for those
images are hard to acquire. Generally, annotations are created
(semi-)manually by experts on a slice-by-slice basis, which is
time consuming and tedious. Therefore, available annotated
data sets are often too small for deep learning techniques.

(a) CT data (b) PET data (c) PET/CT

Fig. 1: 3D image data obtained from CT, PET, and combined
PET/CT. In CT data (a), contrast for soft tissue is poor. PET
data in (b) shows metabolical active regions. A PET/CT scan
(c) allows to properly assign active regions anatomically.

II. METHOD OVERVIEW

To overcome these problems, we proposed a novel method
to automatically generate ground truth annotations by ex-
ploiting positron emission tomography (PET) data acquired
simultaneously with computed tomography (CT) scans in
combined PET/CT systems [3], [4]. PET/CT scanning com-
bines functional information from PET with anatomical
information from CT. Soft tissue, which exhibits limited
contrast in CT, shows up distinctively in a PET scan if it is
metabolically active (see Figure 1). However, PET scanning
increases radiation exposure for the patient and is not as
widely available as CT, making approaches which detect
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significant structures in CT scans alone compelling. We
utilized the high contrast in PET scans to extract ground
truth segmentations for corresponding structures of interest
in CT data, enabling automatic detection of these structures
in CT alone by training CNNs with the generated data. As a
structure of interest we chose the urinary bladder, since the
radio-tracer used for PET imaging always accumulates in it.
The ground truth is acquired fully automatically from PET
by a thresholding algorithm. Furthermore, affine transforma-
tions and noise are applied to the generated data for data
augmentation [2]. Using these data, we trained and tested
different CNN architectures for image segmentation, which
are based on fully convolutional networks [5] and Deeplab
[1].

III. RESULTS AND DISCUSSION
Qualitative segmentation results predicted with our best

performing architecture are shown in Figure 2. Quantita-
tively, we achieve a maximal mean Dice coefficient of
81.9%. This results are very satisfactory, considering that no
manually annotated training data was used in our studies. Our
approach presents a promising tool for automatic CT analysis
and can be generalized to all applications of PET/CT. In
particular, in future research we aim to extend our method
to tumor detection.

Fig. 2: Qualitative segmentation results. The prediction is
shown in red, while the ground truth is outlined in green.
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