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Foreword

The International Brain-Computer Interface (BCI) Meeting Series occupies a unique place among conferences for
BCI research by bringing together researchers and stakeholders from diverse disciplines. Neurologists, computer
scientists, rehabilitation engineers, physicians, sensor engineers, psychologists, speech-language pathologists,
ethicists, and actual BCI users are all active participants in the BCl Meeting Series. Further, the inclusive, retreat-
like atmosphere of the BCI Meeting Series provides extensive opportunities for interaction and development of
collaborations. The impact of the BCI Meetings Series is demonstrated by the high percentage of citations received
by papers from attendees. Of the 499 articles published in 2011 and listed in Web of Science with a topic of “brain-
computer interface” or “brain-machine interface,” 28 (5.6%) were part of the special issue resulting from the last
meeting. However, citations of the articles in the special issue represent 15.7% of the 776 citations of the BCI papers
published in 2011.

The Fifth International BCI Meeting represents the graduation of the BCI Meeting Series to joint organization by a
Steering Committee of prominent BCI researchers from around the world. The diversity of BCI research represented
in this planning process has resulted in a vibrant, exciting Meeting with increased involvement from the many
sectors that make up BCI research.

The papers in these Proceedings show the increasing focus on the future of BCI research and the importance of
translational issues to make BCIs practical for people who need them. These papers describe:

e Technical and protocol innovations to enable successful BCI use by people with the most severe motor
impairments.

e The importance, flexibility, and advantages of different types of input signals for BCI research.

e Innovative new applications for BCI use by people with and without impairments.

e The interpretation of signals associated with movement, grip, and recognition of errors.

e  Appropriate evaluation of BCI performance to understand and improve BCI usefulness.

e Therapeutic effects of BCls to not only accommodate for impaired function, but facilitate healing.
Together, this BCl Meeting and its Proceedings represent the breadth of BCI research and help us to define the
future of BCIs as successful, beneficial tools.

On behalf of the BCI Meeting Steering Committee, | thank you for your interest in the BCl Meeting and hope to see
you at this and future installments in the BCI Meeting Series.

Jane Huggins, PhD

University of Michigan Direct Brain Interface Project
Department of Physical Medicine and Rehabilitation
Ann Arbor, Michigan, United States of America
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An Improved Auditory Streaming BCI with Voice Stimuli

E. Ricci', S. Haider', T. M. Vaughan', N. J. Hill'
"Wadsworth Center, Albany, NY, USA

Correspondence: N. J. Hill, Wadsworth Center, C640 Empire State Plaza Albany, NY 12201, USA. E-mail: jezhill@gmail.com

Abstract. We have previously shown that it is possible to build EEG brain-computer systems based on voluntary
shifts of covert attention between simultaneous streams of auditory stimuli. The system exploits not only the later
event-related potential components (P3) which are strongest in response to rare “oddball” stimuli, but also the early
(N1 or Nd) components that are attention-modulated on every stimulus occurrence. So far, however, such systems
have been based on abrupt artificial stimuli (short discrete beeps or pulses). This creates two problems. First, many
subjects find the stimuli annoying, intrusive or otherwise unpleasant. Second, the abstract nature of the stimuli
makes the system unintuitive to many users. We would like to build a system in which the stimuli are natural and
also semantically indicative of the purpose of the corresponding interface selection. This greatly simplifies the
instructions for the users: when they want to say “yes” using the BCI, they must listen to a voice repeating the word
“yes”, and when they want to say “no”, they listen to a voice repeating the word “no”. Encouraged by recent
findings that natural stimuli can improve auditory BCI performance, we set out to assess, in a within-subject design,
whether these new voice stimuli or the beep stimuli of previous studies allow better performance in an 8-channel
EEG-based BCI. Despite increased between-subject variability in the ERPs, we find no significant penalty (in fact, a
non-significant advantage) for the voice stimuli (mean =+ std online performance 76% + 11) in comparison with the
beep stimuli (73% + 11). We also show, for the first time, that the system can be used on a subsequent day without
retraining the classifier. However, without applying transfer learning methods to the problem, this entails a large,
significant drop in classification performance (7-10 percentage points on average).

Keywords: EEG, auditory ERPs, attention, auditory streaming BCI, N100, P300, dichotic listening, natural stimuli

1. Introduction

Our previous work [Hill and Schélkopf, 2012; Hill et al., 2012] has shown that binary EEG BCIs can be driven
purely by attention to auditory stimuli, which we believe will be an advantage for severely paralyzed users for whom
spatial vision is often poor. Hohne et al. [2012] found that natural stimuli (albeit still standardized, semantically
empty syllables) can drive an auditory BCI better than artificial stimuli. Encouraged by this, we wished to know
whether it was possible, without loss of performance, to adapt our auditory streaming BCI system to use spoken
words instead of harsh, meaningless beeps. The beeps’ lack of inherent meaning has previously made it difficult to
explain the use of the BCI to beginning users, so we wanted to move to stimuli that naturally reflect the options
being chosen (spoken words “yes” and “no”). To assess the impact of this change, we ran a laboratory experiment to
compare a Beeps condition with a Words condition in a within-subject design. In the same experiment, we also
wished to assess, for the first time, the impact of session-to-session transfer on auditory BCI performance.

2. Material and Methods

14 healthy subjects took part in the experiment (7 male, 7 female, ages 22—-67, or 39 + 17.8). Each subject
attended for 2 sessions on separate days. With a reference electrode at the right mastoid (TP10) and a ground
electrode at the left mastoid (TP9) we recorded EEG from 8 channels of the extended international 10-20 system
(F3, F4, T7, C3, Cz, C4, T8, and Pz) using a g.USBamp (g.tec, Graz, Austria) sampling and digitizing at 256 Hz.
Signal acquisition, processing and stimulus presentation were implemented using BCI2000 and BCPy2000.

Each session began with a 5-minute pre-recorded audio introduction explaining the experiment. It then consisted
of 12 runs: 3 of one condition, 3 of the other condition, 3 more of the first condition, and 3 more of the second. Half
the subjects performed the Beeps condition first and the Words condition second; the other half performed the
conditions in the opposite order. Each run consisted of 20 trials. Each trial lasted around 15 s in total (including a
few seconds’ rest) and consisted of an attempt to listen to only the stimuli in the left earphone (to select “no”) or
only the stimuli in the right earphone (to say “yes”). In the Words condition, the left stream consisted of a
synthesized male voice saying “no” seven times at a rate of 2 per second. Randomly on each trial, 1, 2 or 3 out of
the last 5 “no” stimuli were instead target stimuli in which the voice said “nope”. The right stream began 250 ms
later than the left stream but also consisted of 7 stimuli at a repetition frequency of 2 per second (so the streams were

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 001



Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-1

in constant anti-phase). It was a synthesized female voice saying “yes” with 1, 2 or 3 target stimuli (“yep ™). A third
synthesized voice gave a spoken instruction at the beginning of each trial: either “Listen to ‘ves’ and count the
number of ‘yep’,” or “Listen to ‘no’ and count the number of ‘nope’.” At the end of each trial the voice gave
feedback: “The correct answer was {one|twolthree}.” No overt response was required from the subject. In the Beeps
condition, the standard stimuli were 150-ms beeps at 512 Hz (left) or 768 Hz (right), and the target beeps were
amplitude-modulated versions of the standards: the stimuli were thus identical to those of Experiment II of [Hill et
al., 2012]. The synthesized vocal cue on each trial was “Listen to <LATERALIZED BEEP> to say {yes|no}”.

The signal-processing methods were identical to those of [Hill et al., 2012]. Separate subject-specific classifiers
were maintained for Beeps and for Words. In the first session, the classifier was re-trained after every new run of 20
trials. In the second session, the final classifier weights from the first session were used and kept fixed. After each

trial and before the voice feedback, the subject heard a bell ring if the trial had been classified correctly online.

3. Results
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Fig. 1 shows the results of the within-subject comparison of Words vs Beeps. Words narrowly beat Beeps on
day 1 (76.9% + 11.1 vs. 73.0% = 10.6) and also on day 2 (70.18% =+ 11.9 vs. 66.6% =+ 10.4). Neither of these gains
was significant at the 5% level in a Wilcoxon signed rank test.

Whether a subject performs better in Words or Beeps depends on the individual. We note, however, that when
subjects prefer Words, the preference is often large (for example, on day 1, it is 13.1 percentage points + 7.5 across
7 subjects) whereas a preference for Beeps tends to be smaller (5.4 pp + 3.5 across the other 7 subjects).

With 100 trials and Bonferroni correction for 56 simultaneous comparisons, under the null hypothesis that
results are binomially distributed with generating probability 0.5, performance must be > 66% to be significantly
above chance at the o = 0.05 level. On their first day, two subjects (one awake, one asleep) failed to exceed this level
with Words; with Beeps, 3 subjects failed. The transfer of weights from day 1 to day 2 caused a 6.7 percentage-point
drop in Words’ performance on average (Wilcoxon signed rank: p=0.005) and a 6.4 point drop in Beeps’
performance (p = 0.048). Now 6 subjects fail to reach the threshold with Words, and 8 fail with Beeps.

4. Discussion and Summary

Our results show that an online binary auditory-streaming BCI can be built with as few as 8 EEG channels, and
use single trials in which the critical EEG segment is less than 4.5 s long, and still achieve 77% correct on average
(93% for the best subject). We also find that there is no significant disadvantage, but rather some non-significant
tendency towards improved performance, in switching to more-intuitive natural stimuli (voices saying “yes” and
“no” instead of abstract, unpleasant beeps). Finally, we show that there is a large and significant loss of performance
when classifier weights are transferred from session to session.
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Abstract. Recent work in human-computer interaction (HCI) has endorsed NIRS-based BCI as suitable for use as
a realtime input modality in realistic interaction settings. However, several discrepancies between the state-of-the-art
NIRS signal processing and the purported applications in HCI suggest otherwise. To investigate such discrepancies
and their effects on signal reliability, we conducted a large-scale evaluation of three factors — (1) unrestricted subject
movement, (2) variable task duration, and (3) realtime signal processing — factors central to realistic settings. Our
findings show high signal unreliability with NIRS-based BCI subject to these three factors, suggesting NIRS-based
systems are premature for realistic applications in HCIL.

Keywords: Human-Computer Interaction, NIRS

1. Introduction

Within the HCI community, NIRS-based BCI has gained much attention due to recent demonstrations of its use as
a passive interaction modality to improve user performance [Solovey et al., 2012]. This work argues NIRS-based
systems are better suited for realistic settings (in comparison to other neuroimaging techniques), reporting NIRS as
being cheaper, more portable, and more robust to noise. However, state-of-the-art neuroimaging delineates these
features still problematic for the use of NIRS-based systems (as well as other techniques) in realistic settings. Such
issues (in addition to numerous physical limitations such as portability, ambient lighting, and probe placement) include
a multitude of signal processing challenges, importantly: (1) motion artifact detection and removal, (2) separation of
task-related and unrelated activation beyond standard 20-60 s task durations, and (3) realtime/single-trial classification.
In this paper, we present an investigation of these three key challenges and their implications for realistic NIRS-based
applications in HCI. Although our results show high unreliability of the NIRS-based systems and signal processing
used currently in HCI, we hope the construction of a such a large, publicly available data set will facilitate steps
towards more realistic and more reliable applications.

2. Material and Methods

We conducted a 3-part, 40-subject investigation to address how (1) unrestricted motion, (2) variable task duration,
and (3) realtime/single-trial constraints affect signal reliability. These factors were selected for their importance in
realistic HCI applications. Current NIRS-based BCI require participants to minimize movement (e.g. using a chin
rest); however, standard HCI investigations do not obstruct participant movement. Furthermore, standard HCI tasks
can range from 30s to 30 min in duration, whereas standard BCI tasks range from 20s to 60s and it remains to
be demonstrated that NIRS-based BCI can be employed in longer tasks. Finally, as passive NIRS-based BCIs are
intended to operate in realtime to improve user performance, single-trial processing must be reliable. Based on the
primary region of interest to HCI, we sampled only the anterior prefrontal cortex (aPFC).

2.1. Equipment and Analysis

A 2-probe, ISS OxiplexTS' tissue oximeter was used to record changes in hemoglobin at 3cm depth in the subject’s
aPFC at a temporal resolution of 6.25 Hz. We applied three serial centered moving averages to reduce the effects of
systemic artifacts (cardiac pulsation, respiration, and Mayer waves) followed by a folding average over trial repetitions,
based on [Fekete et al., 2011; Sassaroli et al., 2009; Solovey et al., 2012]. To restricted motion (RM), the subject was
seated in the Caravan Zero Gravity chair® and was instructed not to move. In the unrestricted setup (UM), the subject
was seated in a generic office chair and told he/she may sit comfortably.

Thttp://www.iss.com/biomedical/instruments/oxiplexTS.html
Zhttp://www.amazon.com/gp/product/B0032UYOBK/ref
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Figure 1: Experimental design. Standard block design (S, left) and realtime/single-trial trial design (R, right).

2.2. Participants and Procedure

40 subjects (18 male), ages 18-45, were recruited via a university website. This study was approved by the Tufts IRB
and all participants provided informed, written consent. Based on [Sassaroli et al., 2009], we induced aPFC activation
using a simple arithmetic task (see Fig. 1). A standard trial consisted of a task period (30, 60 or 90s) in which new
arithmetic operations (addition or subtraction) were shown every 5 s, followed by an answer period (105s), and then a
rest period (of duration equal to the task period). In each trial, the subject was tasked to remember the starting values
and the running sums of two variables.

Following an initial 5-minute baseline measurement, two experimental conditions (standard block design (S), and
realistic continuous-task design (R), were administered in a randomized order (see Fig. 1). The standard condition was
performed twice, once with restricted motion (RM) and once with unrestricted motion (UM), to test the effects of the
latter on signal reliability. To investigate the effects of variable task duration, the participant completed three standard
trials of each 30, 60, and 90 s task durations for a total of 9 trials (see Fig. 1, left). To evaluate continuous/realtime
processing constraints (R), we adapted the trial described above to create a two-workload variant (see Fig. 1, right).
Here, the task period consisted of a low-workload task (LW, maintaining only one variable), followed by a high-
workload task (HW, two variables), followed by an answer period but no interim rest period (to emulate the two-
workload, realtime task used in [Solovey et al., 2012]). This realtime trial was repeated three times in serial, between
two rest periods (pre- and post-task).

3. Results and Discussion

Average task performance was 35.7 % (SD 24.5 %) correct answers, with an average response rate of 98.6 % (SD
4.7 %), indicating the arithmetic task used was difficult but that subjects were attentive. To confirm a task-evoked
hemodynamic response, we averaged the first 30s of all standard RM trials and compared it to baseline activity,
finding significant differences (for 38/40 subjects. Thus we concluded the task elicited a significant hemodynamic
response in the aPFC, as designed.

Regarding the two experimental conditions (S and R), we found the following: (1) Unrestricted motion signifi-
cantly affects signal reliability: UM x RM was significantly different for 38/40 subjects for each time variation (30,
60, and 905s). (2) Signal reliability degrades over time: in the standard 30 s restricted setup (RM, 30s), the task sig-
nal was significantly different from rest. However, this was not the case for the longer trial durations (60 and 90s;
p > 0.36). (3) Realtime constraints severely reduces signal reliability. Single-trial analysis of the realtime (R) condi-
tion showed significant differences between repetitions of the same workload trials (e.g. LW x LW, x LW3) for 36/40
subjects. Furthermore, at no point during the 3.5 minute post-task rest period did the signal become non-significantly
different from pre-task rest for 37/40 subjects. This implies detecting the switch from an active task to no task is not
feasible (at least not within a 3.5 minute period), which more importantly, suggests low signal resolution.

The implications of our findings with regards to current NIRS-based BCI applications in HCI targeting the aPFC
are the following: (1) motion should be restricted until further advancements in signal processing; (2) task durations
should be restricted to the standard 20-60 s range or otherwise explicitly demonstrated for a given task that it is reliably
classified for a longer duration; and (3) passive NIRS-based BCI is premature for any aPFC-based tasks. While
such issues have been raised and discussed for fMRI and EEG techniques, until now they have not been sufficiently
discussed in regards to NIRS. However, we hope that by making such a dataset publicly available, we can further
investigate and address the challenges limiting its applications in HCIL.
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Abstract. Most of current brain-computer interfaces (BCI) require users remain stationary during recordings because
of the perceived difficulty of separating brain EEG data from non-brain artifacts. This study tests the feasibility of
bridging an online steady-state visual-evoked potential (SSVEP)-based BCI to a low-cost consumer
electroencephalogram (EEG) headset for freely-moving humans. This practice considerably facilitates real-life BCI
applications using a mobile and non-tethered EEG system for humans actively behaving in and interacting with their
environments.

Keywords: EEG, Low-cost Headset , SSVEP, BCI, Moving Humans

1. Introduction

Steady-state visual-evoked potential (SSVEP)-based brain-computer interface (BCI) has become a promising
and direct channel allowing users to communicate with the environment due to its ease of use, minimal user training
, large number of commands and high information transfer rate (ITR) [Wang et al., 2006; Miiller-Putz et al., 2008;
Bin et al., 2009]. SSVEP has also been used in clinical research and evaluation. For example, [Golla and Winter,
1959] first reported distinct electroencephalogram (EEG) in response to photic stimulation between migraine
patients and normal. SSVEP might thus be used to predict migraine attacks. However, this BCI application requires
continuous monitoring and evaluation of SSVEP of migraineurs in their natural head/body positions and
movements. A natural next step is to translate laboratory-derived neuroscience concepts to performance in more
real-world environments. Only few studies [Debener et al., 2012; Lin et al., 2013] have explored the feasibility of
conducting BClI-related EEG tasks in natural movements, e.g. walking or running. This study extended our recent
work [Lin et al., 2013] to construct an online SSVEP-based BCI based on a low-cost mobile EEG headset for freely
moving humans.

2. Material and Methods

This study employed a 14-channel wireless EEG headset (Emotiv Systems Inc.) that sampled and filtered EEG
signals at 128 Hz and within a band of 0.2-45 Hz, respectively. The electrodes are positioned at AF3, F7, F3, FCS5,
T7,P7, 01, 02, P8, T8, FC6, F4, F8, and AF4. Three participants walked on a treadmill at speeds of 0, 2 and 4 mile
(s) per hour (MPH) and intentionally gazed at one of the repetitive black/white flicker stimuli (of 9, 10, 11, and 12
Hz). An experiment comprised 3 sessions at different walking speeds. Each session repeated the following
procedure 10 times: Verbal instructions guided participants to shift their attention on the visual target flickering at
from 9 to 12 Hz sequentially. The participants needed to shift their gaze to the target stimulus within 1.5 second.
Then, the 14-channel EEG data of 2 seconds were first submitted to canonical correlation analysis (CCA). This
study adopted the procedure of self-regulating data [Wang et al., 2006] to sequentially append the acquired EEG
signals for improving signal-to-noise ratio (SNR) and SSVEP detectability. That is, CCA used a 2-second moving
window advancing at 0.25-second steps continuously. An SSVEP frequency was determined only if the same
dominant frequency was detected by CCA in four consecutive windows. A trial was correctly performed if the
SSVEP frequency matched the frequency of the target flicker. If an SSVEP frequency could not be detected within 8
seconds, the trial was terminated and labeled as an incorrect trial. This procedure took at least 17 seconds to
correctly classify four visual flickers with an average response time of 4.25 seconds.

3. Results

Table 1 shows test results of the online SSVEP BCI in terms of accuracy (%), averaged detection time (sec),
total experiment time (sec), and ITR (bits/min) at different walking speeds. On average, the system required less
time (172.17 seconds) to complete the entire session and provided better performance (mean accuracy: 90%, mean
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averaged detection time: 4.31 sec, and mean ITR: 19.14 bits/min) under the standing condition, compared to that of
the walking conditions. The performance significantly decreased as the walking speed increased from 2 MPH to 4
MPH (Accuracy: 75.83% vs. 47.50%, ITR: 11.25 bits/min vs. 2.59 bits/min).

Table 1. Online SSVEP detection results under different walking speeds. Speeds: the speed of treadmill, Accuracy (%): the
percentage of correctly detected SSVEP trials, Avg detection time (s): averaged time for detected SSVEP trials, Total time
(s):the total time needed to complete a 10-repretition session, ITR (bits/min): information transfer rate.
Subjects Speeds  Accuracy (%)  Avg. detection time (s)  Total time (s)  ITR (bits/min)

Standing 90.00 437 174.75 18.85

S L 2 MPH 72.50 4.46 178.25 9.63
- 4 MPH 40.00 434 173.50 1.08
Standing 90.00 4.26 170.25 19.35

S's 2 MPH 72.50 4.41 176.25 9.74
- 4 MPH 60.00 4.53 181.00 5.24
Standing 90.00 429 171.50 19.21

S W 2 MPH 82.50 4.40 176.00 14.37
B 4 MPH 42.50 438 175.25 1.44

4. Discussion

In general, the SSVEP detectability progressively decreased while participants switched from standing to
walking, especially a significant drop in accuracy was found at 4 MPH (power walking). Since there were no trials
terminated by the decision criterion of 8 seconds, the corresponding decision time did not increase as expected. In
line with prolonged averaged time for detecting SSVEPs and completing a session, CCA tended to require longer
duration of the EEG signals (and higher SNR) to correctly detect SSVEP frequencies as walking speed increased.
The reason can be in part attributed to the fact that the SNR of the acquired SSVEP dramatically degraded and/or
participants reported a loss of focus on the flickering target occasionally during fast walking. The decreased
accuracy and increased time for SSVEP detection thus resulted in a lower online BCI performance (lower ITR) as
walking speed increased.

Despite the poor detectability for fast walking, this study demonstrated the feasibility of bridging SSVEP-based
BCI to a low-cost consumer EEG headset on unconstrained humans. The ITR at the standing and slow walking (2
MPH) can satisfy the performance requirement in practical BCI applications. Future work will focus on testing a
larger number of users, quantifying the SNR fluctuations at different walking speeds, and optimizing the ITR for
real-life applications.
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Abstract. The P300 Speller provides a means of communication by recognizing evoked potentials on the scalp with
a software classifier. However, collecting data for classifier training requires an extensive amount of time and effort
and delays the user’s ability to use the system. We propose accelerating the training process with transfer learning,
which leverages previously-collected data and classifiers to reduce training time and improve classification. We
perform clustering on the set of classifiers corresponding to 94 P300 Speller training sessions and evaluate the
performance of the resulting set of classifiers on the associated datasets.
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1. Introduction

The P300 Speller is a brain-computer interface that allows users to type on a virtual keyboard using brain
signals, requiring no neuromuscular control. Users focus on the target character that they intend to spell from a grid
of characters on a computer monitor; characters then flash in a controlled random pattern, and the flashing of the
target is assumed to elicit a P300 evoked potential that can be observed via electroencephalogram (EEG). A
computer then uses a classifier to distinguish target responses from non-target responses, and thereby determine the
target character. Each classifier is trained on a selection of training data that must be collected for each subject
before he or she can use the system for free spelling. Although collecting more training data can improve the
accuracy of the classifier (and therefore the spelling rate), it also prevents the user from using the system to
communicate for a period of time and requires a significant amount of effort from the user. Hence, decreasing the
amount of training time makes the system more practical for general use.

Because neural responses vary from subject to subject, classifier training is typically performed as an isolated
task, using only the current subject’s training data. However, since the basis for operation for the P300 Speller is a
particular evoked potential, it is reasonable to hypothesize that out of a collection of subjects, some will exhibit
similar target responses. Therefore, we propose to accelerate classifier training using transfer learning, which uses
knowledge obtained in a previous task to inform the completion of a new task: in this case, we use previously
collected training data or classifiers to inform the training of new classifiers for new data. To allow for variation in
target response while still providing generalization, we perform clustering on the linear classifiers corresponding to
each available training dataset, then determine whether the resulting clusters describe their cluster members’ data
well enough to be used as classifiers themselves. Classification and clustering are performed using a mixture of
logistic discriminants, and applied to a corpus of 94 individual P300 Speller training sessions. This will demonstrate
whether transfer learning is a promising method for further development.

2. Material and Methods

2.1. Data

The data collection is comprised of 94 individual P300 Speller training sessions. Each session was collected
using the row/column paradigm described in [Farwell and Donchin, 1988] with a 9x8 grid from abled subjects in a
laboratory environment. Sessions contain between 30 and 40 spelled characters, collected between the years 2009
and 2012. EEG data were collected at 256 Hz; each flash triggers an 800ms response window that is decimated to
20Hz; then, of the 32 available channels, the 8-channel set determined in [Krusienski et al., 2008] is used for
classification: {F,, C,, P,, O,, P3, P4, PO7, POg}.

2.3. Methods

The data from each training session are used to train a linear classifier via logistic regression, as this
classification method does not enforce weight sparsity, which could hamper the classifiers’ ability to cluster.
Clustering of classifier weights is then performed using the k-means algorithm, for several values of k ranging from
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1 to 30, such that each subject’s classifier is assigned a cluster. Each value of & is randomly initialized 10 times; each
cluster mean is applied as a linear classifier to the datasets assigned to its cluster, and the initialization that produces
the highest mean area-under-curve (AUC) is selected for further analysis. Each cluster mean is then applied to all
datasets belonging to other clusters, and AUC is calculated for comparison. In addition, an AUC is calculated via
cross-validation for each session using only its own data as a baseline.

3. Results

Figure 1 demonstrates that with a sufficient number of clusters, the linear classifiers described by the k-means
cluster means are effective classifiers for the datasets that would be assigned to them, and are nearly as effective as
subject-specific classifiers: using the non-subject-specific cluster means results in an average loss of AUC of less
than 0.05 when k-means is allowed to determine at least 10 clusters. Cluster membership is increasingly important as
the number of clusters increases: cluster-mean classifiers applied to non-member datasets perform markedly worse
than subject-specific classifiers.
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Figure 1. Mean AUC obtained by applying each cluster mean as a linear classifier to datasets in its cluster (blue) and in all
other clusters (green). Compare to mean 10-fold cross-validated logistic regression performed per-session (red).

4. Discussion

The results in Fig. 1 suggest that separate subjects and sessions share enough similarities to be used for transfer
learning, and that further research into using previously-collected training data is merited. Most directly, training
time could be reduced for a new participant by collecting only enough training data to accurately select a cluster,
then using the cluster-mean classifier. However, more sophisticated methods could use the subject’s training data to
tune the cluster-mean classifier, potentially improving training speed and accuracy, or incorporate information from
all clusters to varying degrees during training. Further, a hierarchical Bayesian model could combine cluster and
classifier training on the previously-collected corpus to provide more informative cluster information than k-means,
while providing a natural method for training classifiers for new subjects.
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Abstract. In this study, we propose a new paradigm for steady-state visual evoked potential (SSVEP)-based brain-
computer interface (BCI), which can be potentially suitable for disabled individuals with impaired oculomotor
function. The proposed electroencephalography (EEG)-based BCI system allows users to express their binary
intentions without a need to open their eyes. A pair of glasses with two light emitting diodes (LEDs) flickering at
different frequencies was used to present visual stimuli to 12 participants with their eyes closed. Through offline
experiments performed with 11 healthy participants, we confirmed that human SSVEP could be modulated by visual
selective attention to a specific light stimulus penetrating through the eyelids. After customizing the parameters of
the proposed SSVEP-based BCI paradigm based on the offline analysis results, binary intentions of five healthy
participants and one ALS patient were classified in real time. The average ITR of five healthy participants reached
10.83 bits/min, and the ITR of the ALS patient was 2.78 bits/min, demonstrating the feasibility of our BCI.

Keywords: Steady-State Visual Evoked Potential (SSVEP), Brain-Computer Interface (BCI), Eyes-Closed BCI, EEG, ALS Patient

1. Introduction

One of the most widely studied EEG-based BCI paradigm is the SSVEP, which is a periodic neural response
elicited by a certain visual stimulus flickering or reversing at a specific frequency. The conventional SSVEP-based
BCI systems can provide a high information transfer rate (ITR) and do not require extensive training procedures, but
commonly require the basic assumption that the users have normal oculomotor function and are thus able to
maintain an open gaze at a given visual stimulus consistently. In practice, however, it has been reported that some
patients suffering from serious neuromuscular disorders have difficulty controlling their eyes [Balaratnam et al.,
2010]. In particular, many ALS patients have oculomotor impairments causing abnormal visual perception [Okuda
et al., 1992]. The main goal of the present study was to develop a new SSVEP-based BCI system that can be
potentially used for classifying binary intentions of individuals who have impaired oculomotor function and thus
cannot easily use the conventional SSVEP-based BCI systems.

2. Material and Methods

2.1. Design of A Visual Stimulation System

In order to present flickering visual stimuli to eyes-closed participants, we implemented a new visual
stimulation system using a pair of glasses, LEDs, and an LED controller as shown in Fig. 1(a). As shown in
Fig. 1(b), each LED channel attached at the lateral side of each eye flickered at different frequency. A frequency
band of 7-17 Hz was empirically selected as the stimulation frequency band. The frequency band was then divided
uniformly into increments of 1Hz, leading to 11 candidate stimulation frequencies. Since the stimulation
frequencies modulating the strongest SSVEP responses differ from one individual to another, different combinations

Fy Fy(# Fy)
Figure 1. (a) The newly developed visual stimulation system. (b) A schematic representation of the visual stimulation system.
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2.2. Experimental Procedures

Eleven healthy participants (P1-P11) were recruited for our preliminary offline experiments. They were required
to gaze on either the left or right LED for 10 s with their eyes closed, this procedure was repeated 100 times to obtain
50 epochs of SSVEP responses for each of the ‘left’ and ‘right’ trials. To acquire EEG data, eight electrodes (POz,
PO1, PO2, PO3, PO4, Oz, Ol, and O2) were attached to the participants’ scalps. We used a simple classification
algorithm that searches for the frequency with the largest SSVEP amplitudes.

Five healthy participants (P7-P11) took part in online experiments. According to online experimental paradigm,
the participants should begin concentrating on the designated visual stimulus for a certain period. We tested four time
periods (2, 3, 4, and 5 s) to investigate changes in the performance of our BCI paradigm. An experimental session
consisting of 10 trials (five for left stimulus and five for right stimulus) was repeated three times for each of four
different time periods. In addition, an ALS patient (male) who can hardly move his eyeballs and eyelids was recruited,
and answered ten yes/no questions using our system. He was asked to attend on the left LED to answer ‘yes’ and the
right LED to answer ‘no’. In the online experiments, we used the same classification strategy as in the offline study.

3. Results

In the offline experiments, the average classification accuracy was 74.8% when the analysis window size was
s, and it exceeded 90% when the analysis window size was longer than 4 s, demonstrating that the SSVEP
responses obtained from individuals with their eyes closed can be classified with high accuracy.

Table 1 shows the results of online experiments with respect to different time periods. The time listed in the
second row in the table is that allotted for gazing at each designated stimulus. As shown in the table, the average
classification accuracy increased as the time period increased (2 s: 81.3%, 3 s: 90.0%, 4 s: 95.3%, and 5 s: 96.0%). It
is worthwhile to note that the average classification accuracy was 81.3% even when the time period was only 2 s,
demonstrating that our paradigm could be used for a BCI system requiring quick responses. The highest average
ITR was obtained when the given time period was 4 s, suggesting that the trade-off between classification accuracy
and ITR should be carefully considered. In the case of the ALS patient, the classification accuracy and ITR were
80% and 2.78 bits/min (the time period: 6 s), demonstrating the practical feasibility of our BCI paradigm.

Table 1. Results of online experiments with respect to different time periods.

Classification accuracy (%)

Participants Electrodes
2s 3s 4s 5s

P7 PO2, 02 80.0 100.0 93.3 100.0

P8 0z, 02 80.0 80.0 93.3 90.0

P9 POz, PO2 96.7 96.7 100.0 100.0

P10 Oz, Ol 73.3 83.3 96.7 93.3

P11 POz, PO2 76.7 90.0 93.3 96.7
Average 81.3 90.0 95.3 96.0
ITR (bits/min) 9.21 10.62 10.83 9.09

4. Discussion

In this paper, we developed a new SSVEP-based BCI system that can be potentially used for classifying binary
intentions of individuals who have impaired oculomotor function. Our experimental results demonstrated that the
proposed SSVEP-based BCI paradigm for ‘eyes-closed’ individuals could be used for a practical BCI system.
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Abstract. The goal of our research is to enable various end-users to control applications by using a brain-computer
interface (BCI). Since applications — like telepresence robots, wheelchairs or text entry systems — are quite
demanding a good level of BCI control is needed. However, little is known on how much training is needed to
achieve such a level. A second open issue is, if this can be done at rehabilitation clinics or user-centers, without BCI
experts present? In this work we wanted to train BCI-naive end-users within 10 days to successfully control such
applications and present results of 23 severely motor-disabled participants.
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1. Introduction

Brain-Computer Interfaces (BCIs) are no longer only used by healthy subjects under standardized laboratory
conditions, but are also introduced to end-users controlling applications in their homes. A challenge in the
application of BCIs is the need of training. However, in end users a sufficient level of BCI-performance should be
achieved quickly. In this work we want to share the experiences we gained, by starting with BCI-naive participants,
teaching them first to achieve BCI control, evaluating the performance through online BCI experiments and finally
controlling applications (like a telepresence robot, a wheelchair and a text entry system). The aim was to do this in
10 days, together with therapists at a rehabilitation clinics or user-centers, and without any BCI experts present.

2. Material and Methods

All participants had to start by left hand, right hand and foot motor imagery during calibration recordings.
Afterwards the 2 most discriminable tasks were used for controlling the online feedback or the application.

2.1. Brain-Computer Interface and signal processing

The brain activity was acquired via 16 EEG channels over the motor cortex. From the Laplacian filtered EEG,
the power spectral density was calculated. Canonical variate analysis was used to select subject-specific features,
which were classified with a Gaussian classifier [Galan et al., 2008]. Decisions with low confidence on the
probability distribution were filtered out and evidence was accumulated over time. The BCI training was performed
at the clinics without BCI experts present. Only the classifier setup was done remotely by the BCI expert.

2.3. Test of different application prototypes

The first application was a text entry system called BrainTree [Perdikis et al., 2012]. Using a series of left and
right BCI commands the participants could select letters out of an alphabetically sorted tree. The visualization
implements a so-called Hu-Tucker binary tree (based on a language model) which ensures an optimal but not equal
number of commands to reach each character. The second application was a telepresence platform based on the
Robotino robot [Carlson et al., 2012]. The subject remotely controlled the robot, steering it to the left or to the right
within an office environment. In addition, the subject can intentionally not deliver any mental command to activate
the default behavior of the robot, which consists on moving forward and avoiding obstacles with the help of a shared
control system using its on-board sensors. The subjects saw a video-transmission from an on-board camera of the
robot in parallel with the BCI output. The third application was a powered wheelchair equipped with sonars and
webcams, which movements can be controlled similar to the telepresence robot, except that the subject is co-located
with it. The subject had to drive the wheelchair to reach several targets. All applications were quite demanding for
the subjects, since besides the increased workload and the split attention between the BCI and the application [Leeb
et al., 2013], it was also necessary to perform the requested BCI action with certain temporal precision.
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3. Results

Up to now, 23 end-users aged 42 + 14 years (4 female) have participated once every 1-2 weeks for up to
3 hours/day. Ten subjects (S1-S10; re-ordered in descending BCI performance) achieved a very good level of
control and could test the applications. Since the whole experiment was limited to 10 sessions (days), not all subjects
could test all applications, or train enough to increase their BCI performance. In one subject we had technical
problems; two subjects had to be excluded because of inherent muscular artifacts due to their impairments; and one
subject decided to stop participating. The subjects are affected by different levels of myopathy (5), spinal cord
injury (13), spino-cerebellar ataxia (1), amputation (1), cerebral palsy (1), or locked-in (2). Fig. la shows the
performance of the online BCI runs before application start using the Youden index (YI), whereby YI =1 means
perfect control and 0 equals chance level. The performances of the applications (see Fig. 1b) are reported for the text
entry as the percentage of correctly written characters compared to the total number of written characters [Perdikis et
al., 2012], and for the telepresence platform and for the wheelchair as the ratio between the time needed to reach the
targets with manual control vs. BCI control [Carlson et al., 2012], all resulting in 1 for perfect and 0 for no control.
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Figure 1. (a) Performance values (YI) of all online runs averaged per session for all subjects. (b) Application performances of
the three applications (Robotino, Braintree, Wheelchair) for the remaining subset.

4. Discussion

All subjects who achieved good BCI performance could also control the applications successfully (see Fig. 1).
Especially whenever end-users reached a YI> 0.6, they mastered the applications equally well as healthy subjects.
This is very important, because having a good BCI control does not guarantee good control over the application, due
to the necessary split attention between the application and the BCI. Furthermore, BCI training does not require
users to achieve 100% performance every trial, but most applications demand almost perfect performance all the
time [Leeb et al., 2013]. Unfortunately only half of the participants could test the applications. Due to the strict time
limitations of our experimental protocol, we had to stop the training process of those end-user who did not reach a
YI1>0.4 over two consecutive sessions within 10 sessions (days). However, for some subjects a longer training
would have been preferable. The performance drop of subject S4 in case of Robotino resulted from one single run,
in which she intentionally delivered wrong commands believing that the target was somewhere else. Finally, control
of the applications could be improved by the use of a hybrid BCI, where key commands (e.g. correction of text-entry
errors, pausing the movement of the robot...) are delivered through other channels such as residual muscular
activity, which can be controlled reliable but not very often (because of quick fatigue) [Perdikis et al., 2012].
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Abstract. In the development of an implantable ECoG-based BCI system, we have investigated the possibilities of
generating quick shifts between high and low levels of brain activity (“brain clicks”) using voluntarily modulated
brain activity. We conclude that it is possible to produce ECoG-based ‘clicks’ using both motor execution and covert
serial subtraction. These ‘clicks’ can serve as an input for commercially available assistive technology devices,
potentially making communication, as well as environmental control, available for locked in patients.
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1. Introduction

For most paralyzed patients, there is a variety of commercially available assistive technology available, ranging
from devices that turn book pages and robotic arms to dynamic systems that facilitate communication and
environmental control, and which can be controlled in a number of ways. For patients with the highest level of
paralysis (locked-in syndrome), however, these devices are, so far, less usable because most of them need some form
of goal-directed muscle activity to be operated. Brain computer interfaces (BCIs) promise control over devices using
brain activity only, thereby potentially improving greatly the communicative abilities, quality of life and
independence of this population. The possibilities offered to locked-in patients by a BCI can be maximized if one
would make use of the existing commercially available systems, which are the result of years of development and
optimization by dedicated people, guided by the wishes of end users. One of the most basic approaches to control an
assistive technology device such as a dynamic system is a button press or mouse click. Generating these clicks by
brain activity only requires that the user is able to quickly switch on and off the activity in a certain brain area. In the
development of an implantable ECoG-based BCI system, we have investigated the possibilities of generating these
“brain clicks” using voluntarily modulated brain activity.

2. Material and Methods

Subjects were epilepsy patients who were implanted with subdural ECoG electrodes for diagnostic purposes.
Each patient performed a localizer task (movement/rest or covert serial subtraction/rest) with both fMRI and ECoG
to select electrodes on motor areas or the dorsolateral prefrontal cortex to be used for the tests. An electrode showing
a large response in the 65-95 Hz frequency range during this task was selected for further use. Subsequently, patients
performed a second localizer task with shorter intervals of activity and rest. Patients were instructed to respond as
quickly as possible to the different conditions. The signal of the preselected electrode was used to estimate an upper
and lower threshold for brain activity.

In the Click Target Task, a blue target square was present on the screen (20 trials), for a maximum of 8 s.
Patients were instructed to generate the relevant brain activity as quickly as possible once they saw the target. As
soon as the patient elicited a switch event, the target changed color and disappeared. The intertrial interval was
variable, 3-9 s. A switch was defined as the brain activity crossing the upper threshold as determined by the second
localizer task. This task was performed by three patients (Patl, Pat2, Pat3).

In the Assistive Device Control Task crossing the threshold was translated into a short closing of a relay,
simulating a button press. Patients were presented with a commercially available communication device running
scanning software, which showed a keyboard on a screen. Lines of characters were highlighted consecutively. When
a line was highlighted, it could be selected by activating the switch. Then the individual characters of the row are
highlighted for selection. By this method each character of the alphabet can be selected by two activations of the
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switch. Patients were asked to spell the word ‘UMC Utrecht’. Two patients performed this task (Patients 1 and 4
(Patl, Pat4)). Both patients had a (slightly different) 6x8 matrix of characters, which included the complete alphabet,
a space, a backspace, a clear all button, and a number of blank items.

3. Results

Three patients performed the Click Target Task. Patl used executed movement of the right hand, and Pat2 and 3
used covert serial subtraction. All patients performed well during the Click Target Task, with 90% or more of the
targets ‘clicked away’ within the maximum trial time of 8 s. For the patient using executed hand movement (Patl),
the average time needed to generate the switch event was 1.3 s (range 0.8-4.6 s), with 2 false alarms (i.e. switch
events generated during the intertrial interval). Pat2 and 3 each performed the Click Target Task 3 times using serial
subtraction. The average time they needed to generate the switch events was variable, but was between 2 and 3 s for
each session (range of all trials of both patients 0.2-7.7 s).

Two patients (Patl, Pat4) performed the Assistive Device Control Task using executed movement of the right
hand (Patl) or the tongue (Pat4). The scanning software was set such that the interval between two highlighted
selections was 2.1 s. Both patients needed ~4 min to spell the words ‘UMC Utrecht’, with a mean time per character
of 20.6 + 7.8 s, and 22.8 £ 7.8 s, respectively. Patl had three misses, which required the system to perform another
cycle of scanning before a second attempt to select the character could be made. Pat2 had two misses and two false
alarms, which did not result in an incorrectly selected character.

4. Discussion

The data from this study reveal that subjects are able to voluntarily produce quick alternations between high and
low levels of brain activity using both motor execution and covert serial subtraction, without a lot of practice.
Moreover, these voluntarily generated ‘brain clicks’ can be used as a control signal for a commercially available
assistive technology device running scanning software.

Not surprisingly, the speed with which switch selections were made in the Click Target Task was faster for
motor execution than for covert serial subtraction. Even with serial subtraction, however, switch events were made in
3 s or less, which would allow 20 selections per min. In an actual scanning environment, it was possible to spell
words with a speed of about 3 characters per min using ‘brain clicks’ based on motor execution. This value is
comparable to several custom spellers: an EEG switch based Hex-O-Spell [Williamson et al., 2009] (2.5-7 characters
per min) and ECoG studies with a P300 speller [Krusienski and Shih, 2010] (2.3-4.4 characters per min). [Brunner et
al., 2011] report 17 characters per min with one patient. Importantly, the spelling speed in our setup may be
increased by optimizing parameters, and practice.

We conclude that it is possible to voluntarily generate ECoG-based ‘clicks’, which can serve as an input for
commercially available assistive technology devices, potentially making communication, as well as environmental
control, available for locked in patients.
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Abstract. Mental workload during a P300 spelling task was experimentally manipulated. As a result of auditory
distraction, we found a significantly reduced P300 amplitude in the high workload condition compared to the
medium workload condition. Despite high demands of the secondary tasks, 19 subjects were able to spell 100
characters with an average accuracy of 80% (14.8 bits/min) in the medium and 65.5% (10.8 bits/min) in the high
workload condition. The study is an important step toward the integration of a mental workload detector into an
asynchronous P300 BCI. A system is desirable that pauses if high workload is detected or reduces workload through
the adaptation of stimulation parameters. The study further demonstrates the robustness of the P300 speller during a
long session with distraction that is encouraging for BCI use in a home environment.

Keywords: P300 Speller, EEG, Workload, Auditory Distraction, Asynchronous BCI, Mental State

1. Introduction

As a first step toward the development of an asynchronous (self-paced) mode of control for the P300 BCI, the
current study aimed to identify neurophysiological markers of high workload. A P300 BCI that adapts to the mental
state of the user (e.g. pauses if high workload is detected) is highly desirable when designing systems for assistive
technology. We experimentally manipulated the workload during a P300 spelling task and were interested in the
effect on the P300 amplitude. We hypothesized reduced P300 amplitude with higher workload. We further
investigated the effects of intensive use on spelling accuracies during a 2.5 hours BCI session.

2. Methods

2.1. Participants

Nineteen healthy subjects participated in the study (11 female, 8 male, mean age 25 years, SD = 5.08, range: 18-
40). Participants were compensated with 8€/hour. None of the subjects had previously participated in a P300 BCI
study.

2.2 Data acquisition

The electroencephalogram (EEG) was recorded with 31 active Ag/AgCl electrodes, and sampled at 256 Hz with
two g.USBamp amplifiers (g.tec). Channels were referenced to the right earlobe and grounded to position AFz. The
BCI2000 software framework was used for stimulus presentation and data acquisition.

2.3. Procedure

Participants completed ten online P300 spelling runs based on the paradigm first described by [Farwell and
Donchin, 1988]. In each run, participants had to select 25 predefined characters from a 6x6 matrix. In addition to the
primary spelling task, subjects performed a secondary task. In 5 runs, the task induced medium workload and in the
other 5 high workload. Runs of medium and high workload alternated in pseudo-random order.

Rows and columns of the 6x6 Matrix were intensified for 62.5 ms and both flashed five times in random order
for one character selection. The inter-stimulus interval (ISI) was set to 125 ms. Online classification was performed
using stepwise linear discriminant analysis (SWLDA).

The secondary task was a dichotic listening task. For the first five minutes of all runs (20 characters to be
copied), two concurrent stories were presented over headphones. One story was presented over the left and another
over the right headphone speaker. Participants were either instructed to ignore the stories (medium workload
condition) or pay attention to the content of both stories (high workload condition). After the first run of every
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condition, the NASA-TLX questionnaire was administered as a measure of subjective workload. After every run,
participants answered 6 questions about the content of the stories.

3. Results

The average accuracy, bitrate, peak amplitude at Pz, the scores of the NASA-TLX questionnaire and the average
number of correct answers to the control questions for both workload conditions are displayed in Table 1.

Table 1. Results of both workload conditions.

Medium Workload High Workload
Accuracy (%) 80 65.5%
Bits/minute 14.8 10.8%*
Amplitude at Pz (uV) 3.53 2.98*
NASA-TLX 49.52 61.31%
Correct answers 3 4.3*

*all differences between the conditions are significant at the 0.001 level

Amplitude at Pz was significantly reduced (p < 0.001) during the high compared to the medium workload condition.
For seventeen subjects, a reduction in P300 amplitude (peak between 200-600 ms post stimulus onset) was found.
Subjects answered more questions correct for the high workload conditions, reported a higher workload and their
spelling accuracy was lower (all significant at p <0.001). Fig. 1 depicts the grand average at Pz for all participants
in the medium and high workload conditions.

A B

Pz Pz

Amplitude (V)
Amplitude (V)

[ 200 400 600 [ 200 400 600

Time (ms) Time (ms)

Figure 1. ERP grand average at Pz for targets (solid line) and non-targets (dashed line) for all participants and all runs with
medium workload (A) and high workload (B).

4. Discussion

As expected, workload affected performance and the P300 amplitude during spelling. Thus, significantly
reduced P300 amplitude could serve as an indicator of high workload. Together with data from the frequency
domain of the EEG, this information could be used to activate the “stand-by mode” of a BCI. The P300 amplitude at
Pz was reduced during the high workload conditions for most, but not for all users. This is in line with findings that
show inter- and intra-individual differences regarding the P300 as a measure of workload [Kok, 2001]. Further, the
study demonstrates that satisfactory accuracies can be achieved with the P300 speller, even if users are pursuing the
task for a long time and are additionally distracted by spoken words.
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Abstract. A critical problem in steady-state visual evoked potential (SSVEP)-based brain-computer interfaces
(BCIs) is the fatigue that the users may suffer when staring at flashing stimuli. This paper studies an objective
evaluation of the fatigue in SSVEP-based BCIs by EEG spectral analysis. The results show that the brain is slowing
its activity as a result of the reduced cognitive capacity during fatigue, and the SSVEP amplitude as well as the
signal-to-noise ratio (SNR) are influenced by fatigue level.
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1. Introduction

Steady-state visual evoked potential (SSVEP) has been widely used as a non-invasive input for brain-computer
interfaces (BCIs). The fatigue of the users when staring at flashing stimuli is one of critical problems in SSVEP-
based BClIs. The repetitive visual stimuli usually make the users uncomfortable, tired and consequently reduce the
performance, which is a limitation during the application of SSVEP-based BClIs. In order to apply SSVEP-based
BClIs to a large number of users, a user-friendly stimulus to reduce fatigue should be considered, while firstly the
evaluation of the fatigue and its influence on SSVEP properties should be investigated.

Some SSVEP literature mentioned to use questionnaires or subjects’ feeling to describe the fatigue or comfort,
which is unfortunately quite subjective and inaccurate [Allison et al., 2010; Bieger and Molina, 2010]. In the case of
fatigue, the arousal level and cognitive capacity will be decreased, which are associated with reduced cortical
arousal. More specifically, the increases in theta and alpha activity are related to generalized performance
decrements on cognitive tasks and increased mental efforts to maintain vigilance level, respectively [Craig et al.,
2012; Klimesch, 1999]. Therefore, it is certain that fatigue is associated with significant theta and alpha activity
change. This paper proposes EEG spectral indices as objective fatigue measures to help the selection of optimal
visual stimulus parameters for SSVEP-based BCls.

2. Material and Methods

An LCD monitor was used as the visual stimulator (ViewSonic 22”, refresh rate 120 Hz, 1680x1050 pixel
resolution) and the stimulus was programmed under Microsoft Visual Studio 2010 using Microsoft DirectX SDK
(June 2010). EEG was collected from Oz channel by an amplifier (g.USBamp, Guger Technologies, Graz, Austria)
during 30 flashing periods (3 s for each). 11 subjects (aged from 22 to 28 years old, 6 males and 5 females)
participated in the experiments and were asked to complete a validate self-reported fatigue questionnaire before and
after the task work, which was called the Chalder Fatigue Scale (CFS) [Chalder et al., 1993]. The CFS had high
reliability and validity, and it was used in this study as a standard reference for fatigue levels. Several EEG spectral
indices (9, 0, a, B), ratio indices (6/a, (6+a)/B), SSVEP indices were calculated during flashing periods, and paired
sample ¢ test was employed to compare the differences for EEG and SSVEP indices at alert and fatigue states.

3. Results

The CFS score was significantly increased (p <0.001) with pre-mean CFS score = 14.91, standard deviation
(SD) = 1.22; post-mean CFS score =25.73, SD = 4.98; which indicated the fatigue level is significantly increased
after SSVEP-based BCI experiments. For the EEG measurement of fatigue, Fig. 1 showed the average amplitude of
EEG and the SSVEP indices as well as the statistical test results. Significant increases were found in 6 (p = 0.039), a
(p=0.005) and the ratio index (0+a)/B (p =0.003). No significant change was observed in & (p=0.061), B
(p = 0.244) and the ratio index 0/a (p = 0.154). SSVEP indices, including both SSVEP amplitude (p = 0.007) and the
signal-to-noise ratio (SNR) (p = 0.006) were significantly decreased.
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Figure 1. (a)-(i). Average amplitude of EEG and SSVEP indices vs flashing periods; vertical axis: amplitude (uV), horizental
axis: flahsing period. (j). Statistical test results; Alert Mean: average amplitude at the begin of experiment; Fatigue
Mean: average amplitude at the end of experiment; 1: increase; |: decrease.

4. Discussion

This study adopted EEG measurements for an objective evaluation of fatigue and the influence of fatigue on
SSVEP in SSVEP-based BCIs. The experimental results are consistent with previous research on fatigue monitoring
by EEG that the increased 6 and o power are associated with the decreased vigilance level and cognitive capacity
due to the increased fatigue level [Craig et al., 2012; Klimesch, 1999]. The ratio index (6+a)/p provides an accurate
and quantitative measure of fatigue in SSVEP-based BCI. In addition, it is observed that the SSVEP amplitude and
SNR are influenced by fatigue levels. Future study may include an investigation on the fatigue due to other design
factors (e.g., visual stimulus frequency, duty cycle, color, etc.) and accordingly a better design of the visual stimuli
and the whole BCI system to alleviate the users’ fatigue with minimal influence on SSVEP properties.
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Abstract. Auditory-based brain-computer interfaces (BCI) have been gaining significant grounds recently, particularly
for visually impaired users. The majority of existing auditory BClIs are based on P300 auditory event related potentials.
Previous studies have shown, however, that P300s may be affected by the quality of the presented speech stimuli. Since
visually impaired users commonly rely on text-to-speech (TTS) readers to e.g., navigate websites and read documents,
this study investigated if the quality of the TTS system had an effect on observed P300 amplitudes. An experiment with
14 healthy subjects showed that indeed TTS synthesizer quality plays a significant effect on P300 amplitude. Hence,
it is recommended that auditory BCI developers pay careful attention to the quality of the TTS system commonly
utilized by the user, as low-quality systems may negatively affect BCI performance.
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1. Introduction

Auditory BCIs have emerged as an attractive means of communication for blind and vision impaired individuals, such
as those with amyotrophic lateral sclerosis (ALS). Auditory BCIs commonly involve the use of an oddball paradigm
to elicit a P300 event related potential. More specifically, the user is required to pay attention to a specific “hidden”
sound amongst a collection of sounds. The simplest way of eliciting a P300 signal is by presenting subjects with
tones of two different pitch frequencies (e.g., high and low), thus resulting in a binary BCI. Recent studies have also
shown that spoken words [Guo et al., 2010] or environmental sounds [Klobassa et al., 2009] can be used to develop a
multi-class BCI.

The ultimate goal in BCI is to allow users to interact with a computer and/or the environment around them. Within
the human-computer interaction domain, there has also been an on-going effort to develop suitable screen reading
interfaces for visually impaired individuals. For example, JAWS (Job Access With Speech) is a computer screen
reader program for Microsoft Windows that utilizes text-to-speech (TTS) synthesis to read the material on the screen
back to the user; VoiceOver provides similar capabilities for Mac OS products. As such, by combining an auditory
BCI with a TTS-based screen reader, several applications could be enabled for visually impaired individuals, such as
website navigation and document reading, to name a few.

However the quality of existing TTS systems are still poor and clearly distinguishable from naturally-produced
speech. Moreover, our previous studies have shown that low-quality speech stimuli can negatively (and unconsciously)
affect P300 potentials, both in terms of amplitude and latency. In this study, we investigated the effects of TTS quality
on P300 potentials, with the ultimate goal of understanding if TTS reader quality can have a negative effect on P300-
based auditory BCIs. An experiment with 14 healthy subjects showed that there is a significant (inverse) main effect
of TTS quality on P300 amplitude (i.e., lower quality, higher amplitude). As such, care must be exercised when
developing auditory BCIs for the visually impaired with the ultimate goal of controlling a TTS-based screen reader.

2. Material and Methods

Fourteen subjects with normal hearing were recruited to participate in the study (eight female; mean age = 21.57
years; SD = 3.55). Ethical approval was obtained from the affiliated institutes and participants freely consented to
participate. Three different TTS systems were chosen from the well-known international TTS challenge [King and
Karaiskos, 2009] to represent three different quality ranges, namely high (mean opinion quality score, MOS, of 3.7
out of 5), medium (MOS = 2.8) and low (MOS = 2.1). Four sentences were used to generate 12 synthesized speech
samples of approximately 10-second duration each; this was performed for each of the three TTS systems.
Synthesized speech stimuli was presented to the participants in a quasi-randomized fashion, with the only con-
straint that a given sentence s; synthesized by the low-quality system had to be presented to the participants prior to
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Figure 1: P300 potentials elicited by low-, medium-, and high-quality TTS stimuli.

presentation of the same sentence s; synthesized by the high-quality TTS system, thus to avoid any memory biases.
Moreover, an inter-stimulus-interval of 20 seconds was also used to decrease any remaining memory biases of the
spoken content. Stimuli were presented binaurally at the individual’s preferred listening level through in-ear head-
phones. And subjects were asked to judge the quality of TTS stimuli by pressing button with options “’pleasant” and
“unpleasant” as soon as possible at the start of the sentence. A 128-channel BioSemi Activell EEG system was used
but only the following subset was recorded: 64 EEG-electrodes, 4 EOG-electrodes, and two mastoid-electrodes (right
and left). Data was recorded at 512 Hz but down-sampled to 200 Hz and band-pass filtered between 1 and 40 Hz for
offline analysis. To quantify the deviance-related effects of P300, we measured the peak amplitude in a fixed time
window relative to the pre-stimulus baseline at electrode CPz. The time window for P300 quantification was set from
200 to 600 ms after stimulus onset.

3. Experimental Results and Discussion

P300 signal measured from electrode CPz is depicted in Fig. 1. Here it can be observed that P300 amplitude increases
with a decrease in TTS quality. A repeated measures ANOVA was used to verify the difference between P300 peak
amplitudes across three different TTS quality conditions, which showed a significant (inverse) main effect for TTS
quality on P300 peak amplitude (F(2,22) = 4.42, p < .05). It is believed that the increase observed in the P300
amplitude with a decrease in TTS quality is due to increased cognitive functioning needed to fully comprehend the
low-quality sentences being played back. Further studies are still needed to investigate if these negative effects persist
even once the user has become habituated to the poor quality synthesized stimuli. In summary, it is recommended
that auditory BCI developers aimed at developing computer interaction applications should pay careful attention to the
possible effects of TTS screen reader quality on BCI performance.
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Abstract. This paper presents an overview of the recent BCI research conducted by scientists from Inria Bordeaux. It
aims at designing practical BCI systems and applications that could be used outside laboratories. More precisely we
describe 1) our work on signal processing and machine learning to make BCI more efficient, robust to noise and with
minimal calibration times, as well as 2) practical applications in the research fields of spatial cognition and gaming.
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1. Introduction

Although Brain-Computer Interfaces (BCI) have demonstrated their tremendous potential in numerous applications
[van Erp et al., 2012], they are still mostly prototypes, not used outside laboratories. This is mainly due to the follow-
ing limitations: 1) Performances: the poor classification accuracies of BCI make them inconvenient to use or simply
useless compared to available alternatives; 2) Stability and robustness: the sensibility of ElectroEncephaloGraphic
(EEG) signals to noise and their inherent non-stationarity make the already poor initial performances difficult to main-
tain over time; 3) Calibration time: the need to tune current BCI to each user’s EEG signals makes their calibration
times too long. At Inria Bordeaux, in team Potioc (team.inria.fr/potioc), we notably aim at addressing these limita-
tions, to design practical BCI systems, usable and useful outside laboratories. This is part of our general research
objective to make human-computer interfaces, in particular 3D ones, usable and useful for everyone. We describe here
our recent work on signal processing to reach this objective and present two practical BCI applications we designed.

2. Signal processing contributions

Performances: To improve BCI performances, we explored and designed new features to represent EEG signals. We
notably explored multifractal cuamulants and predictive complexity features [Brodu et al., 2012], as well as waveform
length features together with an optimal spatial filter that we designed for such features [Lotte, 2012a]. All such
features proved useful to classify EEG signals, and, more importantly, increased BCI classification performances (by
2 to 4 % on average) when combined with the gold standard features, namely, band power features.

Stability and robustness: To make BCI more robust to noise and non-stationarities (which incidentally also im-
proves their performances), we proposed to integrate a-priori knowledge into machine learning algorithms. Such
knowledge represents any information we have about what should be a good filter or classifier for instance. This can
be neurophysiological a-priori, data (EEG signals) or meta-data (e.g., good channels) from other subjects, etc. This
knowledge is used to guide machine learning algorithms towards good solutions even with noise and non-stationarities.
We successfully demonstrated this approach to learn robust and stable spatial filters [Lotte and Guan, 2011].

Calibration time: To reduce BCI calibration times, we have to design BCI from very few training EEG signals. We
have explored three approaches to do so. First, we used statistical estimators dedicated to small sample size problems,
such as automatic covariance matrix shrinking [Lotte and Guan, 2010]. Secondly, we used EEG signals from other
subjects (who performed the same mental tasks) to regularize machine learning algorithms, which proved even more
efficient [Lotte and Guan, 2010]. Finally, we proposed to generate artificial EEG signals from the few EEG trials
initially available, in order to augment the training set size in a relevant way [Lotte, 2011]. All these approaches
enabled us to calibrate BCI systems with 2 to 3 times less data than standard designs, while maintaining similar
classification performances, hence effectively reducing the calibration time by 2 or 3.

3. BCI applications

So far, most of our application-related work has been around Virtual Reality (VR) [Lotte et al., 2013]. Here we focus
on two practical applications: using BCI as a tool 1) to study spatial cognition and 2) for multiplayer gaming.
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3.1. BClI as a tool to study spatial cognition

We proposed a new application of BCI: using it as a tool to study spatial cognition and transfer from VR Environments
(VE) to Real Environments (RE). In particular, since BCI can be used to navigate a VE without any motor activity
(see Figure 1, left), BCI can be used to assess how much motor activity and vestibular information is really needed to
transfer spatial knowledge from a VE to a RE. To do so, we compared a motor imagery-based BCI and a treadmill to
make users learn a path in a VE and retrieve it in the real world. Contrary to previous beliefs, our results suggested
that motor activity and vestibular information are not necessary to learn a path in VR. Performing an action - even
only a cognitive one (e.g., imagining hand movements) - seems enough to enable spatial transfer [Larrue et al., 2012].

3.2. Multiplayer BCI Gaming

We developed and studied a multiplayer BCI-based video game (see Fig. 1, right) [Bonnet et al., 2013]. In this game,
players had to collaborate or to compete (depending on the game mode) to bring a ball towards a given goal, using
motor imagery of the corresponding hand. Such an application proved interesting at two levels. First, players enjoyed
the game, and enjoyed it even more than its single player version. Second, the BCI performances of several players
was improved during multiplayer games as compared to single player ones.

=

Figure 1: Left: A user navigating a virtual model of the city of Bordeaux with a BCI, in order to learn a specific path [Larrue et al.,
2012]. Right: Two users playing a competitve BCI-based video game [Bonnet et al., 2013].

4. Discussion and Perspectives

In summary, our research work on signal processing has led to improved BCI performances, robustness and calibration
times. From an application point of view, we have showed that BCI could be a tool to study spatial cognition, and
stressed once more the advantages of combining BCI and gaming, both for BCI and gaming.

However, much work still needs to be done, with BCI performances still far too low and calibration still necessary.
Moreover, besides signal processing, studying educational research made us realize that current BCI feedback training
approaches are probably suboptimal and a major cause for BCI limited performances [Lotte, 2012b]. We are therefore
working on the design of more efficient user feedback training paradigms. Finally, we are starting a couple of projects
on passive and affective BCI, a very promising application area that deserves more attention [van Erp et al., 2012].
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Abstract. Recently several researchers proposed different P300-based Brain Computer Interfaces which can be
controlled even with impaired eye movements (covert attention). However, in all the comparative studies,
authors detected lower accuracy for the covert attention modality with respect to the overt one. This study aims
to investigate if this decrement correlates with lower stability of the P300 potential evoked during the task. We
evaluated the latency jitter of the P300 potential peak evoked by two BCI spellers exploiting overt and covert
attention. We found that the P300 latency jitter is significantly higher and accuracy is significantly lower for the
covert-attention BCI speller. Considering these results we can conclude that the reduced performance of BCls
based on covert attention could be only partially explained by the absence of discriminant short-latency Visual
Evoked Potentials (VEP).

Keywords: Brain Computer-Interface, P300, Latency jitter, C(O)vert attention, Wavelet analysis, NASA-TLX

1. Introduction

The Farwell and Donchin’s P300 Speller interface is one of the most widely used BCI paradigm for text
writing. Recently, some authors showed that the P300 Speller recognition accuracy significantly decreases when
the eyes movements are impaired [Brunner et al., 2010]. User interfaces specifically designed to be operated in
absence of eyes movements have been recently reported [Treder et al., 2010; Liu et al., 2010; Aloise et al.,
2012]. In all the comparative studies, authors have shown a decrease in system performance using interfaces in
covert attention condition with respect to the overt attention one, and they related the overt task based spelling
success mainly on the Visual Evoked Potential (VEPs) measured at occipital and parieto-occipital sites [Treder
et al., 2010; Aloise et al., 2012]. Also, [Thompson et al., 2013] demonstrated that accuracy achieved with P300
Speller, was strongly correlated with the P300 latency jitter. This study aims to investigate whether the decrease
in system performance is fully explained by the absence of VEPs, or if it correlates with a lower stability of the
P300 evoked potential elicited in covert attention condition with respect to overt attention one.

2. Material and Methods

Nine healthy female subjects were involved in this study (mean age 27 £5). Scalp EEG signals were
recorded (g.USBamp, gTec, Austria, 256 Hz) from 8 positions (Fz, Cz, Pz, Oz, P3, P4, PO7 and POS,
referenced to the right earlobe and grounded to the left mastoid). The stimulation interfaces consisted in: i) the
P300 Speller, a 6 by 6 matrix containing 36 alphanumeric characters; ii) the GeoSpell interface, in which
characters are organized in 12 hexagonal groups of 6 characters each [Aloise et al., 2012]. Each subject
performed 4 recording sessions in different days. A session consisted of 6 runs of 6 trials. Each trial (consisting
of 8 stimulation sequences) corresponded to the selection of a single character displayed on the interface. Each
stimulus was intensified for 125 ms, with an Inter Stimulus Interval (ISI) of 125 ms. At the end of each half-
session (3 runs using P300 Speller or GeoSpell), subjects were required to perform the NASA-TLX (Task Load
Index [Hart et al., 1988]) workload assessment, in order to evaluate the workload perceived by the subject using
the two interfaces. For each participant, BCI performances were assessed offline, according to the number of
stimulation sequences averaged during each trial. We used a Stepwise Linear Discriminant Analysis (SWLDA)
to select the most relevant features that allowed to discriminate Target stimuli from Non-Target ones. In
particular we performed a 3 fold cross-validation exploring all the possible combinations of training (2 runs) and
testing (1 run) data set for each session and interface. The maximum Weritten Symbol Rate (WSR,
symbols/minute [Liu et al., 2010]) was calculated for each iteration as a function of the number of stimuli
repetitions in the trial. Furthermore, we excluded the contribution of the VEPs in the performance evaluation in
order to take into account only the P300 ERP. Only for the P300 Speller interface, we evaluated performances
taking into account both VEPs and no-VEPs contribution. In this way, the EEG signal was reorganized in
overlapping 600 ms long epochs starting 200 ms (0 ms for the P300 Speller with the VVEPs contribution) after the
onset of each stimulus. Also, we evaluated the latency of the P300 evoked potential for each trial, in order to
estimate the latency jitter for each interface. In this regard, we applied a method based on the Continuos Wavelet
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Transform (CWT) and the estimation of the empirical Cumulative Distribution Function (CDF), in order to
enhance the signal (P300) to noise (spontaneous EEG) ratio [Hu et al., 2010]. At this point, we first estimated
the inverse CWT for each trial, and we detected the latency of the P300 potential as the highest peak of the
signal into the epoch. Therefore, we assessed the distribution of the P300 latency for each subject, for a total of
72 trials (4 sessions, 3 runs, 6 trials) for each interface. We evaluated the jitter of the latency subtracting the 31
and the 1% quartile of the distribution.

3. Results

Results showed a significant decrease in the jitter of the P300 latencies during the P300 Speller task
(p < .05), with respect to the GeoSpell interface. Furthermore, performance achieved with P300 Speller in terms
of WSR, were significantly higher (p < .05) with respect to the GeoSpell interface. Finally, NASA-TLX results
showed a lower (but not significant) workload perceived by the subjects using P300 Speller with GeoSpell.

Maximum WSR Latency litter NASA-TLX
20 0.2 100
c 15 :;0 15 I g s I
£ B g
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Figure 1. Maximum value of WSR, P300 latency jitter over exemplary channel (Cz) and weighted NASA-TLX score
(mean and standard deviation) over all subjects for each interface.

4. Discussion

The aim of this study was to investigate whether the decrease in system performance using GeoSpell
interface in covert attention condition could be related to a low stability of the P300 potential evoked during the
task. We evaluated the P300 latency jitter and performances of nine healthy subjects during the two tasks,
excluding the VEPs contribution during the feature extraction stage. The results showed an increase in the P300
latency jitter, consistent with performance evaluation. Preliminary findings indicated that even in the absence of
VEPs, the P300 Speller interface used in overt attention modality reaches greater accuracy with respect to the
GeoSpell one used in covert attention. Furthermore, both the accuracy and the latency jitter significantly change
comparing overt and covert tasks. This result could indicate that the low stability of the P300 evoked potential
during the covert task would be one of the causes of the significant decrement of the system performances.
Further investigations will address the neurophysiological causes of the high jitter detected during the covert
task. A possible hypothesis is that the covert attention modality induces a higher variability of the time needed
for the perception and categorization processes of the stimuli. Also, a method to estimate the P300 latency for
single epochs could be used to decrease the P300 latency jitter online, improving the system performances.
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Abstract. The purpose of this paper is to evaluate whether mu rhythm based BCIs can be implemented using the low
cost Emotiv Epoc EEG device. Synchronisation in the high alpha and low beta band caused by continuous imagery
and real toes movement was recorded on 6 healthy subjects. We apply LDA and SVM classifiers in order to classify
a trial as movement or non-movement by computing the power of the band of interest on C3, C4, FC3, FC4 standard
positions. 10-cross validation results indicate that sensorimotor ERS takes some seconds to develop both in the case
of imagery and real movement. The performance is better when classification occurs 5-7 seconds after the movement
starts. A simple musical application where the user can move the pitch of a tone up and down in a musical scale is
built based on real or imagery toes movement.

Keywords: Event-Related Synchronisation, Emotiv Epoc, Mu Rhythm, Brain Computer Musical Interface, Motor Imagery

1. Introduction

Brain Computer Interfaces can provide a communication pathway for people with severe motor paralysis such as
total-locked in Syndrome patients. Using a medical EEG system might be the optimum solution for building a reliable
BCI. These systems though require a big preparation time and their high cost might make them inaccessible to the
majority of the end-users. On the contrary Emotiv Epoc is a low cost commercial user friendly EEG device and recent
research indicates that it is capable of capturing real EEG activity and can be used for building low cost BCIs (e. g., a
P300 speller [Duvinage et al., 2012]). In this paper we evaluate the potential of Emotiv Epoc to capture Event Related
Synchronisation caused by continuous real and imagery toes movement.

2. Methods

2.1. Empirical Observation

Continuous feet movement has been reported to cause ERS in the high alpha and low beta band, around the FC3 and
FC4 standard positions of the EEG [Pfurtscheller et al., 2006; Wang et al., 2010; Jeon et al., 2011]. In order to capture
this area of the cortex we had to move the Epoc backwards, placing the four frontal electrodes in the C3, C4, FC3,
FC4 positions. Using OpenVibe software, in an on-line scenario, the signal was filtered in the 10-17 Hz band using a
fourth order Butterworth band pass filter. The overall power of all four electrodes was computed using a 2 s window
with hop size of 100 ms. The power was then plotted on a diagram. Toes movement was observed to cause a gradual
increase of the computed power as opposed to the resting state, as a result of ERS in the sensorimotor cortex. This can
also be observed when comparing the real movement with non-movement spectrograms of the subjects (Fig. 1).

Non Movemant Movemant

FFFFF

Figure 1: Non-movement and real movement 10-seconds ffeciuehc‘y sbeétfa ( "7—'20NHz ) of one subject.

2.2. Controlled Experiment

Six male right-handed healthy subjects, of average age 34 years, took part in one real and one imagery movement
experiment. All subjects initially observed how real and imagery movement affected the mu power diagram described
above. Each session consisted of the following steps: Twelve trials (6 movement and 6 non-movement) of 10 seconds
each were randomised. When an arrow pointing upwards appeared on the screen continuous real (in the case of the
real movement session) or imagery (in the case of imagery movement session) toes movement should be performed
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lasting for 10 seconds , while if the arrow pointed downwards they should stay relaxed for 10 seconds. The subjects
were instructed to avoid any unnecessary muscular activity.

The data recorder for each subject were used to train an LDA and a third degree polynomial SVM classifier. The
signal was filtered in the 10—17 Hz band using a fourth order Butterworth band pass filter. A moving 2 seconds window
of hop size 100 ms was applied on each channel and the power of each window was used as a feature for the classifier.
The classifiers were trained using different time intervals within the 10 seconds period of each trial. When using time
intervals close to the end of each 10 seconds trial the performance of 10-fold cross validation was optimised, while
time interval close to the beginning of each trial resulted in worse performance.

As a case study a simple musical application was designed, where the last 3 seconds of a 10 seconds movement
or non-movement trial were used to control the control of a melody. Initially the threshold of an LDA classifier is
computed by asking the user to perform three ten seconds long movement and non movement trials. Then every ten
seconds the user performs a movement or non movement trial depending on whether we wishes to move the melody
up or down. When movement is detected (value higher than the threshold) the melody moves up while in the opposite
case it moves down.

3. Results and Discussion

In Table 1 the average 10-cross validation performance and variance for 6 subjects, for different time intervals is
displayed. Looking at the table we can make the following observations: (i) The polynomial SVM classifier always
outperforms the LDA classifier. (ii) Mu rhythm synchronization needs some time to develop both in the case of real and
imagery movement. When the last 3 out of 10 seconds are used for the classification, the average SVM 10-fold cross
validation performance is 91.65 % in the case of real movement and 85.57 % in the case of imagery movement. The
overall performance falls when earlier intervals are used. ERS needs some time to develop. (iii) Real toes movement
resulted in stronger ERS than imagery movement. Although in the case of 7-10s window with SVM polynomial
classifier the 85.57 % average performance indicates that an imagery movement based interface is feasible.

Table 1: 10-fold cross validation performance average and variance for 6 subjects for different time intervals after start of a trial.

Real Movement Imagery Movement
Performance [*100%]  Variance [¥100] Performance [*100%] Variance [*100]
Time Interval [s] LDA SVM LDA SVM LDA SVM LDA SVM
7-10 87.79 91.65 0.43 0.36 79.65 85.57 0.81 0.29
5-10 77.95 82.25 0.51 0.84 70.41 75.62 0.41 0.34
2-5 71.17 75.30 1.55 1.31 69.15 74.97 0.82 0.64
0-10 69.31 71.51 1.04 0.80 65.88 69.55 0.12 0.17

As a case study a simple musical application was designed, where the last 3 seconds of a 10 seconds movement
or non-movement trial were used to control the contour of a melody. Initially the threshold of an LDA classifier is
computed by asking the user to perform three 10s real movement and non-movement trials. Then every 10s the user
performs a movement or non-movement trial depending on his intention. When movement is detected (value higher
than the threshold) the melody moves up while in the opposite case, it moves down. Preliminary results on one subject
indicate that the contour of the melody is controlled with enough accuracy.
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Abstract. Three EEG systems that vary considerably in price, portability and features are compared for use with
P300 spellers. Data is recorded from seven subjects with severe motor impairments in their home environments and
classified using a variant of LDA. These experiments suggest that a portable EEG system with a relatively moderate
price may perform as well as an expensive system when used in P300 spellers. Furthermore, systems that are smaller
and more comfortable are more practical and deliver a better user experience.
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1. Introduction

The P300 speller is rapidly gaining acceptance as a potential form of assistive technology and several research teams
have begun testing this technology in real world environments with users that have severe motor impairments [Nijboer
et al., 2008; Sellers et al., 2010]. However, there is little research comparing electroencephalography (EEG) systems
and exploring the properties that future systems should have in order to construct practical P300 spellers.

In the present study, we seek to compare EEG systems for use with P300 spellers under real-world conditions. To
this end, we have collected data from seven users with severe motor impairments in their home environments using
three different EEG systems. This data was analyzed in an offline fashion using relatively well-established techniques
for P300 classification. The results of our experiments illustrate that the use of a high-end EEG system does not
necessarily yield an improvement in classification accuracy for the P300 speller. Instead, we suggest that portable
mid-range EEG systems may provide a better user experience while still delivering acceptable performance.

2. Methods

The three EEG systems that we examine vary considerably with respect to price, portability and a number of features
that may affect signal quality and comfort. Specifically, we compare the NeuroPulse Mindset-24R, the g.tec g. MOBI-
Lab+/g. GAMMAsys and the Biosemi ActiveTwo. The Mindset is relatively inexpensive and not very portable. The
Mindset supports up to 24 passive electrodes with a sampling rate of 512 Hz. The g.MOBILab+ is highly portable
with mid-range price and supports 8 active electrodes with a sampling rate of 256 Hz. The ActiveTwo is relatively
expensive and moderately portable. The ActiveTwo supports a number of high-end features, such as high-density
electrode arrays, 16 kHz sampling rates and a driven-right-leg circuit.

EEG was recorded from seven subjects in their home environments. Two subjects had quadriplegia as the result of
high-level spinal cord injuries, including one subject that used a ventilator most of the time. One subject was largely
locked-in as the result of a traumatic brain injury and had very limited communication using eye blink responses. The
remaining three subjects had severe limitations in movement as a result of advanced multiple sclerosis.

Each subject was seated in front of a computer screen and asked to count the number of occurrences of a given
letter within a sequence of flashing characters containing 20 target and 60 non-target characters. This process was
repeated three times with the target letters b, d and p, which were selected to represent a difficult scenario. The entire
session was repeated on three separate days using a different EEG system during each session. Upon completion of
the final session, each user completed a questionnaire regarding their experience.

Since the focus of our work is on comparing EEG systems, we have elected to use a relatively well established
algorithm for EEG classification; namely, Linear Discriminant Analysis (LDA) with shrinkage toward the average
eigenvalue of the covariance matrix [Blankertz et al., 2011]. The shrinkage parameter and final classification results
were obtained using a nested random-subsampling validation procedure. Class labels are assigned after encountering
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six EEG segments by estimating the joint probability of the segments belonging to each class. In order to achieve
reasonable estimates of covariance, a subset of 8 channels was selected and decimated to a sampling rate of 32 Hz.

3. Results o o .

In Table 1 we present the final classification accuracies ob- Table 1: Six-Trial Classification Accuracies.
tained from our experiments. The highest mean classi- Subject ActiveTwo g.MOBILab+ Mindset
fication accuracy was achieved with the g. MOBILab+ at

82.50 % correct. The ActiveTwo followed with a mean 01 90.00% NA 37.50%
classification accuracy of 75.71%. The lowest mean 02 90.00% 97.50% NA
classification accuracy was obtained with the Mindset at 03 75.00% 97.50% 100.00%
66.67 %. It is important to note, however, that we are un- 04 55.00% NA 60.00%
able to show statistically significant differences in mean 05 70.00% 42.50% 62.50%
classification performance between any of the systems with 06 67.50% 87.50% 72.50%

an ANOVA F-test (p = 0.39) or paired t-tests.

In order to further investigate the ability of each EEG
system to capture the P300 and related waveforms, we also Mean 75.71% 82.50% 66.67%
examine averages of time-locked EEG segments. In Fig. 1
we see the difference in the grand averages between the
target and non-target segments for each of the three systems at the site P4. We notice that the largest difference in
responses is achieved for the g. MOBILab+, ActiveTwo and Mindset respectively, supporting our classification results.
The variations in the peak timing across systems may be related to the different methods for synchronizing the stimulus.

07 82.50% 87.50% 67.50%

4. Discussion

Although it may seem surprising that the ActiveTwo does
not achieve the highest classification accuracy, this result
may be explained in part by the fact that the P300 speller
is a very specific application and that our implementa-
tion does not utilize a large number of electrode sites or
high sampling rates. In fact, we would argue that the Ac-
tiveTwo system may be advantageous in general research
settings and, potentially, other types of Brain-Computer
Interfaces. Nevertheless, it appears that the g. MOBILab+

Difference in Mean Amplitude (i)

may be more appropriate for use in practical P300 spellers. — ActiveTwo v ‘-‘ Ao
Perhaps equally as important as classification results is =4/ == 9.MOBILab+ i "

the insight gained by interviewing and working with sub- __5200" M'Edset - . - ".-' N

jects with motor impairments in their homes. These po- Time (ms)

Figure 1: Difference between the grand averages of the target

tential users of P300 spellers overwhelmingly mention the
and non-target responses for each system.

comfort and application time of the EEG cap as concerns.
This alone may preclude the use of low impedance systems such as the Mindset because of the lengthy and somewhat
uncomfortable cap application process. These users also require systems that are highly mobile and that can continue
to function through daily activities and movement. This suggests that an ideal EEG system for use in P300 spellers
should be portable, lightweight and have active electrodes that are comfortable but not easily dislodged.
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Abstract. Local field potentials (LFPs) are derived from many thousands of neurons. As such, they may enable long-
lasting and stable control signals for brain-machine interfaces (BMIs). Here we assess the stability of LFPs in
primary motor cortex of 2 monkeys during 2-D cursor control using an LFP-based BMI. Using a biomimetic BMI
decoder without retraining or adaptation, monkeys exhibited high performance that remained stable for over 11
months. Offline, we examined the stability of the LFP features by computing decoders of the brain-controlled cursor
velocity from individual features in each session and using them to decode the velocity in the last session. Many of
the LFP features showed high correlation with the cursor velocity which grew increasingly stable for over 11
months. This suggests that the monkeys learned a stable mapping between motor cortical field potentials and
outputs, and that LFPs will provide a highly stable signal source for BMIs.
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1. Introduction

Brain machine interfaces (BMIs) offer the potential to help people paralyzed from spinal cord injury or stroke
regain function. BMIs using action potentials (spikes) from individual neurons as inputs have evolved to the point of
early human studies in people with tetraplegia. However, it is unclear whether current recording technologies have
the ability to record spikes from many neurons for the decades that a successful device will require. Local field
potentials (LFPs) are almost as informative about movement as spikes [Mehring et al., 2003; Bansal et al., 2011;
Flint et al., 2012b] and may have better longevity [Flint et al., 2012a].

Greater stability of signals would allow less frequent BMI decoder recalibration. In this study we evaluate the
long-term stability of both BMI performance and LFP signals during control of a computer cursor using a static,
biomimetic decoder of LFPs over 11 months. Biomimetic decoders are trained on cortical signals during actual
behavior. We find evidence that both performance and the behavior of LFPs themselves remain stable during BMI
use over a period of at least 11 months. It has been shown that single-unit spikes remain stable during natural
movement and spike-based BMI use over a period of 1-2 days and 19 days, respectively [Chestek et al., 2007;
Ganguly and Carmena, 2009].

2. Methods

All procedures were approved by the Northwestern University Institutional Animal Care and Use Committee.
We recorded LFPs using 96-channel electrode arrays in primary motor cortices of two rhesus monkeys. We trained a
Wiener cascade decoder of reach velocity from LFPs recorded during a 2-D random target pursuit reaching task with
the contralateral arm. We used the smoothed time-domain signal (local motor potential, or LMP [Mehring, 2004])
plus the power within each of five frequency bands (0-4 Hz, 7-20 Hz, 70-115 Hz, 130-200 Hz, and 200-300 Hz) as
features from each electrode, and selected the 150 features with highest absolute correlation coefficient as inputs to
the decoder [Flint et al., 2012a]. Monkeys used the BMI to move the cursor in the random target pursuit task.
Monkeys trained on the task at least 3 days per week for over 11 months. BMI control with other BMI decoders was
also performed on some days but not analyzed here. Performance was assessed by success rate and average time to
target.

To evaluate LFP stability, we built Wiener decoders using each of the 150 features included in the BMI, similar
to [Chestek et al., 2007]. These sets of single feature decoders (SFDs) were built after each experimental session of
LFP-based BMI control. The SFDs were used to predict velocity using data from the very first LFP control session.
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Performance of the SFDs (measured as the correlation coefficient, R, between predicted and actual BMI control
velocity) was used to assess the stability of each feature during BMI control over time.

3. Results

Performance during BMI control was high: time to target was 0.2 sec/cm (mean over 2 monkeys), comparable
to levels for spike-based brain control in the literature. This performance remained stable or improved for a period of
over 300 days for both LFP and MSP brain control. Single feature decoder performance was highly stable in many
LFP features during this period, and became even more stable over time. This was particularly true of LMP features,
many of which had R values with the output exceeding 0.5, but also true of a few hi-gamma band features as well.

4. Discussion

LFPs can be used to control a biomimetic BMI with high performance that was stable over at least 11 months,
far longer than has been shown previously. Moreover, many of the LFP features behaved stably during BMI control
over 11 months. The LMP, notably, showed the highest correlation with the brain-controlled cursor and the most
stability over time. This could perhaps be related to the high number of underlying neural generators contributing to
the LMP being more robust to change. Thus, users appear to form a cortical map during LFP-based BMI use that is
stable for nearly a year. This is similar to the stable map seen in [Ganguly and Carmena, 2009] with highly-selected
single-unit spikes; however, the stability lasted much longer here. This stable map was formed despite the fact that
the monkeys also used several other BMI decoders during the study period. Thus, monkeys were able to switch
among biomimetic BMIs with ease and still retain a stable cortical representation of the BMI task. This bodes well
for long-term BMI use with LFPs without need for frequent recalibration or adaptation.
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Abstract. This paper discusses the issues central to transitioning brain-computer interfaces (BCIs) to fully functional
augmenative and alternative communication (AAC) systems, and the importance of reporting quantitative
performance data based on language sampling to show the effectiveness of communication competence.
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1. Introduction

In the areas of augmentative and alternative communication (AAC) measurement of performance is essential in
research and clinical practice. For brain computer interfaces (BCls) to come of age as AAC systems measuring the
effectiveness of BCIs to support communication would be an expectation. Consequently, as translational research
efforts more BCIs out of the laboratory to be recommended by speech-language pathologists (SLPs) as an AAC
system then quantitative data are critical to make informed decisions about effectiveness and value. BCI research
and development as well as clinical AAC practice benefits from the use of clearly defined or standardized measures
to compare performance between and within AAC speakers and systems.

2. Performance Measurement

Various tools and resources are available to support systematic observations of an AAC speaker’s
communication competence with an intervention. Automated performance monitoring provides quantitative data
based on units of measurement to evaluate an AAC speaker’s communication competence [Hill and Romich, 2001].
The built-in data logging feature or Language Activity Monitor (LAM) on several AAC systems, integrated and/or
analysis software, and external tools offer effective and efficient methods for monitoring gains in performance. The
AAC team is responsible for identifying the most reliable and valid measures to collect spoken and written language
samples for analysis.

The collection and analysis of language samples is the most authentic procedure for identifying communication
competence. The parameters used to measure communication competence are similar across the lifespan and are
well documented. Typical data related to the subsystems of language (semantics, morphology, syntax) include
standard and defined measure of vocabulary, syntactic diversity, and the length and complexity of utterances.
Performance measures that should be routine for AAC system use include frequency of spelling, word prediction or
other methods representing language, accuracy, average and peak communication rates (wpm), selection rates (bps),
rate index to name a few. A variety of language sampling contexts may be recommended to collect the most
representative example of an individual’s language functioning and use of a BCI system. Obviously, the most
representative sampling would be obtained from communication occurring during activities of daily living. Without
using automated data logging, capturing these data would not be possible.

3. Research on Brain-Computer Interfaces (BCls)

BClIs are showing to be of significant practical value to patients in advanced stages of ALS and lock-in
syndrome for whom conventional AAC systems, all of which require some measure of consistent voluntary muscle
control, are not satisfactory options. In these individuals, brain signals (e.g. P300 potentials) might be good
alternatives to channel for access to assistive technologies. When the Language Activity Monitoring (LAM) function
is installed in a P300 BCI system time stamped logfiles can be collected to measure communication performance
[Hill, 2004]. Word-based and utterance-based performance measures can be used to evaluate the effectiveness of the
BCI system as an AAC intervention with this population over time [Ruff et al., 2011].

BCI studies at the University of Pittsburgh and the University of Michigan as well as the Veteran
Administration (VA) HealthCare System are collecting and analyzing performance and outcomes data on BCI use.
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The BCI/AAC model used in these efforts allows the evaluation of performance across three levels: 1) BCI control
interface, 2) BCI user interface, including linguistic elements, and 3) communication contexts. Manipulation of the
control allows for gaining information on the calibration selection processes of the P300 BCI system. Manipulation
of the user interfaces is providing opportunities to compare performance using different methods to represent
language. Currently, BCI user interfaces provide access to spelling and word prediction with limited availability of
graphic symbols. However, research is planned to implement multi-meaning icons on a BCI system. Providing for
multiple AAC language representation methods (LRMs) allows for comparison of the frequency of use of the
various LRMs and the communication rates achieved using specific LRMs.

A comparison of research protocols shows that various sampling contexts are being used to report
communication performance that includes: 1) copy spelling; 2) picture description tasks; 3) interview tasks; 4) daily
conversation; 5) email. In addition, trends in the use of various application programs are being monitored for usage
patterns. Having multiple sampling contexts is allowing for the performance comparisons of summary measures
identified above.

4. Summary

BCls are in transition from laboratory-tested control interfaces to an emerging access option for AAC. Since the
goal of AAC is to optimize communication for people who cannot speak, systematically studying how BCI features
and communication contexts provides opportunities for investigating the variables that affect communication
performance and user satisfaction. The BCI studies that use performance data to guide practice will foster BCI
systems becoming more mature and functional AAC systems.
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Abstract. To study the prevalence of the N100, P200, and P300 event related potentials (ERP) in patients with
chronic and severe disorders of consciousness, ERPs were recorded in nine healthy participants and 19 long-
term vegetative state and minimally conscious state patients during an auditory oddball paradigm in a passive —
listen only — and an active — count the odds — condition at two time points. Significant ERPs were detected in all
patients. N100 was significantly more frequent than the P300. In contrast to healthy controls, no evidence was
found for differential activity between the passive and the active condition in any patient.
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1. Introduction

The event-related potential (ERP) P300 has been linked to the processing of attention-demanding stimuli,
and is thought to indicate the intactness of a wide cortical network ranging from prefrontal to temporal-parietal
areas [Polich, 2007].

The vegetative state (VS) is a severe disorder of consciousness (DOC), presumably characterized by a
complete loss of conscious experience despite preserved wakefulness. It is sometimes followed by a minimally
conscious state (MCS), in which weak and inconsistent signs of awareness can be detected. In a previous study,
up to 32% of DOC patients showed a P300 in an auditory oddball paradigm [Kotchoubey et al., 2005].

We hypothesized that healthy subjects would show an increased P300 in the active condition, and we were
interested in whether DOC patients would show a similar increase. Such an increase could be an indicator of
preserved command following and thus, consciousness and cognition.

2. Material and Methods

Participants 19  patients  with
disorders of consciousness (sex: 11 male,
8 female; age: M=50, SD=14.19;
diagnoses: 5 MCS, 14 VS; years since
onset: M =6.18, SD =3.17; aetiology: 10
hypoxia, 3 trauma-related, 3 intra-cerebral
haemorrhage, 3 other; hemispheric
localization of lesions: 4 left, 2 right, 3
both, 10 none), whose legal 2 : . .
representatives gave informed consent, 100 200 300 400 500 600 700 800
and nine healthy subjects participated in
the study. Patients’ diagnoses were
ascertained using the Coma Recovery
Scale (CRS-R) immediately before EEG
measurement.

Procedure Subjects listened to an T
auditory oddball paradigm (60 odd and
420 frequent tones) in a passive (“listen
only”), and an active (“count the odd

Q I
R

5> .. . 4 L ) L
tones.) condition. In 17 patlen.ts., the 100 200 300 400 500 600 700 800
experiment was repeated after a minimum

ms
interval of 1 week (T2) to compensate for Figure 1. Top: Average EEG waveform (Fz) of one VS patient
the possibility of fluctuating arousal showing preserved NI100. Bottom: Contour plot of the
levels. studentized wavelet coefficients corresponding to the waveform
EEG recording and analysis EEG in the top panel in the time-frequency plane. To avoid clutter,

contour lines are restricted to the top and bottom ten percent of

and EOG was recorded (512 Hz) from 31 studentized wavelet coefficients. Bold cross (X) indicates N100.

standard  10-20  system  electrode
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locations. Offline, the EEG was bandpass (0.01-70 Hz, 12 dB) and notch filtered, epoched into 850 ms long
intervals, and aligned to the 100 ms pre-stimulus baseline. Ocular artefacts were corrected using a regression
procedure and trials with absolute voltages in excess of 100 pV excluded. Only datasets with at least 20 trials in
each condition (n = 26) were considered for the remaining analyses and re-referenced to linked mastoids.

A variant [Real et al., 2013] of the Studentized Continuous Wavelet Transform (t-CWT) [Bostanov, 2003]
was used for ERP detection. The method consists of firstly, calculating the continuous wavelet transform for
each trial and channel using a Mexican Hat wavelet [Bostanov et al., 2006]. Secondly, student ¢-values are
calculated from the resulting wavelet coefficients, either across all experimental conditions — if one is interested
in detecting activity different from baseline — or between experimental conditions — if the focus is on differences
between experimental conditions. Thirdly, local extremes are detected using a 2D peak detection procedure.
Fourthly, significance of extremes is ascertained via ~-max randomization tests [Blair et al., 1993] with an error
level of o= 0.05. Fig. 1 shows an example of an average waveform (Fz, 409 trials) from a VS patient and the
corresponding time-frequency map of studentized wavelet coefficients. In this representation, the N100 is
visible as a high-frequency negative peak.

3. Results

Healthy participants: All healthy subjects showed significant activation in the N100, P200 and P300
ranges in all conditions, with the exception of one subject in which no P200 could be detected in the active
condition. Seven of nine healthy subjects showed a significantly larger P300 in the active than in the passive
condition.

Patient participants: Reliable ERPs were detected in all 17 patients entering the analysis. A P300 was
found in two VS, in one MCS and in one patient who was diagnosed with MCS at T1 but VS at T2. No
significant difference between the P300 in the active and passive conditions was found in any patient.

The N100 was found more often than the later P300 in both experimental conditions (binomial tests, all
p <0.05) at T1 but not at T2. No difference was found for the P200.

Table 1. Frequency of ERPs by experimental condition and time points in patients. Number before the slash
indicates number of subjects where ERP was found, the number after the slash indicates total number of subjects
available for the respective analysis.

TI 172
ERP Passive active passive active
N100 12/13 10/10 5/5 9/10
P200 6/13 6/10 4/5 3/10
P300 2/13 1/10 1/5 3/10

4. Discussion

Our results replicate previous findings of a comparatively higher prevalence of the N100 in comparison to
the P300, and an overall rare occurrence of a P300 (4/17 = 24%) in DOC patients [Kotchoubey et al., 2005]. In
contrast to healthy subjects, in DOC patients the P300 of the active condition was not enhanced compared to the
passive condition, possibly due to lack of language understanding, insufficient attention span, lack of motivation
or cognitive abilities, or indeed disrupted conscious awareness.
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Abstract. Previously we assessed awareness in a participant, diagnosed minimally conscious (MC), using an EEG-
based sensorimotor rhythm (SMR) brain-computer interface (BClI). Here we describe a follow up study conducted
over 2 intensive training phases, involving visual feedback and stereo auditory feedback (pink noise and music
samples). The participant performed significantly above chance on most runs. Although both feedback modalities
produce similar performance, auditory feedback is most suitable for this participant due the uncertainty of the
participant’s ability to follow visual cues and feedback. Stereo musical feedback is demonstrated for the first time.
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1. Introduction

Those in the minimally conscious state (MCS) or vegetative state (VS) are often incapable of providing any
overt motor responses however there is evidence that a subset of patients with these disorders of consciousness
(DoC) can alter their brain activity in response to instructions. Cruse et al 2011 detected significant sensorimotor
rhythm (SMR) activations in 19% participants in MC and V states, demonstrating that a subset were capable of
sustained attention, response selection, working memory and language comprehension. We showed that real time
SMR feedback during assessment of a patient diagnosed MC (Coma Recovery Scale-Revised score (4/23)) could
impact on the awareness detection protocol, even though the patient had not communicated for 12 years [Coyle et al
2012]. Here we describe follow-up experiments to determine if the participant can learn to control a SMR-BCI.

SMR-BCIs enable the user to learn how to intentionally modulate their EEG through sensorimotor learning.
Visual feedback in this closed loop system excludes those with visual problems. Those in MC/V states often have
no/very limited gaze control/visual acuity. It is possible to substitute visual feedback for its auditory equivalent
[McCreadie et al., 2013]. We provide the first results comparing visual and auditory SMR feedback in the MC state.

2. Material and Methods

One male participant (aged 28) who contracted juvenile posterior Fossa Astrocytoma in 2001 and, following
significant surgery, was diagnosed MC requiring full assistance for all activities of daily living. Informed assent was
given by the participant’s family/medical teams. Ethical approval was granted by the National Rehabilitation
Hospital Ethics Committees. The study was conducted in the participant’s home. Phase 1 (visual
cues/feedback/verbal prompts) took place approximately 6 months after initial assessment [Coyle et al., 2012]. Phase
2 (stereo auditory feedback) occurred 6 months later. Seven sessions involving 2-4 runs (60 trials/run), circa 1.5 hrs
durations, 1-2 per day (morning/evening) were conducted in each phase. In phase 1, 3 bipolar EEG channels were
recorded as in [Coyle et al 2012]. In phase 2, 16 channels over sensorimotor areas were recorded using a g.BSamp
(www.gtec.at), digitized using a cDAQ 9171 (www.ni.com), oversampled at 2 kHz and average downsampled to
125 Hz. Only results from 3 Laplacian channels around C3, Cz and C4 are reported.

Stereo auditory feedback was given in two forms: as a broadband (1/f or pink) noise, and for the first time music.
The broadband noise, commonly used in auditory localization experiments contains cues both above and below
1.5 kHz, essential in the effective localization of an auditory event. A ‘musical palette” was comprised of 10 different
popular musical genres (e.g., blues, classical etc.). Each style contained three excerpts from tracks from each of three
artists. Auditory feedback was presented through a set of ER4P earphones (Etymotic Research, Inc.). The earphones
presented the target as a spoken command (“left” or “right”) from the corresponding ear. Feedback was modulated
by continually varying the azimuthal position of the sounds between + 90° using left and right hand movement
imagination. Visual feedback was given in the form of the standard ball-basket paradigm and an asteroids avoidance
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game in which the objective is to
move a falling ball to one of two
baskets on the left or right of the
screen or move a spaceship to dodge
asteroids which fall towards the
spaceship either on the left or right of
the screen, respectively [Coyle et al.,
2011]. For both feedback paradigms
the participant was given verbal
instruction on how to control the
feedback, during visual feedback
periodically the participant was = e et ey )
verbally prompted with the correct “_ﬁ S I ::]:::::;:ﬂ;,ﬁ‘\':;::,ff:; !
motor imagery (MI) to perform and & oo’ I 075 ¥

to ensure awareness of target during R R

periOdS of eye Shutting/suspected Figure 1.  visual (top) and auditory (bottom) results. Peak , baseline (500 ms before cue) baseline-peak

Peak Accuracy (%]

===Baseline Accuracy [%]

—— Peak Minus Baseline [%]

——No. of Trials

—— Linear (Peak Accuracy [%])
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——Baseline Accuracy [%)
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=No. of Trials

. - . . mCA from LOO-CV and no. of trials in each run after artefact rejection.Visual (top) and auditory
VISU&' aCUIty deQradatlon' Tl'lal bottom results showing peak mean classification accuracy from leave one out cross validation,
timing was standard with cue at 3 s, b?se_lirlle accuracy (500ms before cue), the difference between baseline and peak, and the number

of trials
feedback between 4-7s for all

feedback types.

The first run in each session used the classifier from the previous day for feedback or was a calibration run (no
feedback). The classifier was updated on the data from the first run. Subsequent runs involved either type of visual
feedback or pink noise followed by musical feedback (feedback runs reported only). As different runs involved
different feedback types and, in the MC condition, awareness is unknown and can vary significantly, analysis is
performed run-by-run. Due to the head strap occasionally distorting the electrode cap and/or the participant
wheezing and/or teeth grinding it was necessary to reject a substantial number of trials (no. of trials per run are
reported). A leave-one-out cross-validation (LOO-CV) was performed on each run using the BCI outlined in [Coyle
etal., 2011]. Mean classification accuracy (mCA) is reported along with baseline accuracy (500 ms before cue).

3. Results and Discussion

Fig. 1 shows that there were consistent SMR activations during both phases with the majority of runs showing a
statistically significant difference (t-test) between baseline and peak mCA. Although both feedback modalities show
similar performance (80% visual, 79% auditory across all runs) the difference between peak and baseline is
increasing for auditory (15-35%) whilst decreasing for visual (40%-9%). Because of the likely vision impairment it
was unclear if the participant was aware when the trial was ending using visual feedback, particularly for the
spaceship game where the spaceship is onscreen and can be manipulated continuously during the run. This in
addition to the lack of perceivable visual feedback may be a cause of reduced baseline vs. peak differences during
phase 1 whereas an improvement is clear in phase 2. The participant seems more alert during audio feedback, the
trial cues/ends were clearer and the musical palette seemed to help alertness (based on visual observation and
feedback from family members). Interestingly both the musical and broadband noise feedback results averaged over
the last 340 trials of each phase produced the same results (80%) suggesting that even though pink noise is easier to
localize than music containing multiple instruments/vocals. Pink noise is much less appealing to listen to than music.
In summary, the feasibility of using musical stereo audio feedback in SMR-BCIs has been demonstrated.
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Abstract. We report on development of a clinical screening instrument designed to determine whether people with
locked-in syndrome have the requisite minimal skills to use the RSVP Keyboard™ BCI for spelling. A
multidisciplinary clinical team identified skills needed and then modified existing subtests or tasks from clinical
batteries to screen for hearing, visual perception, sustained visual attention, auditory comprehension, spelling,
reading comprehension and literacy, and memory. The screening instrument was administered to 12 individuals with
LIS. Testing took no more than an hour. All had reliable yes/no responses and could use eye pointing. Nine were
accurate 100% on all tasks; three missed single items on tasks. The tool is appropriate for screening people with
different diagnoses leading to LIS to determine if they have skills needed for possible BCI introduction.

Keywords: RSVP, spelling interface, locked-in syndrome, clinical protocol, screening tool

1. Introduction

In order for an individual with locked-in syndrome (LIS) to rely on a brain computer interface (BCI) for
spelling, he/she must have adequate cognitive, sensory, seating and positioning, and language skills to perform
requisite tasks. We identifed requisite skills for the RSVP Keyboard™, and developed screening tasks to determine
if individuals with LIS possess basic functionality for its use. RSVP Keyboard™ is a BCI that relies on rapid serial
visual presentation of symbols (letters, backspace, space) with P300 detection. This non-invasive system selects
letters by joint evidence from a language model and EEG signals. Using a 200 to 400 ms stimulus time, one large
letter is presented at a time on a monitor, thus reducing the visual-perceptual demands of a complicated display.

Assessing cognitive and communication abilities of individuals with LIS presents a number of challenges. Many
assessment tools require verbal and/or written responses, which people with LIS are, by definition, unable to
provide. Neuropsychological tests have been adapted for patients with classical or incomplete LIS, using yes/no
questions that can be answered with eye or facial movements [Lakerveld et al., 2008; Schnakers et al., 2008;
Rousseaux et al., 2009]. The range of cognitive and communication skill levels in this group is expansive, from
individuals with ALS who may present with solely motor neuron impairments to adults with traumatic brain injuries
which affect executive function, learning and memory. Due to this variability among people with LIS, a screening
protocol is needed to determine whether patients can understand instructions, learn and complete the tasks required
to effectively be introduced to the challenges of the BCI systems. We report on the RSVP BCI screening protocol,
designed to determine whether an individual with LIS has the requisite sensory, cognitive, language skills to learn to
use the non-invasive RSVP Keyboard™ for communication. The protocol includes structured interview questions,
subtests from existing assessment tools that have been adapted for minimal motor responses, and new tasks
developed to evaluate skills that are not adequately addressed elsewhere.

2. Material and Methods

Twelve participants with LIS were screened. We cast a wide net in our definition of LIS, including those
individuals who are unsuccessful at using use oral speech or writing for language expression because of severe
speech and physical impairment, and recruited 10 with incomplete LIS and two with classical LIS: 6 with
amyotrophic lateral sclerosis (ALS), 1 with CVA, 1 with severe spastic-athetoid cerebral palsy, 1 with spastic
quadriplegia secondary to arterial venous malformation, 1 with Duchenne muscular dystrophy, 1 with
spinocerebellar ataxia, and 1 with progressive supranuclear palsy. Three participants were women, 9 were men.

A multidisciplinary clinical team identified the following skills as requisite for use with the RSVP Keyboard™:
Visual perception, sustained visual attention, hearing, auditory comprehension, expressive language, memory and
attention; reading comprehension and literacy, spelling. Probes about pain interference, medications, motor function,
seating and positioning were deemed necessary for learning and use of the BCI. Items came from the following test
batteries: PROMIS-P; Coma Recovery Scale- Revised; Western Aphasia Battery; Functional Linguistic
Communication Inventory; Boston Naming Test. Tasks were adapted for motor-free responses using a clear,
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Plexiglas eye gaze board [Goosens’ and Crain, 1987] or binary choices with eye blinking, eye movement or
consistent, reliable movement of the head, foot or hand. The eye transfer board or ETRAN is a transparent plastic
board that contains 4-8 stimulus items placed in the corners. It is held up between the examiner and the patient. The
patient looks at a test stimulus and the examiner can see eye pointing to the items (i.e., find the picture of the pencil;
spell CAT). It is used for spelling, reading, and language comprehension screening tasks.

3. Results

Participants completed the screening protocol in a single session lasting one hour or less, and they reported that
administration time was appropriate for their abilities and endurance. All participants with LIS could reliably
indicate yes/no responses, using dysarthric speech, eye movements, blinking, or movements of the head, feet, or
hands and eye pointing to the ETRAN board. All participants demonstrated hearing within functional limits for
conversation. All could see well enough to read and to identify pictures and objects. Two participants reported
experiencing diplopia. Six participants reported problems with pain, though none reported that pain interfered with
memory, concentration, or the ability to process new information. Two participants stated that their pain ‘sometimes
or rarely’ made them feel discouraged; one stated that pain was ‘rarely’ so severe that he could think of nothing else.
Two participants (or their caregivers) reported mild difficulties with memory and/or attention. Nine participants
scored 100% on all RSVP BCI screening tasks. The remaining three participants missed items on a single task.
Eleven participants completed the screening protocol in a seated position, and one was assessed while lying in bed.
The materials used in the protocol proved to be easily adjustable for a variety of positions. Two participants (both
with spasticity due to either CP or AVM) demonstrated frequent, uncontrolled movements of facial and respiratory
muscles, which could potentially interfere with accurate EEG signal acquisition when using the RSVP Keyboard™.

4. Discussion

The RSVP BCI screening protocol is designed to assess the requisite skills for use of the RSVP Keyboard™ by
people with LIS. Field testing demonstrates that the instrument can be administered in the home environment to
people with LIS resulting from a variety of diagnoses. Administration typically lasts one hour, and varies depending
on the response time, yes/no communication method, and fatigability of individual participants; all agreed that the
screening time was reasonable for the target population. With questions for sensory (vision, hearing), cognition
(attention, memory), communication (expressive and receptive language, reading, literacy, spelling), motor (seating,
positioning) skills and pain/medication considerations, the screening instrument appears to address important
behaviors that affect BCI learning and use.

The RSVP BCI screening protocol requires only yes/no and eye gaze responses, allowing for use with people
with classical or incomplete LIS. Results paint an initial picture of the patient’s basic level of function in requisite
skill areas. Because subtests were chosen or designed to resemble or duplicate actual RSVP tasks, results are
considered good estimations of a patient’s potential to learn to use the RSVP Keyboard™ for communication. The
general benefit of this screening tool is that we now have a relatively short, comprehensive cognition and
communication screen that can be used by the LIS population and addresses the specific skills that are important for
BCI learning and use. It is time for the BCI clinical community to design a standard protocol of requisite skills that
should be administered so that we have a common means to describe behaviors necessary for BCI learning and use.
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Abstract. This study evaluates the ability of aphasic stroke patients to use two different P300 visual spellers to
communicate. Nine normal elderly subjects and eight aphasic stroke patients used the checkerboard (CBP) and row-
column (RCP) paradigms on a 6x6 alphanumeric matrix. We used a stepwise linear discriminant analysis for online
classification of training data. Stroke subjects achieved a spelling accuracy of 60-65%. Normals achieved a higher
accuracy than stroke subjects with the CBP (89% vs. 65%). CBP was also preferred over the RCP by normals, had a
higher accuracy rate and was judged to be easier to perform. Our results indicate that in the elderly population, CBP
is a superior paradigm compared to RCP. Our study also demonstrates that aphasic stroke patients can use a P300
visual speller to communicate.

Keywords: Electroencephalogram (EEG), P300 Speller, aphasia, stroke, checkerboard paradigm

1. Introduction

One major goal of current P300 visual speller research is to develop paradigms that significantly improve
communication in patients suffering from severe neurologic disorders impairing speech and motor function. Most of
the past clinical research subjects were patients with ALS or locked-in syndrome. A group of patients that has not
been well-studied is aphasic stroke patients. Stroke is the leading cause of neurologic disease in the United States
and those causing aphasias or language dysfunction are some of the most disabling. Restoring effective
communication for stroke patients, especially for patients with expressive aphasia, is a potential application for BCI.
Another area not well studied is how age may affect performance in BCI tasks, as most studies recruited young adult
volunteers. Many of the anticipated clinical applications for BCI would apply to a much older population. Therefore,
we studied the performance of aphasic stroke patients compared to an age-matched control group in controlling a
P300 visual speller.

2. Material and Methods

2.1. Subjects and Data Acquisition

Nine normal elderly subjects and eight aphasic stroke patients were tested for the ability to control the P300
Speller using both the row-column paradigm (RCP) and checkerboard paradigm (CBP). All stroke subjects had
Broca’s aphasia and a NIH stroke scale language subscore of 2 or greater, indicative of severe aphasia. All subjects
signed a Mayo Clinic IRB-approved consent form. EEG was recorded using a standard 32-channel electrode cap,
amplified, band pass filtered 0.5-500 Hz and digitized at 1200 Hz using g.USB amplifiers (Guger Technologies).
Stimulus presentation and data recording were controlled by BCI12000. Subjects viewed a 6x6 matrix on a computer
screen and P300 Speller accuracy was based on a linear classifer and testing protocol previously described
(Krusienski et al., 2008; Townsend et al., 2010; Krusienski and Shih, 2011). At the completion of testing, all
subjects completed a testing preference questionnaire and visual analogue scale of paradigm difficulty (1-easiest, 10-
most difficult).

Table 1. Subject Information.

Subject Starting
Number Age Gender Paradigm Flash Number Accuracy (%) Paradigm Visual Analogue Score
~ ~ ~ ~ RCP CBP RCP CBP Preference RCP CBP
Co1 70 M RCP 14 10 57 91 CBP 9.0 3.0
C02 58 F RCP 12 10 93 93 CBP 7.0 4.0
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Cco3 69 M CBP 8 8 86 100 CBP 8.0 35
Cco4 72 F RCP 14 10 95 91 Prefgr('):-znce 5.5 55
CO05 67 F CBP 12 10 86 86 Pref,(;lr?-:-nce 7.0 5.25
C06 78 M CBP 14 14 75 98 CBP 5.5 25
Cco7 74 F RCP 12 16 43 98 CBP 6.5 25
Co08 72 M CBP 14 10 64 86 CBP 3.0 2.25
Cc09 64 M RCP 18 10 73 55 CBP 8.5 3.0

Average: 69 ~ ~ 13 11 75 89 ~ 6.7 35

Flash Accuracy

Subject Age Gender Starting Number (%) Paradigm Visual Analogue Score

Number ~ ~ Paradigm RCP CBP RCP CBP  Preference RCP CBP
S01 80 M CBP 12 20 36 73 CBP 55 6.75
S02 68 M RCP 14 24 18 55 CBP 8.5 2.0
S03 66 M RCP 24 12 68 66 CBP 5.0 7.0
S04 60 M CBP 28 24 75 66 RCP 7.0 5.25
S05 54 M RCP 12 12 61 68 Prefgr?ence 4.0 4.0
S06 54 M CBP 12 12 7 36 Pref’;‘r(;nce 8.0 5.0
S07 60 M RCP 24 8 86 98 Prefgr?ence 6.0 6.0
S08 75 F CBP Inc. 20 Inc. 55 Inc. Inc. Inc.

i

Average 65 ~ 18 17 60 65 ~ 6.3 5.1

2.2. Data Analysis

The data were analyzed using two-tailed paired t-tests to assess performance differences in flash number,
accuracy and visual scale of difficulty between RCP and CBP for normal subjects. Because S08 did not complete the
RCP portion of testing, two-tailed unpaired t-tests were used to analyze the data within the stroke group, and to
assess for differences between the control and stroke group.

3. Results

Normal elderly using CBP were able to achieve a significantly higher average spelling accuracy (89%) than
subjects using the RCP (75%) (p < 0.01), and found CBP easier than RCP (p < 0.005). Classification flash number
was not different. Within the stroke group, there were no differences in test performance when using the RCP and
CBP. In comparing normal elderly to stroke subjects, normals had higher accuracy using CBP (p < 0.01), but were
not significantly different when tested with RCP. Normals needed less flashes with CBP to make a classifier
(p < 0.05).

4. Discussion

The results indicate that CBP was superior to RCP as a P300 visual speller paradigm, when evaluated in terms
of spelling accuracy, subject preference, and ease of use. This study also demonstrates that aphasic stroke patients
can use a scalp-based P300 visual speller to communicate. While stroke subjects did not achieve the character
selection accuracy attained by normals, their ability to use a BCI visual speller points to another potential clinical
application in this fast moving research field.
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Abstract. Transcranial Direct Current Stimulation (tDCS) has been shown to selectively modulate cortical responses
in memory, motor and perceptual tasks. Here we show that this type of stimulation results in targeted enhancement
of brain patterns elicited during motor-imagery. Offline analysis suggest this may yield higher classification
performance. Experiments with healthy subjects (N = 10) and patients with spinal cord injury (N = 9) supports the
idea of using tDCS as a facilitator for using brain-computer interfacing (BCI) in the frame of motor rehabilitation.

Keywords: Transcranial Direct Current Stimulation (tDCS), Motor neurorehabilitation, Motor Imagery, Spinal cord injury (SCI)

1. Introduction

Transcranial direct current stimulation (tDCS) selectively modifies neuronal excitability and reportedly enhances
cortical responses to sensory stimulation and to improve performance in memory and perceptual tasks [Utz et al.,
2010]. Interestingly, stimulation of motor areas results in modulation of the motor evoked potentials as well as
changes in event-related desynchronization during Motor Imagery (MI) tasks [Matsumoto et al., 2010]. In turn, MI-
based brain-computer interfacing (BCI) has been proposed as a supporting tool for rehabilitation [Millan et al.,
2010]. Here we tested the effects of tDCS in both able-bodied subjects and patients with spinal cord injury (SCI).
We found targeted enhancement of MI-related features in SCI patients resulting in improved decoding BCI
performance.

2. Material and Methods

Nine SCI subjects (2 women; age 33.7 = 8.5; lesions site ranged from C4 to C7) took part in the experiment, as
well as ten control subjects (5 women; age 33 = 7.4). None of them had any prior experience with BCI. Each subject
participated in two recording days of BCI training (left vs. right MI) separated by at least one week. On each day,
two sessions of about 25 min are performed. Immediately before the first session, tDCS stimulation was applied
during 15 min over the left motor area (electrode position C3). The type of stimulation — either anodal or sham —
was different on each recording day. The stimulation current was set to 1 mA and the ramp time was 7 s. A pause
was introduced between the two BCI sessions so that the second session started one hour after the stimulation.

EEG was recorded at 512 Hz with 16 active surface electrodes (Fz, FC3, FC1, FCz, FC2, FC4, C3, Cl, Cz, C2,
C4, CP3, CP1, CPz, CP2 and CP4 of the 10/20 system. Reference: right mastoid. Ground: AFz). The signal was
filtered in the [0.1 100] Hz range plus 50 Hz notch filter, and spatially filtered with a Laplacian derivation. For each
channel we estimate its power spectral density (PSD) in the band 4-48 Hz with 2 Hz resolution over the last second.
The PSDs were extracted every 62.5 ms using the Welch method with 5 overlapped (25%) Hanning windows of
500 ms. The discriminant power (DP) of these features (16 channels x 23 frequencies) was computed using
canonical variate analysis [Galan et al., 2007]. This reflects the ability of each feature for discriminating between
left and right hand MI. The most discriminant features are selected for classification using a Gaussian classifier.

3. Results

Higher performance (area under the ROC curve, AUC) was obtained for control than SCI subjects, as shown in
Fig. 1a (Wilcoxon, p <0.01 two tailed). Although a large variability across subjects is observed, a more consistent
population performance is observed in the SCI group after tDCS stimulation. Nearly significant differences were
found when comparing the performance in the tDCS and sham conditions for the SCI group (p = 0.065).

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 021



Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-21

tDCS Sham DCS Sham
0. 0.
| . e [ . .. e ?
0ss 0s9 R e " &
— 5 .
@) § 0.6 § 06 1951 2 —
75} . -
o - . oA | a8
055 055 Z1R A . °
ML . Y &
0.5¢ 05" = 4
tDhCS Sham .
0.9 ! 0.9 —_ =
0.85 0.85; 00 an’ T
o] 08| 08| ) - - - "
b 8075 3075' g
|=BERY < o7 Q - — 1
6 0.65 0.65; O o~ A a
0.6 08| [0 N R T
0,55/ 0,55/ . 5 -9 . . . o
0.5¢ 05
(a) (b)

Figure 1. (a) Decoding performance (AUC) for all conditions and groups. Each bar corresponds to one subject; rightmost
boxplot shows the average performance (b) Topographical localization of discriminant features in the band 6-
12 Hz (Top view, Nose up). Gray tones denotes the number of subjects that show discriminant features at each
electrode. S1: First BCI session (right after tDCS). S2: Second BCI session (>1hr after stimulation).

As shown in Fig. 1b both groups (SCI and control subjects) consistently exhibit discriminant activity under the
stimulated site (i.e. left motor cortex). Notably, after anodal tDCS SCI subjects show bilateral discriminant activity
already at the first BCI session, and features under the stimulated hemisphere remained discriminant during the
second session. In contrast, after sham stimulation activity in motor areas was less discriminant at the first session.
Similarly, in control subjects, tDCS resulted in strongly localized discriminant information on the stimulated site
over the two sessions, while the sham condition presented more bilateral patterns.

4. Discussion

Our results supports the hypothesis that intracranial stimulation enhances cortical activation during motor
imagery and lead to discriminant and stable features that can be exploited for BMI. In particular, SCI patients
exhibited discriminant activity over the targeted areas immediately after the stimulation, a fact that may facilitate the
use of BCI as a supporting technique for motor neurorehabilitation.

Moreover, the present study was performed offline; therefore it still has to be assessed how tDCS influences
online control. A related study, where bilateral tDCS was applied to stroke patients during robot-assisted
rehabilitation therapy [Ang et al., 2012], reported no significant effects on online performance. The bilateral
stimulation they used enhances the ipsilesional hemisphere while inhibiting activation of the unaffected areas.
Further work is therefore needed to characterize the type of stimulation (e.g. unilateral vs. bilateral) and the
population for which this stimulation effectively influence in the features used by BCI systems.
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Abstract. We describe a brain-computer interface (BCI) controlled videogame by integrating a custom made
wearable 8-channel wireless EEG system, which samples and wirelessly transmits the EEG and EOG signals to a
laptop. The laptop runs a shooting videogame using the features derived from the EEG and EOG. Sixteen cerebral
palsy (CP) children were trained to play this game for one month (one hour per week). Their sustained attentional
level after training was able to be maintained long enough for exploding the bomb in the videogame for more than
80% of the 30 cues in a 5-min game form the the originally 50% or less before training. These CP children then
participated in the Second Mid-Taiwan Assistive Device Videogame Contest in Taichung on Dec. 29, 2012.
Keywords:Wireless EEG; Brain-computer interface (BCI); Cerebral palsy; EEG; EOG; Computer game

1. Introduction

Cerebral palsy (CP) children are mostly limited by the activity in their extremities and lack of capability in
communication, they are thus in need of assistive devices for conveying their thoughts, training for their skill of
communication, and even providing them with entertainments for enriching their life. However, such assistive
device can be very specific in terms of how and what purpose the CP patients may use the device. For example, they
might not be able to control a device using their hands or feet. As a result, the assistive device may need to utilize
the still functioning muscles, such as eyes, cheeks, etc.

Recently, brain-computer interface (BCI) creates the possibilities to utilize the EEG features related to the brain
processes of, for example, the P300 activity, motor execution, motor imagery, attentional level, and steady-state
responses, etc. [Avanzini et al., 2012; Krusienski et al., 2007; Lim et al., 2012; Pfurtscheller and Neuper, 1997], and
use them to control an assistive device, such as moving a cursor. Such a form factor should well fit the requirement
of a CP patient due to their lack of muscle activity in their extremities. Here we devised a BCI-based videogame for
the CP children to play using their EEG/EOG and, ultimately, to train their sustained attentional level.

2. Material and Methods

2.1. Subjects

A group of 16 CP children were trained to play this videogame and they then participated in an Assistive Device
Videogame Contest hosted the Biomedical Engineering Research Center of China Medical University (CMU) in the
Love Home of Taichung City, Taiwan on Dec. 29, 2012 (Fig. 1a). The parents and the teachers of these CP children
gave the signed informed consent and the agreement for participation for them. The institutional review board of
CMU Hospital approved the training process was conducted at Hermei Experimental School, Changhua, Taiwan.

2.2. 8-channel Wireless EEG System

A custom made 8-channel wireless EEG system provided high quality EEG and EOG sampled at 2 kHz per
channel with 24-bit resolution. The device weighed 82 g (80 x 50 x 30 mm’, including battery) and ran on a
rechargeable battery for more than 20 hours. The acquired signals were transferred to a PC through a Bluetooth 2.0
channel. Given the ultra lightweight and easy to apply characteristics, the wireless EEG system was very suitable for
on-line real-time EEG application, such as BCI. On the other hand, the electrodes used for this training were simply
the self-adhesive ECG electrodes used regularly in the clinical environment to ease the application such that the
training could be performed at the Experimental School site, where laboratory preparation was not available.

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 022



Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-22

2.3. EEG and EOG Features for Controlling the Videogame

Two-channel EEG from the left and right forehead and one-channel EOG at right canthus were used to control
the two actions of the videogame: one for shooting the alien spaceship and the other exploding the bomb. First, the
eye blinks were detected from the EOG channel and used to fire the machine gun for 4 . Then, the player needed to
blink again to resume the shooting (Fig. 1b). Alternatively, for every 10 s (varied from 8-12 s), a green bear’s paw
(the bomb) would appear and cease all actions on the screen for 4 s. During this time period, player was required to
maintain his/her attentional level such that the green bear’s paw would turn yellow and red and, finally, explode to
clean all the alien spaceships to gain bonus (Fig. 1c¢). The EEG features used to derive the sustained attentional level
were based on the real-time theta to alpha power ratio extracted from the two EEG channels on the participant’s
forehead. The performance of the players was evaluated with the percentage (thus, how many times out of the 30) of
cases that they could successfully maintain their attentional level to explode the bomb in a 5-min game.

2.4. Training Cerebral Palsy Children to Use the BCI-controlled Assistive Device

Each of the participating CP children was trained once a week for 4 weeks. Each training session lasted for
around an hour depending on the condition of the CP child. During the training session, the two channels of EEG
and the one channel EOG were recorded for further analysis. The percentage of accurately exploding the bomb
using their attention level was also recorded for comparison.

(b) (©)

Figure 1. (a) The Assistive Device Videogame Contest. (b,c) Operation of the shooting videogame.

3. Results

After training, all the CP children significantly improved the performance in maintaining their attentional level.
More than 80% of the case, the participants could maintain their attentional level for up to 4 s and explod the bomb
in the game. Such success rate was initially 50% or less before training. The videogame was then made to end in
5 minutes so as to be used in the Mid-Taiwan Assistive Device Videogame Contest.

4. Discussion

BClI-based assistive device is one of the most effective forms for the CP children due to their limited muscle
control for their extremities. Although the CP children participated in the training and the videogame contest were
only trained for a month, the effectiveness of the training was reflected in their high accuracy in controlling the
videogame as well as the performance in their class, especially in multi-task performing, according to their teachers.
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Abstract. A novel sensorimotor BCI prototype was developed to boost motor recovery of the upper limb in stroke
patients. After preliminary testing, the prototype was installed in a rehabilitation ward and validated as an add-on to
standard therapy in a randomized controlled trial, involving 26 unilateral subacute stroke patients. Clinical benefits
and resting state brain network reorganization closer to normal were observed in the target BCI group.
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1. Introduction

BCI technology has been proposed to support post-stroke motor rehabilitation either by guiding post-lesional
plastic reorganization and/or by allowing neuroprosthesis control eventually leading to better functional recovery
[Daly and Wolpaw, 2008; Dimyan and Cohen, 2011]. The neurofeedback mechanism behind Motor Imagery (MI)-
based BCI paradigms has been shown to affect brain plasticity under specific conditions [Pichiorri et al., 2011]. In
this scenario, a novel MI-based BCI prototype was developed in collaboration with rehabilitation experts to boost
motor recovery of the upper limb in stroke patients.

2. Material and Methods

2.1. Prototype and study design

The prototype is shown in Fig. la. In the proposed MI-based BCI session two actors take part: the patient and
the therapist. The first is trained to gain control of his/her visual hand representation by imaging hand movements
(either closing or opening) and he/she receives as a feedback the congruent movements of the visual hand
(successful trial). The therapist is fed back with the real-time movement of a cursor on a screen that is actually
controlled by the patient EEG relevant feature. An equivalent session of MI practice without BCI serves as a control
condition (CTRL). Twenty-six first ever, unilateral stroke patients in the subacute phase were included in the study
that was designed following the literature recommendations for new rehabilitative interventions [Dobkin, 2009].
After baseline assessment patients were randomly assigned either to the BCI or to the CTRL groups. Assessments
were repeated at the end of the one-month MI training (BCI or CTRL) that was administered as an add-on
intervention during admission to a rehabilitation hospital.

2.2. Clinical and Neurophysiological assessments

As for the clinical evaluation, the Fugl-Meyer Assessment (FMA, upper limb) was chosen as primary outcome
measure; European Stroke Scale (ESS) and Medical Research Council Scale for muscle strength (MRC, upper limb)
were secondary outcome measures. An extensive neurophysiological assessment by means of high density-EEG and
Transcranial Magnetic Stimulation (TMS) was conducted. A set of relevant EEG features was extracted from the
baseline assessment to allow detection and monitoring of MI practice via BCI (for the BCI group). The same
neurophysiological protocol was then repeated at the end of both training interventions (post-) to evaluate the related
changes in brain reactivity and plasticity (brain network organization). Such analysis was performed at rest (resting
state) expressing potentially stable plastic changes induced by the training itself; resting state data from patients was
compared to a group of healthy subjects, by means of two one-way ANOVAs (before and after training). For the
BCI group, Power Spectral Density (PSD) maps were obtained from the BCI training sessions.
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Figure 1. (a) BCI prototype for upper limb recovery after stroke. (b) Statistical scalp maps (t -test MI vs baseline) for a
representative patient. In the early training session, the pattern elicited in alpha and lower beta band was bilateral
and t values were just above threshold. In the late session, higher involvement of the affected hemisphere occurred

(absolute t values are greater than 10) in both bands. Colors code for t-values. Hot (yellow-red) and cold (blue) color
scales stand for significant synchronization and desynchronization, respectively.
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3. Results

No significant differences between groups were observed for epidemiological data, primary and secondary
outcome measures at baseline. Both groups significantly improved in all outcome measures from baseline to post-
assessment. The FMA estimated Minimal Clinically Important Difference of 7 points was reached by 10 patients in
the BCI group and 3 patients in the CTRL group, being this difference statistically significant (p =0.02). A
significantly higher effectiveness was obtained in the BCI group as measured with ESS and MRC scales (p = 0.01).
TMS showed that both groups were able to perform MI capable of increasing motor cortical excitability (increase in
Motor Evoked Potential amplitude during MI; BCI group p =0.007; CTRL group p = 0.03). Resting state brain
network analysis in Beta showed that inter-hemispheric connectivity (expressed as number of connections) was
significantly lower in the overall sample of stroke patients (BCI and CTRL; pre-training) with respect to healthy
subjects (p = 0.02). No significant difference between the BCI and CTRL groups was found. After training, the BCI
group displayed an increased in the number of inter-hemispheric connections such that the pre-training significant
difference observed with respect to the healthy group disappeared. On the contrary, differences persisted between
CTRL and healthy (p=0.01). PSD map analysis revealed a significant pre- post- training power difference
(p <0.05) occurring in the lower beta band oscillation recorded only over the lesioned hemisphere sensorimotor
strip. An exemplary case of such EEG reactivity is illustrated in Fig. 1b.

4. Discussion

To our knowledge, this is the first study supporting BCI efficacy in stroke rehabilitation as compared to a control
condition. The proposed BCI-based intervention yielded to clinically relevant improvements as compared to the MI
intervention alone. Moreover, we observed changes in resting state brain network properties (increased number of
inter-hemispheric connections) possibly leading to a more normal configuration of the network.
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Abstract. This work introduces two strategies of how to use a non-invasive brain-computer interface (BCI) for
controlling upper extremity neuroprostheses customized for end-users with varying degrees of impairment. One
strategy employs a hybrid-BClI for end-users who have remaining muscular functions at shoulder level; the other one
uses a control purely based on BCIl. We demonstrate the two different BCl-controlled neuroprostheses with case
studies, recorded in two spinal cord injured end-users.
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1. Introduction

Spinal cord injured (SCI) people can benefit from assistive devices including brain-computer interface (BCI)
[Wolpaw et al., 2002]. Depending on the level of impairment, BCI can be combined with other signals based on
residual movements or muscular activity measured by electromyography (EMG). However, with a more severe
impairment, these signals may no longer be available or cause early fatigue. In this case, a BCI system without any
other control signals can offer an alternative. Neuroprosthesis users primarily want to control their hand to grasp
objects but with reduced elbow function the restoration of elbow flexion/extension is a prerequisite for adequate use
of the grasping function. In this work we show two case studies. Both apply BCI to control a neuroprosthesis based
on Functional Electrical Stimulation (FES). The first one is designed for end-users who still have elbow and shoulder
functions. Shoulder movements are used to control the grasp strength and a motor imagery (Ml)-based BCI to switch
between two grasp patterns. The second type uses only a MI-BCI as a control method: depending on the length of
delivered Ml commands—time-coded MI [Muller-Putz et al., 2010]—either discrete commands like opening/closing
the hand or continuous commands like moving the arm upward/downward can be elicited.

2. Material and Methods

Two tetraplegic male end-users, both diagnosed with complete SCI at C4/C5, tested the systems. End-user ES,
31 years old, used both systems. End-user TS, 37 years old, only tested the system for switching between grasp
patterns. Both had long-term BCI experience and underwent BCI training to set up individual classifiers based on
linear discriminant analysis (LDA) for distinguishing between imaginations of feet movements versus rest.

2.1. BCI to switch between grasp patterns

A 2-axis position sensor was placed on the shoulder to use shoulder movements for modulation of the pulse
width of FES in a proportional control scheme and thereby modulate the grasping of the hand. The FES electrodes
were placed on different positions on the forearm which allowed the user the execution of palmar and lateral grasps,
depending on which electrodes were used to stimulate the underlying motor points [Rupp et al., 2011]. BCI was used
in a time-coded manner: short or long commands were generated by imagination of feet movements, as trained
beforehand. The paradigm consisted of three states: palmar grasp, lateral grasp, and pause. Short commands (1.5-3 s)
allowed the user to toggle between the grasp patterns or exit pause mode. Pause mode could be entered via long
commands (>3 ). Additionally, the shoulder position was constantly monitored and used to prevent unwanted
switches during ongoing shoulder movements. The two end-users were asked to perform two tasks. Each task started
in pause mode. Task A required them to exit the pause mode by switching to the first grasp pattern. Using this
pattern they should try to move as many objects—fitting to the current grasp pattern—as possible within 120 s. After
this time period, they should switch to the second grasp pattern, move objects for 120 s, switch once again back to
the first pattern, move objects, and finally return to the pause state. Task B was different: after exiting pause mode,
they had 180 s to alternately move one object and switch to the other grasp pattern.
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2.2. BCI for continuous and discrete control of a neuroprosthesis

The end-user was asked to perform 10 sequences in order to simulate eating food with a hybrid orthosis [Rohm
et al., 2011] (open hand—close hand—move arm up—open hand—return to starting position), each within 180 s.
The used BCI was again a time-coded MI, however, now the long commands served as continuous commands: as
soon as a long command was detected, the elbow started to flex or extend for as long as the long command remained
active. The elbow movement was generated by FES electrodes on the upper arm and by equipping the end-user with
an orthosis that facilitated stabilization of the elbow joint and provided a control loop to automatically reach desired
angles by changing the pulse width of the electrical stimulation. When the target angle was reached, the elbow joint
of the orthosis was mechanically locked to avoid fatigue due to continuous stimulation. Short Ml commands were
only used as discrete commands: these discrete commands were either used to open/close the hand in maximum and
minimum angle positions or used to move the arm to the nearest end position.

3. Results

3.1. BCI to switch between grasp patterns

Both end-users tested this system, end-user ES twice. This end-user needed on average 16.9+12.2 s to switch
between grasp patterns, 51.3+59.1 s to switch to pause mode; he transferred 215 objects within 24 min during tasks
A and 31 objects during the 12 min of tasks B; 53 switches were rejected in total. End-user TS needed 26.2+27.9 s
for grasp toggles and 9.0+1.4 s to enter pause mode. He transferred 138 objects during the 12 min of tasks A and 16
objects during the 6 min of tasks B and had 25 switches rejected.

3.2. BCI for continuous and discrete control of a neuroprosthesis

End-user ES achieved a rate of 73.7% true positive commands, depending on the current position of the arm and
hand. Eight of ten sequences could be finished within the time limit. During additional non-control states he
triggered 2 false commands/min in contrast to 6.9 commands/min during the active sequence periods.

4. Discussion

Both systems were tested successfully in the two tetraplegic end-users. The high variance of switching times is
caused by the necessary switches to revoke false commands. Control for both grasp patterns was improved strongly,
for the fine-tuned movements were not possible without the neuroprosthesis. In this first system, BCI is only used as
an additional control signal; the main control signal is based on shoulder movements. Negative effects of unwanted
BCI switches can be strongly reduced due to the rejection of switches during ongoing shoulder movements. The
second system uses the BCI signal as the main component. Additional sensory signals are merely used to allow the
system to control the angle of the arm. The BCI task itself is more demanding since performing mental tasks over
different time periods can be very difficult. Yet, end-user ES is a very good BCI performer and for him it was
possible to successfully control the system and complete most of the required sequences. In conclusion, an exclusive
BCI control is feasible in severely disabled people but the performance, e.g. the time needed to move objects, is
lower than in the hybrid BCI where BCI is combined with other signals controlled by the user.
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Abstract. Eight people with locked-in syndrome (LIS) and 18 healthy controls completed calibration sessions on the
RSVP Keyboard™ P300 brain-computer interface (BCI) using the mental imagery-based selection strategy of their
choice. We report here on BCI users’ preferred strategies. Most people chose to rely on speech imagery, with motor
imagery second, and sensory, visual or combined imagery used by one person each.
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1. Introduction

The RSVP Keyboard™ is a P300-based spelling interface in which symbols are presented in a rapid serial
visual presentation (RSVP) paradigm [Orhan et al., 2012]. The system detects the P300 response elicited when the
user sees the desired symbol appear in a series of symbols, and users are encouraged to choose a mental image as a
selection strategy, a conscious attempt to alter their brain activity. Here we present the strategies tried and preferred
by people with locked-in syndrome (PLIS) and healthy controls when using the RSVP Keyboard™.

2. Material and Methods

Participants included eight PLIS (one classical, seven incomplete) with a variety of underlying diagnoses, and
18 healthy controls. Our definition of incomplete LIS encompasses people who are unsuccessful at using oral speech
or writing for language expression due to severe speech and physical impairments. Experimental sessions took place
at the homes of PLIS, and in a quiet university lab room for healthy controls. Electroencephalography (EEG) signals
were recorded using a 16-channel g.USBamp and g. BUTTERFLY electrodes (g.tec, Graz, Austria).

Before attempting any typing task with the RSVP Keyboard™, users must calibrate the system. During each
calibration session, participants are presented with either 50 or 75 sequences of symbols. Each sequence begins with
a target symbol, followed by a fixation cross and then a series of 10 symbols. Participants are instructed to watch for
the target symbol to reappear in the series of 10 symbols, and to “do something to change your brain activity” when
it appears; this is the participant’s selection strategy. Participants are provided with examples of selection strategies
from various categories including motor, speech, visual, sensory, and auditory imagery. Each person is encouraged
to choose a strategy that feels natural, or that is easy to consistently apply while using the RSVP Keyboard™.
Before each calibration session, participants are given the option to continue using the same strategy, or to try
something different. They are instructed not to switch strategies mid-session. Researchers record the specific
strategies tried by each participant, as well as the final strategy used during the RSVP task. Final preferred strategies
are determined either by asking the participant or by observing which strategy he or she chooses most often.

For each calibration, classifier accuracy is estimated from the area under the curve (AUC) of true positive versus
false positive rate for the calibration target versus non-target classification, under a 10-fold cross-validation.

3. Results

Participants’ selection strategies are categorized into five types of imagery: speech, visual, sensory, motor, or a
combination of two types. Participants chose a preferred strategy based on ease of use, AUC score, or both. Three
PLIS and seven control participants tried two or more types of strategies. The remaining participants were satisfied
with their initial choice and did not try other options. Two PLIS and one control did not show a clear preference for
any category. This may be the result of limited experience with the RSVP Keyboard™ (the two PLIS had only two
calibration sessions each) or not being satisfied with any of the options tried (as with the control participant).

Table 1 indicates how many participants tried each category of selection strategy, and how many participants
showed a preference for each category. Examples of actual participant strategies are provided. Speech imagery was
the most popular type of selection strategy for both participant groups. Motor imagery was the second most popular
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category among controls, but not one PLIS used a purely motor imagery-based selection strategy. Two did try
strategies combining motor and speech imagery, though neither one preferred the combination strategy. The motor
components of both combination strategies (moving a finger and clicking a mouse) were small movements that these
two participants (both with incomplete LIS secondary to advanced ALS) were physically able to do.

Median tests on AUC scores for all calibrations completed by PLIS, X (3, N =43) = 4.21, p = .240, and control
participants, X° (3, N=44)=1.87, p=.601, indicated that selection strategy did not have a significant effect on
classification accuracy for either participant group.

Table 1. Selection strategies tried and preferred by PLIS and control participants.

Imagery PLIS (N =8) Controls (N = 18)
Category Tried Preferred Tried Preferred  Examples
Speech 8 6 17 11 Imagine saying or screaming symbol name
Imagine saying “Bam!” or “Yeah!” or similar exclamation
Visual 1 0 2 1 Imagine a line or slash through target symbol
Visualize a pleasant image
Sensory 1 0 0 0 Imagine being pinched on the arm
Motor 0 0 6 4 Imagine punching or grabbing target symbol
Imagine swinging a golf club
Combination 2 0 1 1 Imagine saying “There!” and moving right index finger

Imagine saying symbol name and clicking a mouse

4. Discussion

Selection strategy might be a variable that affects success in BCI use or strength of P300 signal detection. As
such, it is valuable to determine what strategies are used by PLIS and healthy controls. Although speech imagery
was the most popular selection strategy among both PLIS and control participants, it was not preferred by all
participants. Some BCI users may benefit from strategies based on other types of mental imagery. These results are
similar to those of [Friedrich, et al., 2012], who compared the event-related (de)synchronization (ERD/S) responses
produced by a variety of mental tasks for potential BCI control, as well as participants’ opinions of those tasks. In
that study, there was high variability among participants both in classification simulation results for each task pair
and in self-ratings of the imagery quality, ease of use, and enjoyment of each task. In a similar comparison of mental
tasks for BCI control, [Curran et al., 2003] found that visual and auditory imagery were more reliable than motor
imagery, and study participants reported that the non-motor tasks were easier to perform and required less
concentration. Both of these studies included only participants without disabilities.

Interestingly, PLIS avoided using motor imagery-based strategies, and those who tried them (in combination
with other imagery) imagined movements they could make in reality. People with congenital motor impairments
may lack experience with the movements they are asked to imagine, and those with LIS due to acquired conditions
may begin to find motor imagery difficult or unnatural. Motor and sensory impairments may also be associated with
changes in the brain itself. Therefore, strategies which can work well for users without disabilities, such as motor
imagery, might not be ideal for some PLIS. The data presented here are not sufficient to determine whether certain
selection strategies are better than others, or even whether using a selection strategy is preferable to no strategy at
all. Future research in this area may be beneficial for determining optimal ways to improve BCI performance,
particularly for users with LIS, since selection strategies may improve attention or be associated with EEG changes.
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Abstract. A brain-computer interface (BCI) speller provides non-muscular communication via detection of EEG
features. In a non-disabled population, a Checkerboard (CB) stimulus presentation has been shown to improve BCI
performance over the standard Row/Column (RC) paradigm. Another improvement is a gray-to-color (CL)
paradigm that presents perceptually-salient targets defined by nine unique colors. The current study examines the
RC, CB, and CL paradigms in an amyotrophic lateral sclerosis (ALS) population (N = 7). Pilot data suggest
improved performance of CB and CL over RC. The results suggest matrices including CB and CL provide more
efficient communication and higher user satisfaction in an ALS population.
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1. Introduction

Noninvasive brain-computer interface (BCI) provides non-muscular communication via detection of EEG features.
In a non-disabled population, and in pilot data from participants with amyotrophic lateral sclerosis (ALS), the
checkerboard (CB) presentation paradigm provided better performance than the standard row/column (RC)
presentation paradigm [Townsend et al., 2010]. In non-disabled participants, a color condition (CL) that changes
groups of gray matrix items to one of nine unique colors improved performance as compared to the standard
condition in which gray matrix items change to white [Ryan et al., 2011]. This study examines if these
improvements generalize to an ALS population.

2. Material and Methods

The current study uses a 6 x 6 matrix to compare three conditions in an ALS population: 1) CL, 2) CB, and 3) RC
(see Fig. 1A). Each participant completed all three conditions in a pseudo-randomized order. The RC condition
flashes entire rows and columns of items in random order. The CB condition flashes groups of items in a quasi-
random order. The CB has two constraints in selecting the flash groups. The first prevents any adjacent item from
flashing simultaneously in the same row or column. The second constraint requires an item to be absent from four or
five (depending on the virtual matrix cells that are presented) subsequent flash groups before it flashes again. The
CL condition used the same presentation method of the CB and consisted of items represented in gray (stimulus off)
that flashed a unique color (stimulus on) to the eight items surrounding it in the matrix. Stimulus presentation, and
online processing was conducted with BCI2000 [Schalk et al., 2004]. Electroencephalogram (EEG) was recorded
from sixteen electrodes; eight of the electrodes were used for classification (Fz, Cz, P3, Pz, P4, Po7, POS8, & Oz;
[Krusienski et al., 2008]). Thirty item selections were used to serve as training data for a stepwise linear discriminate
analysis (SWLDA), the resulting SWLDA coefficients were then used for online response classification. Thirty
additional selections were presented in the online condition. After each selection the subject was presented with the
result of the BCI’s character selection to inform the subject whether or not the BCI accurately classified their EEG
responses. The number of stimulus presentations was held constant at seven sequences per item selection (one
sequence is complete when every item of the matrix has flashed two times) for calibration and online testing.
Participants were given a survey to assess their opinion of which condition they preferred.

3. Results

Statistical analyses were not performed due to the small sample size. Nonetheless, some trends are evident in the
data. Accuracy in the CL condition was higher than the CB and RC conditions (90%, 80%, & 79% respectively).
Information transfer rate (ITR) was higher in RC condition than in the CL and CB conditions (9.63, 7.73, & 6.58
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respectively). The CB (and CL) constraints require 33% more flashes of smaller groups than the RC. Resulting in
more time required per sequence in the CB, which accounts for the difference in ITR.

Of the seven participants, four preferred the CL and three preferred CB condition. As show in Fig. 1B, the CL and
CB conditions require fewer flashes to achieve higher accuracy than the RC condition.

A. Color (CL) Checkerboard (CB) Row/Column (RC)

DRAGON (D)

Checkerboard Each Condition
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Figure 1. A) The three conditions examined: Color (CL), Checkerboard (CB) and Row/Column (RC). B) Percent correct by
sequence for each participant and for each condition averaged across participants. The performance curve revealed higher
initial accuracy in the CL condition for all participants. Participants 2, 4, & 5 reached 100% by the 3 sequence in CL and CB.
This accuracy was not achieved until the 5" sequence in R/C.

4. Discussion

Pilot data suggest enhanced performance of CL over RC in a ALS population. In addition, CL and CB were
preferred over the standard RC paradigm by all participants, despite higher ITR.The current study presented a fixed
number of stimulus presentations for each participant and condition. Reducing the number of stimulus presentations
should result in higher ITR for the CL and CB condition than RC. The results suggest matrices including CB and CL
provide more efficient communication and higher user satisfaction in an ALS population.
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I. Daly!, F. Aloise2, P. Aricé?, J. Belda*, M. Billinger!, E. Bolinger’, F. Cincotti’, D. Hettich®,

M. Iosa’®, J. Laparra-Hernandez?, R. Scherer!, G. Miiller-Putz!

!Graz University of Technology, Graz, Austria; 2 Fondazione Santa Lucia, Rome, Italy; 3 University of Rome, Rome,
Italy; # Universidad Politécnica de Valencia, Valencia, Spain; > University of Tiibingen, Tiibingen, Germany

Correspondence: R. Scherer, Institute for Knowledge Discovery, Laboratory of Brain-Computer Interfaces, Graz University of
Technology, Inffeldgasse 13/1V, 8010 Graz, Austria. E-mail: reinhold.scherer @tugraz.at

Abstract. A rapid prototyping system is described that allows efficient development of hybrid Brain-computer inter-
faces (hBCIs) for users with Cerebral palsy (CP). The system is based upon an expansion of the TOBI framework and
is demonstrated to allow rapid construction of a Steady state visual evoked potential (SSVEP) based hBCI system.

Keywords: Cerebral palsy, EEG, rapid prototyping system, hBCI, multi-modal signal acquisition

1. Introduction

Cerebral palsy (CP) is an umbrella term for a range of differing motor and other disabilities caused by damage to the
fetal or infant brain. Individuals with CP can experience a range of difficulties relating to motor control, coordination,
posture and other difficulties such as speech impairments or cognitive difficulties [losa et al., 2012].

Hybrid Brain-computer interfaces (hBClIs) base control on a combination of neural and other physiological sig-
nals and have been proposed as assistive devices for individuals with CP [Daly et al., 2012]. An optimal assistive
device should simultaneously address various aspects of daily life and offer many user-specified applications (i.e.
health monitoring, communication etc.). Usabilitiy should also be optimised via a user-centered interface requiring
both monitoring of and adaptation to user states. In addition, because individuals with CP will not only have spe-
cific application needs but also a unique set of hBCI-utilisable capabilities, the device should be flexible and readily
customisable. Therefore, a system is required which is capable of simultaneously recording, processing, and storing
multiple signal types in an environment which allows quick prototyping and testing of customised hBCls.

Therefore, a rapid prototyping environment is developed based upon open standards for data transmission defined
in the TOBI framework [Miiller-Putz et al., 2011]. Key aspects are multi-modal signal acquisition, standardised data
transmission protocols, support for rapid development and integration of new modules, and data storage mechanisms.

The system may be constructed in a modular fashion and distributed over multiple devices. In the envisioned
setup the system is distributed over a central server (laptop) and tablet computers to minimise the complexity of the
user-facing components. Support is provided for simultaneous acquisition and processing of physiological signals
including EEG, EMG, EDR, ECG, breathing, accelerometers for monitoring limb movement, and blood oxygenation
levels. This allows hBCls to be constructed for control, emotion, and health monitoring.

2. Material and Methods
The system is described and its efficacy demonstrated by constructing an SSVEP hBCI and health monitoring system.

2.1. Rapid prototyping system
The rapid prototyping system is comprised of five sections; signal acquisition, pre-processing, processing, visualisa-
tion, and control. Communication is via TOBI interface A (TiA), D (TiD), and C (TiC) [Breitwieser et al., 2012].

The system consists of a computer and one or more tablets. The first handles signal acquisition, pre-processing,
and processing. The latter realises visualisation and control. The tablet mainly serves the end-users with applications
specifically tailored according to their needs. Additionally, the tablets may be used to provide residual voluntary
control by end-users or, if present, caregivers, (e.g. keyboard, microphone). Fig. 1 illustrates the system.

The first module (based on the SignalServer [Breitwieser et al., 2012]) handles signal acquisition and synchro-
nisation. This is extended to handle specific devices applicable to users with CP to provide continuous monitoring
of health status and generate alarms upon abnormal values. Additionally, EDR and ECG are recorded for emotional
state detection. The acquisition system is chest-worn with ECG sensors, sensors for breathing frequency, a triaxial
accelerometer to quantify physical activity and detect falls, and temperature and blood oxygenation sensors. Data is
then transmitted to the pre-processing and processing blocks. The final blocks handle visualisation and control.
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Figure 1: Figure la, data flow through the system. Data originates in the devices and moves through the blocks. Figure 1b, the
system structure, signal acquisition, and processing are in the central server and feedback and visualisation are in the tablets.

2.2. Demonstration

To demonstrate the efficacy of the rapid prototyping environment it is used to build an SSVEP hBCI, with integrated
health monitoring, for CP users. Three modules are created. The first attempts to clean the EEG of artifacts [Daly et al.,
2013], the second to classify via Canonical correlation analysis (CCA), and the third presents the BCI application and
feeds back the classification results. The system is tested with 3 healthy users (all male ages 29-30, two right handed).

Regarding the health monitoring, separate acquisition devices are used to acquire non-EEG biosignals from the
user (Heart Rate Variability (HRV), Respiration Rate (RR), temperature values). Artifactual segments are removed
and signals are processed in order to highlight variations with respect to baseline values. Processed data and events
are sent to the remote user interface (caregiver’s tablet) for monitoring purposes and to raise alarms.

3. Results

The rapid prototyping system is successfully used to construct an SSVEP hBCI integrating a health monitoring system.
The demonstration system evokes clear SSVEP responses. The hBCI is also observed to operate efficiently and allow
acquisition, cleaning, classification, and storage of physiological signals. Additionally, the rapid prototyping system
has also been used to develop motor imagery and SSVEP BCls for users with CP (see [Daly et al., 2012]).

4. Discussion

The rapid prototyping environment is demonstrated to allow efficient construction of hBCIs. Modules may be con-

structed for all steps of the hBCI pipeline. The use of open standards means the system is compatible with a range of

hardware acquisition devices and may be efficiently integrated with any other modules adhering to the same standards.
On-going inter-institutional research will seek to use this rapid prototyping environment to develop hBCI devices

to provide help with the assistive living, health monitoring, and emotional state detection needs of individuals with CP.
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Abstract. We examine the success of a common LDA classification algorithm for P300 Speller BCI systems on an
individual basis. Experiments performed on 16 subjects (7 with severe motor impairment, 9 with no motor
impairment) indicate that the P300 Speller should, on average, work in both client and neurotypical populations.
Here, we find that the N100 of an averaged ERP, a measure associated with selective attention, has a significant
relationship with LDA classifier results, and may account for a large portion of variability we see in individual
success in operating P300 Spellers.

Keywords: Brain-Computer Interfaces, P300 Speller, N100, Linear Discriminant Analysis, Individual Differences

1. Introduction

Brain-computer interfaces (BCI) show great promise for individuals with motor impairments in regaining the
ability to communicate. One form of BCI widely studied in hopes of achieving this goal is the P300 Speller. The
P300 speller operates by flashing a series of letters to the user. When the target letter is flashed, we expect to see a
P300 response, a large positive voltage deflection in the user’s brain activity approximately 300 ms after a stimulus
presentation as recorded by electroencephalography (EEG). In order for this system to work, however, a computer
must be able to classify each letter as a target or a non-target presentation based only on the user’s brain activity
during each response segment. Classification of EEG segments is commonly achieved using linear discriminant
analysis (LDA). Past literature shows a great deal of variability in the success of LDA classification from person-to-
person with clients often performing lower than unimpaired. To date, the cause for this variability is unknown.

Here we investigate potential predictors of LDA success on an individual basis by exploring another component
of EEG responses, the N100, a negative voltage deflection approximately 100 ms after a stimulus presentation
obtained from an averaged ERP. The N100 has been implicated in selective attention, and is known to be affected by
individual factors such as fatigue [Hillyard et al., 1973]. This is important in P300 Spellers as the user must
selectively focus on a single letter and with extended use, the user may become fatigued. Fatigue may affect his or
her ability to attend, thus implicating the usefulness of the LDA algorithm. Many individuals in need of BCI
technology cannot communicate verbally and may not be able to voice their fatigue levels or ability to maintain their
attention to stimulus presentation. Because of the N100’s relationship to
selective attention, we hypothesize that the N100 will have some predictive
power in determining the success of LDA classification in individuals. We
also posit that the N100 may be an effective measurement of fatigue, thus
eliminating the difficulty of communication lapses between users and 104
caregivers or researchers.

P300 i at site Pz with target letter P

129 Group
— cient
- - “neurctypical

Microvolts
i

2. Material and Methods

First, using traditional ERP methodology and repeated measures *1
ANOVA we show that both client and neurotypical participants having no o
motor impairments produce P300 amplitudes that are, on average,
significantly different for a target letter compared to non-target letters

T T
Target Non-target

(F=13.9, p=.002) with no significant differences between the groups Condition

(F=.009, p =.93; see Fig. 1 and Table 1). Thus, we conclude that the P300 Figure 1. A comparison of mean P300

Speller should be successful on average for both groups. amplitudes for clients and
Next, we show that LDA is an effective classification tool (see neurotypicals in target and

Table 1). Following the suggestions of [Blankertz et al., 2011], we non-target letter conditions.

regularize LDA using shrinkage toward the average eigenvalue of the
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covariance matrix. The shrinkage parameter is selected using 10 repetitions of random sub-sampling validation with
a 60%-20%-20% split between the training, validation, and test partitions respectively. Class labels are assigned
after encountering six EEG segments by estimating the joint probability of the segments belonging to each class, i.e.,
by summing the evaluation of the LDA discriminant functions.

Finally, using linear regression we examine if the relationship of N100 and P300 amplitudes from averaged
ERPs of both target and non-target stimuli can be predictive of the success of LDA classification in individuals. Our
analyses indicate that a model with only the N100 target and P300 target amplitudes significantly predicts LDA
success, R2=.48, F@,13y=15.97, p = .015. Examination of beta weights reveal that that only the N100 amplitude is the
significant predictor, p =-.71, t = -3.44, p = .004 and P300 is not a significant contributor (f = .25, t=1.21, p = .25).
A separate analysis revealed that if the model is expaned to include N100 and P300 amplitudes for non-target letters,
neither of these variables contributes to prediction of LDA success; F Change,,1)=.089, p = .92.

Table 1. Individual LDA classification results and N100 and P300 amplitudes.

Client Results Neurotypical Results

LDA N100 P300 LDA N100 P300

Subject Classification Amplitude Amplitude Subject Classification Amplitude Amplitude
B001 100 -1.72 4.45 BO11 87.50 -4.24 12.13
B002 65.00 -3.75 10.11 B012 80.00 2.9 12.54
B003 67.50 -4.95 25.44 B013 82.50 -4.46 9.72
B004 47.50 -3.41 5.09 B014 82.50 -7.83 15.03
B005 45.00 -2.95 2.79 BO15 95.00 -4.49 13.91
B006 85.00 -1.98 10.21 BO16 62.50 -1.52 9.18
B007 95.00 -4.34 7.57 BO17 95.00 -4.52 6.52
B018 55.00 -2.11 14.00
B019 52.50 -1.81 8.41

3. Discussion

Our data indicate that while the P300 speller should, on average, work successfully, the N100 does have a
significant relationship with LDA classification abilities. Individual factors such as fatigue and decline in selective
attention may be interfering with users’ ability to successfully operate P300 spellers. However, LDA techniques
force the limitation of data and may exclude this important N100 information. Future classification algorithms may
benefit from including more contextual information in the analysis of neural responses rather than just the P300. In
an online BCI, the N100 could be used to provide cues to remind users to attend, thus improving their success rates.
Researchers and caregivers may also use the N100 as a means to preselect individuals who will and will not be
successful in using the P300 speller; according to our data, an individual with a larger N100 response to visual
stimuli should be more successful in operating a P300 speller than an individual with a smaller N100 response.

Acknowledgements

This work was partially funded by the National Science Foundation, Grant Number 1065513 and CSU
Occupational Therapy Department.

References

Hillyard SA, Hink RF, Schwent VL, Picton TW. Electrical signs of selective attention in the human brain. Science, 182:177-180, 1973.

Blankertz B, Lemm S, Treder M, Haufe S, Miiller K-R. Single-trial analysis and classification of ERP compenentsaturial. Neuroimage, 56:814-
825,2011.

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 028



Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-29

EEG Correlates of Performance During
Long-Term Use of a P300 BCI by Individuals With
Amyotrophic Lateral Sclerosis

Y. Shahriaril, T. M. Vaughanz, D. E. Cordaz, D. Zeitlin3, J.R. Wolpawz, D. J. Krusienski'
'0ld Dominion University, Norfolk, VA, Wadsworth Center, Albany, NY; SHelen Hayes Hospital, West Haverstraw, NY

Correspondence: Y. Shahriari. E-mail: yshah001@odu.edu

Abstract. People with amyotrophic lateral sclerosis (ALS) are using BCI 24/7, a P300-based brain-computer
interface (BCI) system, independently, in their homes, for work and play. At the same time speed and reliability
remain important issues for these independent users. This study seeks to correlate the EEG in six frequency bands
(0-30 Hz), collected from eight electrode locations, as features in a linear model to predict if a P300-based BCI
session will be successful. Data were collected from six home users during a copy-spelling calibration task. These
data were divided into sessions with accuracy greater than or less than 70%. The prediction accuracy for session
performance using information from the frequency bands was 82.72%. Better understanding of which EEG features
are correlated with success could lead to better performance and greater system reliability.

Keywords: Brain-Computer Interface, Event-Related Potential, P300 Speller, Amyotrophic Lateral Sclerosis

1. Introduction

Studies demonstrating long-term use of a P300-based brain-computer interface (BCI) by individuals with
amyotrophic lateral sclerosis (ALS) reveal considerable variation in day-to-day performance [Sellers et al., 2007;
Nijboer et al., 2008] not observed in able-bodied subjects [Krusienski et al., 2008]. This may be explained by
changes in attention in ALS patients that have been related to frontal lobe pathology [Bathgate et al., 2001]. In a
study of 20 ALS patients, nine had some degree of cognitive impairment and five of these met the criteria for
behavioral variant frontotemporal dementia (bvFTD) [Lillo et al., 2012]. Symptoms of FTD include changes in sleep
patterns, verbal disfluency, decreased attention, working memory, and responses to sensory stimuli. These factors
are likely to affect P300 Speller performance. Mak and colleagues examined the relationship of a wide variety of
EEG features and found that root-mean-square amplitude, the negative peak amplitude of event-related potentials at
five electrode locations, and the power in the theta frequency band for eight electrode locations were correlated with
performance [Mak et al., 2012]. The present study undertakes to use an alternate and more direct approach to
examine the relationship between EEG spectral features and performance in independent BCI use by six individuals
with ALS.

2. Methodology

The data are comprised of EEG recorded from six individuals with ALS (4M, 2F; average age 53.4) who used a
P300-based BCI independently in their homes for communication and control over months and years [Sellers et al.,
2010; Winden et al., 2012]. All six subjects wore an elastic cap (Electro-Cap International) with eight electrodes (Fz,
Cz, Pz, Oz, P3, P4, Po7, Po8) [Krusienski et al., 2007]. All locations were referenced to the right mastoid with the
left mastoid serving as a ground. The EEG was amplified (g.tec Medical g.USBamp); digitized at 256 Hz; and band-
pass filtered at 0.5-30 Hz. All aspects of the experiments were controlled by BCI2000. Subjects performed a brief
copy-spelling task for offline calibration several times a week during regular home use of the BCI. This copy-
spelling task consisted of spelling 20-40 prescribed characters using either the row-column (RCP) [Donchin et al.,
2000] or the checkerboard (CBP) presentation [Townsend et al., 2010]. For consistency, the first 20 characters from
each session were included in the analysis. Stimulus flash rate and flash sequence number were optimized for
individual subjects and sessions, and they are not considered in the present analysis. All subjects had significant
performance variations over sessions as indicated in Table 1.

The offline accuracy on a copy-spelling task (i.e., performance) for each session was determined using stepwise
linear discriminant analysis (SWLDA) and five-fold cross validation. Sessions having an accuracy above 70% were
labeled successful and sessions below 70% were labeled as unsuccessful [Kiibler et al., 2001]. The data for each
session was segmented by character and the average power for each segment was computed in six frequency bands:
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delta (0-4 Hz), theta (5-8 Hz), alphal (9-11 Hz), alpha2 (12-14 Hz), betal (15-25 Hz) and beta2 (26-30 Hz) [Mak et
al., 2012]. A support vector machine (SVM) classifier with linear kernel function was used to classify the spectral
features to predict the session labels. Five-fold cross validation was performed where the features corresponding to
50 randomly-selected characters were used for training and the remaining characters for testing.

3. Results

Table 1 shows the session parameters and performance predictions for each subject. The accuracy is the result of
the five-fold cross validation for predicting successful (> 70%) or unsuccessful sessions (< 70%) using the spectral
features. The sensitivity and specificity are included to indicate that the classification results are not biased due to an
imbalance of successful and unsuccessful sessions.

Table 1. Session information and prediction results.

Subject A B C D E F Average
Presentation CBP CBP CBP RCP RCP RCP
No. Sessions Evaluated 32 6 14 11 38 31
No. Session. > 70% 8 4 10 4 17 21
Range of Session Accuracies (%) 4-87 38-90  37-98 2-90 8-95 33-96
Duration of BCI Use (months) 13 1.5 19 4 7 6
Session success vs unsuccess prediction
Accuracy (%) 72.04  97.19 9139 9887  69.85 67.02 82.72
Sensitivity (%) 73.61 9743 86.14  99.18  74.17 61.77 82.05
Specificity (%) 67.51  97.21 93.68 9845  64.55 69.92 81.88

4. Discussion

These results indicate that simple spectral features can be used to reliably predict P300 Speller performance for
a given session. An analysis of the individual features indicated that the theta and alphal frequencies have the
highest correlation with session performance for most subjects. However, locations of the highly-correlated features
did not generalize across subjects. Better understanding of the mechanism of successful BCI use may lead to
improved classification, and thus, better more reliable performance. Further this approach might provide BCI users
about their BCI readiness on a given day. Such information may save time and effort, and help the user avoid
frustration.
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Abstract. One way to control a limb neuroprosthesis is a brain-computer interface (BCI). A BCI records brain-
signals and converts them into control signals. Here, we propose the basis for a novel control paradigm using the
imagined movement of one arm in two orthogonal movement planes. We used low frequency EEG signals (around
0.5 Hz) for classification and obtained an average classification accuracy of 69%.
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1. Introduction

Beside other things, paralyzed persons suffer from lost motor functions, and neuroprostheses are one possibility
to restore motor functions. Such neuroprostheses need a control signal, which can be provided by a brain-computer
interface (BCI). A BCI records brain activity and transforms it into control signals. Sensory motor rhythm based
BClIs (SMR-BClIs) detect the motor imagination (MI) of different body parts, but are incapable of decoding different
movement trajectories of the same body part. Recently, it was shown that it is possible to decode trajectories of
executed movements from EEG using low frequencies (< 1 Hz) [Bradberry et al., 2010; Ofner and Miiller-Putz,
2012]. However, that was not shown conclusively for MI [Poli and Salvaris, 2011]. We found in preliminary
experiments that the decoder performance when decoding MI is unacceptable low (the correlation coefficient is
around 0.3) and is easily affected by eye movements. However, such a decoding of MI would have two advantages
over SMR-BClIs. First, a direct link between MI and neuroprosthesis movement would allow a natural and intuitive
control of the neuroprosthesis. Secondly, it would not be necessary to learn the expression of new brain patterns as
in the case of SMR-BClIs. This can lead to a reduced training time. Compared to motor execution, movements
cannot be measured directly and subjects have to perform known movement patterns, which are synchronized to the
system. However, a synchronization as e.g. imagining to follow with the arm a ball moving on a screen is improper,
because this causes eye movements. Thus, we implemented a paradigm where subjects imagined rhythmic
movements in 2 planes according to the beat of a metronome.

2. Methods

We instructed 9 healthy right-handed subjects, seated in an armchair, to imagine waving the extended right arm
in front of the upper body either in the transverse or in the sagittal plane. A beep tone indicated the start of a trial.
Simultaneously, a cue in form of an arrow pointing right or up was shown for 0.5 s and indicated the direction/plane
of the movement. After 1.5-2.5 s, a metronome started to tick for 20 s with a frequency of 1 Hz, and was used to
synchronize movement imaginations to the system. Subjects were asked to fixate the gaze on the cross on the screen
to suppress eye movements. We recorded 8 MI runs, each with 5 trials per class, i.e. 80 trials per subject. We
recorded the EEG using 68 electrodes covering frontal, sensorimotor and parietal areas and the EOG with 3
electrodes. We removed the influence of eye activity using a linear regression method. First, we applied a band-pass
filter with cutoff frequencies at 0.3 Hz and 0.8 Hz. To decode positions, we used two linear models — one for each
coordinate — with data from all EEG channels and three time lags in 60 ms intervals. We found the parameters of the
linear models with multiple linear regressions. Here, we assumed that subjects imagined movements corresponding
to a sine oscillation with a frequency of 0.5 Hz. To classify at trial, we decoded movement positions between second
2 and 19 relative to the start of the metronome (additionally, we also varied the window length), correlated the
decoded movements separately for each coordinate with a sine oscillation of 0.5 Hz and assigned the trial to the
coordinate (i.e. plane) with the higher correlation. Results were obtained using a 10x10 cross-validation.
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3. Results

Mean values and standard deviations of classification accuracies are shown in Table 1. The grand average is
70% with a standard deviation of 10%. Classification accuracies are significant above 59% with o = 0.05. The mean
classification accuracy over subjects with significant EEG based classification accuracies and with non-significant
EOG based classification accuracies is 69% (sl, s2, s4, s5, s6). An EOG based classification yield significant
accuracies for subjects s7 (62%), s8 (71%) and s9 (77 %), and between 41% and 57% for all others. In addition to
the fixed window length of 17 s used for correlation, we also analyzed how the classification accuracy changes in
dependence on the length of the window (see Fig. 1). The start offset of this window was fixed to 2 s relative to the
start of the MI. The classification accuracy of subjects s1, s3, s5, s7, and s9 peaked at short window lengths. After an
eventual peak, all classification accuracies increased with increasing window length except for subject s3.

Table 1. Mean values and standard deviations of classification accuracies for all 9 subjects, significant classification
accuracies are written bold.

subject sl s2 s3 s4 s5 s6 s7 s8 s9 grand average
mean value [%] 71 67 55 82 65 59 70 82 78 70
std. dev. [%] 17 15 16 13 15 17 15 13 14 10
85
—sl
80 —s2
75 s3
o —s4
® 70 — 45
5165 s6
g 60 —s7
) s8
% 55 —s9
50
45
40 : : : :
0 5 10 15 20

window length [s]
Figure 1. This plot shows the accuracy in dependence of the correlation window length.

4. Discussion

We classified in 8 out of 9 subjects the movement planes with significant accuracies. Three subjects show also
significant classification results when using solely EOG signals. Although we removed eye activity from the EEG, it
still cannot be guaranteed that there is no residual eye activity left in the EEG, which was mistakenly classified.
Thus, at least 5 subjects showed significant classification results due to EEG activity when classifying arm MI in
two planes. The classification accuracy increased with the window length. This is probably due to the decreasing
signal-to-noise ratio of the correlation coefficient. The peak at short window lengths observed in 5 subjects could be
an indicator for the presence of two overlayed processes. We proposed a method to classify MI of one arm in two
planes. This can be the basis for a new mental control strategy for a BCI if the window length can be shortened.
Furthermore, as we used the same decoding principles as in [Ofner and Miiller-Putz, 2012], we have shown
indirectly that decoding of MI is possible. However, the performance of such a decoder would be limited.
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Abstract. Brain-computer interface (BCI) enables people suffering from severe motor disabilities to control external
devices by decoding different patterns of brain activities. One principal challenge, that largely confines the
complexity of noninvasive BCI applications, is the limited number of features available to generate control signals.
Recent BCI study based on electrocorticography (ECoG) investigated individual finger movements using spectral
principal component analysis (PCA). The extracted features demonstrated a great potential in decoding movements
of fine body parts, i.e., individual finger movements, which could increase the number of control features for BCI.
However, the feasibility of such features in noninvasive BCI has not been tested yet. To advance the development of
noninvasive BCI, the aim of the present study is to investigate such spectral features in electroencephalography
(EEG). The extracted features were validated by classifying pairwise individual finger movements, resulting in an
average decoding accuracy (77.17%) significantly higher than the guess level (50%) in all subjects (p < 0.05).

Keywords: BCI, EEG, Individual finger movement, PCA, Noninvasive.

1. Introduction

While EEG has been widely adopted in noninvasive BCI studies [McFarland et al., 2009; Wilson et al., 2009],
the limited number of available control features impedes the development of noninvasive BCIs for complex
applications [Xiao et al., 2012]. The present study evaluated features about individual finger movements of one
hand, which were previously studied using ECoG [Miller et al., 2009], in noninvasive EEG, aiming to advance the
development of noninvasive BCI.

2. Material and Methods

2.1. Experimental protocol

During the experiments, subjects performed either rest or repetitive movements of individual fingers from one
hand according to visually presented cues. Each trial lasted for six seconds. The first two seconds allowed subjects
to rest. The following two seconds provided data for resting conditions with few artifacts by instructing subjects
staring at a fixation cross. In the last two seconds, one of five words (thumb, index, middle, ring and little) was
randomly presented on the screen, cueing subjects to perform repetitive movements of the corresponding fingers.
EEG data were recorded from 128-channel sensor net (Electrical Geodesic Inc., OR, USA) at sampling frequency of
250 Hz. At the same time, bipolar EMG sensors were attached to each finger to detect movement peaks, which were
used to extract 1-second segments of EEG data that corresponded to movements in each trial. Data from five
subjects were processed and evaluated in the present study.

2.2. Feature extraction and classification

The movement segments as well as resting segments of all trials were referenced to a common average
reference (CAR). The EEG temporal potentials were then transferred into spectral powers. Following that, the
spectral PCA was performed on data from each pair of fingers. Firstly, the covariance matrix of spectral powers was
constructed to reveal inter-frequency correlations and inner-frequency variances produced by trials from different
conditions. Secondly, eigenvalues and eigenvectors of the covariance matrix were calculated and arranged according
to magnitude of corresponding eigenvalues in a descending order. These eigenvectors were the principal
components (PCs) reflecting spectral features related to finger movements. Finally, EEG spectral powers of each
trial were projected onto different PCs to acquire projection coefficients, which were features fed to classifiers for
decoding.
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The support vector machine (SVM) classifier was implemented to classify movements from each pair of fingers
using a five-fold cross validation. Eighty percent of trials were used to train parameters for the classifiers, and the
rest for testing. Decoding accuracies were achieved by comparing predicted labels from the classifiers to the true
labels. The whole process was repeated 20 times with trials randomly permuted to yield mean decoding accuracies.

3. Results

Features from spectral PCA decomposition are consistent across different subjects and permutations (Fig. 1).
The first PCs (blue curves) present a broadband pattern, which is flat and with positive magnitudes at all
frequencies. This pattern is consistent with the broadband phenomenon reported in the ECoG study [Miller et al.,
2009]. The second PCs (red curves) mainly peak at some low frequency bands, including alpha and beta bands,
revealing power changes in these frequency bands during individual finger movements. When implementing
projection coefficients of different PCs in the classifiers, different optimal decoding accuracies are achieved for
different pair of fingers, with index vs. little the highest at 86.11% and thumb vs. index the lowest at 70.98%. The
average decoding accuracy across all pairs of fingers is 77.17%, which is significantly higher than the guess level at
50% (p < 0.05).
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Figure 1. First and second spectral PCs from 20 permutations and all subjects.

4. Discussion

With the use of spectral PCA decomposition, the resulting spectral PCs were in line with those in ECoG,
suggesting that the spectral features indicative of individual finger movements from one hand exist in EEG as in
ECoG. The achieved decoding accuracy further confirmed the validity of such information in EEG. The findings
demonstrated that EEG contains useful information to decode individual fingers, which can increase the number of
control features for noninvasive BCIs. The present study is promising to advance the development of BCI towards
noninvasiveness by transferring features from ECoG to EEG.

Acknowledgements

This work was supported in part by NSF CAREER ECCS-0955260, DOT-FAA 10-G-008, and OCAST HRO09-
1258S.

References
McFarland DJ, Sarnacki WA, Wolpaw JR. Electroencephalographic (EEG) control of three-dimensional movement. J Neural Eng, 7(3):036007,
2009.

Miller KJ, Zanos S, Fetz EE, den Nijs M, Ojemann JG. Decoupling the cortical power spectrum reveals real-time representation of individual
finger movements in humans. J Neurosci, 29(10):3132-3137, 2009.

Wilson JA, Schalk G, Walton LM, Williams JC. Using an EEG-based brain-computer interface for virtual cursor movement with BCI12000. J Vis
Exp, 29:¢1319, 2009.

Xiao R, Liao K, Ding L. Discriminating multiple motor imageries of human hands using EEG. In Proceedings of the 34th Annual International
Conference of the IEEE/EMBS, 1773-1776, 2012

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 031



Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-32

Decoding Complex Hand Movements Using High Density
ECoG and High Field fMRI

M. G. Bleichnerl, J. M. Jansmal, Z.V. Freudenburgl, E. J. Aarnoutsel,
M. J. Vansteensel', N. F. Ramsey1
"Rudolf Magnus Institute of Neuroscience, Dept. of Neurology and Neurosurgery, University Medical Center
Utrecht, The Netherlands

Correspondence: N. F. Ramsey, Universitair Medisch Centrum Utrecht, Heidelberglaan 100, Huispost: G03.124, 3584 CX Utrecht, The Netherlands.
E-mail: n.f.ramsey@umcutrecht.nl

Abstract. Implantable brain computer interfaces promise to provide communication for severely paralyzed people.
Current solutions focus either on high-dimensional control of a robot arm, or on a single-channel switch or click. We
here investigate feasibility of decoding multiple classes from the same patch of cortex, to enable some form of
speech. For this it is necessary to identify multiple neuronal states that can be decoded reliably. We postulate that
inner sign-language can offer a solution. To test this, we evaluted decodability of representation of complex hand
movements in the primary sensorimotor cortex using high field fMRI and high density ECoG. Using simple
template matching classification, four hand gestures were classified with up to 100% accuracy with both techniques.
Our studies indicate that complex hand gestures exhibit reliable and discriminable spatial representations on
sensorimotor cortex which makes them a promising candidate for speech-oriented BClIs.

Keywords: ECoG, fMRI, hand movements, decoding

1. Introduction

Completely implantable and minimally invasive brain computer interfaces (BCI) promise to provide severely
paralyzed patients with the ability to communicate independently of their caregivers. In the ideal case these BClIs
would allow for reliable, fast, and effortless communication. Therefore, it is necessary to identify brain signals
which are easily detected and recognized by a classifier and which can be intuitively generated by the user for use as
a control signal. Hand gestures as they are used in finger spelling in sign languages appear to be a promising
candidate. The entire alphabet can be represented in form of single hand gestures. The detailed topographic
representation [Penfield et al., 1937] and the plasticity of the primary motor cortex (M1) make it likely that each
gesture exhibits a reliable and specific representation that can be identified. In this study we therefore map out the
neuronal representations of complex hand movements on the motor cortex using ECoG and fMRI. ECoG provides
high fidelity signals, with very good temporal resolution. The disadvantage is a sparse sampling of the cortex. fMRI
on the other hand provides a complete sampling of the entire cortex and allows studying larger populations of
participants, albeit at a low temporal resolution. Those two methods complement each other and can provide
detailed insight in the representation of the underlying processes.

2. Material and Methods

The execution of four hand gestures, taken from the American Sign Language alphabet (corresponding to the
letters ‘F’,’L’, ‘W’ and “Y’), was studied with high density ECoG in epilepsy patients and high field fMRI (7T) in
healthy volunteers. To control for the correct execution of the task the actual hand movements were recorded using a
5DT data glove, allowing measuring the movements of the individual fingers.

2.1. High field fMRI

Twelve healthy volunteers (4 male, age 25.78 + 5.8 years) participated in the fMRI study. They performed two
event related sessions; the first one was used as training set the second as test set. The training session consisted of
256 trials (32 trials for each of the 4 movements) and 128 rest trials with a variable inter trial interval (2.6 s-18.2 s).
Timing of stimuli was based on interleaved m-sequences to optimize statistical efficiency [Buracas et al., 2002]. The
slow event related design included 40 trials (10 for each movement) with a fixed inter stimulus interval of 13 s, this
assured that the effects of the previous trial were washed out. Each stimulus was presented for 750 ms. During the
inter-trial interval a fixation cross was shown. The fMRI measurements were implemented using a 7 T Philips
Achieva MRI system with a 32-channel head-coil. The functional data was recorded using an EPI sequence. The
field of view covered the left pre- and postcentral gyrus. During the training and the test session 535 volumes and
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481 volumes, were made, respectively. A high-resolution image was acquired for anatomical reference using a T1
weighted 3D TFE sequence. The data was slice time corrected, realigned, and detrended. The feature selection was
based on the training set; voxels that showed task related activity for one of the conditions were selected. As features
the sum of the estimated fMRI response, as estimated by a standard FIR analysis, of each voxel and each trial at the
4th 5th and 6th scan after stimulus onset was used. For the test session the raw fMRI signal was used.

2.2. High density ECoG

From 5 patients, undergoing neurosurgery for epilepsy, multi-channel subdural ECoG data was recorded. High-
density grids were implanted (32-64 contact points, 1.3 mm exposed surface, inter-electrode distance 3 mm center to
center) beside the standard macro grid electrodes and were left in place for one week. In all patients part of M1 as
well as S1 were covered around the superior aspect of the primary motor cortex, where hand function could be
expected. Each gesture was presented 10 times, providing 40 trials in total. The data was band passed filtered to
remove the 50 Hz line noise. Channels containing artifacts were removed. All channels were re-referenced to the
common average reference for all included electrodes on the grid. The data was epoched into segments of 2 s before
and 3 s after movement onset (based on the data glove readings). The power in the frequency range 65-95 Hz was
computed for all epochs using a wavelet transform (Gabor wavelet, 7 cycles). The average power per channel
between 1 s before movement onset and 2 s after movement onset were used as features.

2.3. Classification

For classification of the movements, a 'nearest-neighbor' classification procedure was applied [Pereira et al.,
2009] for ECoG and fMRI. Individual trials were classified by computing the Pearson correlation between the trial
and four templates. The templates consisted of the average response for all remaining trials within the four
conditions; for the fMRI the average response was based on the training session for ECoG it was based on a leave-
one-out procedure. The trial was classified as the gesture type it had the highest correlation with in a winner-takes-
all manner.

3. Results

For the fMRI the average classification accuracy for the gestures was 72% (sem 4.25, chance level 25%) with a
range over participants from 49% to 100%. The most informative areas for the classification were located in a
confined region in the hand knob area on the primary motor cortex and the adjacent sensory cortex on the
postcentral gyrus. The variations in classification accuracy between participants could be explained by variations in
the fMRI signals of individual trials, which in turn could be explained by variations in the consistency of executing
the gestures. For the ECoG the average classification accuracy was 65% (sem 8.8, chance level 25%) with a range
over participants from 47% to 97%. The variations in classification accuracy between participants could be
explained by the position of the grid (different part of the hand region were covered in different participants).

4. Discussion

Our studies indicate that complex hand gestures exhibit reliable and discriminable spatial representations on
sensorimotor cortex. These representations can be used to classify gestures with high accuracy, using only a
confined unilateral area of the brain. Differences in classification accuracy between participants were related to
differences in task performance (fMRI) and grid location (ECoG). A simple ‘nearest neighbor’ classification
procedure made it possible to classify both ECoG and fMRI data with high accuracy. For both methods the most
informative regions were in the hand region of sensorimotor cortex. Our results suggest that high field fMRI can be
used prior to implantation to identify the target area for high-density ECoG electrode grids. We conclude that
complex hand gestures are a promising control signal for future multi-mode BCIs. Future work has to show how
many gestures can be differentiated and whether imagined movements can be decoded in a similar fashion.
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Abstract. We have developed a BCI system based on real-time fMRI. Our approach is based on manually locating the
regions of interest responsible for left-hand imagery, right-hand imagery, and feet imagery in the brain, and comparing
the mean activity in these areas with their baseline values as a simple classification scheme. Six subjects were able to
perform a cue-based task and a free choice task of controlling an avatar using finger and toe motion, and three of these
subjects also performed the tasks using only motor imagery.
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1. Introduction

We have developed a system for decoding mental patterns from fMRI data online, and use these decoded patterns
to control an interactive virtual environment. Non-invasive BCIs are often based on recording brain activity using
electrodes attached to the scalp, usually by electroencephalography (EEG). However, EEG signals are noisy and it is
very difficult to localize the source of the activity that is detected, so the reliability and the information throughput of
EEG-based BCI are limited. Motor imagery has also been used with EEG-based BCI for controlling virtual reality
including controlling an avatar [Friedman et al., 2010], but the control is usually limited to two or three classes at
most, and requires a lot of training. Therefore, we see potential for BCI research in fMRI-based BCI. The current cost
and size of fMRI do not make it a viable option for application outside the research lab. Nevertheless, it can be used
to explore new mental strategies, localize the corresponding brain areas, and be used to train subjects. Furtherhmore,
fMRI-based neurofeedback has been suggested as a promising approach to rehabilitation [DeCharms, 2008]. Our
approach goes beyond neurofeedback in using multiple regions of interest (ROIs) as BCI targets and providing virtual
reality and even robotic feedback [Cohen et al., 2012].

2. Material and Methods
2.1. The System

Imaging was performed on a 3T Trio Magnetom Siemens scanner, and all images were acquired using a 12 chan-
nel head matrix coil. Three-dimensional T1-weighted anatomical scans were acquired with high resolution 1-mm
slice thickness (3D MP-RAGE sequence, repetition time (TR) 2300ms, TE 2.98 ms, 1 mm?> voxels). For blood-
oxygenation-level-dependent (BOLD) scanning, T2*-weighted images using echo planar imaging sequence (EPI)
were acquired using the following parameters: TR 2000 ms, TE 30 ms, Flip angle 80, 35 oblique slices without gap, 20
towards coronal plane from Anterior Commissure-posterior Commissure (ACPC), 3 x 3 x 4 mm voxel size, covering
the whole cerebrum.

The data coming from the fMRI scanner is saved as Dicom files', and processed by Turbo BrainVoyager software
(TBYV, Brain Innovation, Netherlands)?, which is a real-time processing, analysis, and visualization application that
accepts input from an fMRI scanner. We have developed a system that integrates TBV and the Unity game engine’
(Unity Technologies, California). Our system now includes a complete tool for running a wide range of real-time
fMRI studies with different algorithms, experimental protocols, and virtual environments.

2.2. The ROI-based paradigm

The experiment is divided into three parts. In the first part the subject is given pseudo random motor-imagery instruc-
tions and the experimenter manually marks the regions of interest (ROIs) inside the most saturated regions for the
three classes. In the second part the subject rests and the brain activity is recorded to serve as a baseline. In the third
stage, we instruct the subject to imagine moving his limbs and collect the average values from each ROI every two

Thttp://medical.nema.org/
Zhttp://www.brainvoyager.com/
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seconds. A classification is made using the Z-score formula and is calculated for each measured value by using the

mean and standard deviation from the baseline period:

X—H
.

- (1)
where x is the average raw value in an ROl in the current TR,  is the mean raw value of the ROI in the baseline period,
and o is the standard deviation value of the ROI in the baseline period. The selected class is the one corresponding
to the ROI with the maximal z-score value. The system then transmits the classification result to the Unity engine for
rendering. Each ROI is mapped to a different action performed by the subject: turning left, right, or walking forward
corresponds to left-hand, right-hand, or legs imagery, respectively.

2.3. Subjects and Experimental Conditions

Six subjects have performed a cue-based task that were intended to evaluate the BCIs accuracy, and a continuous
free choice task: the subjects were represented by an avatar and were instructed to make the avatar reach a balloon.
These subjects were allowed to use their fingers and toes while lying down in the scanner. Three of the subjects also
performed the same tasks using only motor imagery. In the free choice tasks all subjects attempted at least one epoch
(including 6 trials) with several temporal frequencies: a classification result was obtained every 2, 4, 6 or 8 seconds.
The subjects filled in a questionnaire of 14 Likert-scale questions after each experimental session, and each subject
went through a semi-structured interview at least once. The data is being further analyzed and will be reported in the
full paper.

3. Results

In the cue-based task subjects reached 85-100 % accuracy. All subjects were able to control the avatar in all free
choice conditions. We compared the number of steps that the subjects needed in order to reach the balloon with the
minimum number of steps possible. All subjects were able to reach the balloon with the minimum number of steps at
least once in all conditions (2, 4, 6 and 8 seconds, using both imagery and motion). The highest average accuracy is
obtained when commands are sent every 6 seconds (using both imagery and motion).

4. Discussion

The results of this study indicate that subjects can learn to perform a free choice BCI task (controlling an avatar) using
motor imagery, with very little training. The ROI-based method we have presented here is simple and computationally
efficient. We are now extending it using machine learning techniques in order to identify more specific multi-voxel
brain patterns that may lead to identifying more complex mental states and more classes.

Acknowledgments

This study was funded by EU FP7 project VERE. We wish to thank Avi Mendelsohn for his support in designing our
ROI-based method.

References

Cohen, O., Druon, S., Lengagne, S., Mendelsohn, A., Malach, R., Kheddar, A., and Friedman, D. (2012). fMRI-based robotic embodiment: a pilot
study. In Proc IEEE Int Conf Biomed Robot Biomechatron, pages 314-319.

DeCharms, R. C. (2008). Applications of real-time fMRI. Nat Rev Neurosci, 9:720-729.

Friedman, D., Leeb, R., Pfurtscheller, G., and Slater, M. (2010). Human-computer interface issues in controlling virtual reality with brain-computer
interface. Human-Computer Interaction (HCI) J, 25:67-93.

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 033



Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-35

Pairwise Classification of Phoneme Imagery Using CSP
X. F. Yang', M. H. Jiang*
ICenter for Psychology and Cognitive Science, Tsinghua University, Beijing, China

Correspondence: X. F. Yang, Room 313, Building No. 33, Tsinghua University, Haidian District, Beijing, China.
E-mail: xfyang.thu@gmail.com

Abstract. We recorded EEG signals in three healthy subjects while imagining both the vocalization and places of
articulation of four vowels (/a/, /i/, /u/, and /y/) and four consonants (/m/, /f/, /In/, and /»/) in Mandarin Chinese, and a
no action state as control. We examined the time-frequency features of phonemes as precise motor imagery and found
the significant effects in spectral power lying in 2-12 Hz. Common spatial patterns were applied to EEG signals for
spatial filtering, and the performance of pairwise classifications indicates potentiality for a speech neural prosthesis
using phoneme imagery with more than 75% phoneme vs. control accuracy averaged across subjects.
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1. Introduction

Brain-computer interfaces (BCIs) have been developed to restore communication and functionality to individuals
with severe neuromuscular disorders. In this article, we propose a control scheme towards a true speech neural
prosthesis using phoneme speech imagery. Electroencephalography (EEG) was recorded in three healthy subjects
while imagining both the vocalization and places of articulation of four vowels (/a/, /i/, /u/, and /y/) and four
consonants (/m/, /f/, In/, and /»/) in Mandarin Chinese as well as a no imagination state as control.

2. Material and Methods

2.1. Recording

EEG data were recorded from 32 Ag/AgCl electrodes (sampled at 500 Hz, bandpass filtering .01-100 Hz, notch
filtering 50 Hz) positioned in a NeuroScan headcap on the scalp, according to the international 10/20 system.

2.2. Participants

Three undergraduates, recruited from Tsinghua University, participated in this study (two males, mean age 19.3
years, SD 2). All had normal or corrected to normal vision and none of them had history of neurological disease.

2.3. Stimuli

Nine kinds of stimuli were presented at the center of the screen in font SimSun-ExtB and size 30. Four of the
stimuli are vowels; each represents a category of rhymes in the phonological system of Mandarin Chinese. Another
four of the stimuli are consonants with distinguishable places of articulation. The phonetic features of the stimuli,
together with a non-phonetic symbol # for control, with regard to the articulators are depicted in the Table 1.

2.4. Procedure . - . .
Table 1. Phonetic features of the stimuli concerning articulators.

Coached beforehand and rehearsed with real

movements to ensure correct articulation, subjects were
instructed to imagine the movement of articulators as well ' prownded L0 b ey
as the vocalization of the phoneme as soon as they saw the
visual target appeared on the screen. Each trial began with _ _
a fixation cross against a gray background for a """ bigh A S SR
randomized time interval between 1 to 2 s followed by a front o0 1L 0 1 0 0 1 0 0
randomly chosen visual stimulus for 2's, during which back S N S
participants were instructed to perform the task of " L S S
phoneme imagery and maintain the static imagination #lveolar ridge e
until the visual cue disappeared. After that, a blank gray hard palate oo o 0o 0o o 0 1 0
screen was displayed for 3 s to serve as a rest interval. 50  larynx 11 1 1 1 0 1 1 0
trials were performed for each visual stimulus.

Articulator Status fal il M Sy, mf g ) fyf #

teeth 0 0 0 0 0 1 0 0 0
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2.5. Data Processing

All data processing was performed offline using MATLAB (version 7.14.0, MathWorks, Inc., Natick, MA) and
EEGLAB [Delorme and Makeig, 2004]. The recorded EEG signal was re-referenced to the mean of the left and right
mastoids and bandpass filtered between 1 and 45 Hz for preprocessing. We performed time-frequency analysis of
phonemes vs. control and further filtered the data with the significant frequency band of 2-12 Hz. For all epochs, we
selected a time window from 0 to 800 ms and randomly selected 40 of the 50 epochs 20 times per task to compose
training data, upon which we applied the CSP method for spatial filtering. EEG training and testing data were
decomposed using the spatial filters and then fed into an SVM model with a linear kernel for classification.

3. Results

In Fig. 1, we demonstrate the results of time-frequency analysis, common spatial patterns, and binary
classification where we restrict the analysis to the pairwise problem condition vs. condition.
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Figure 1. (a) ERSP to imagery of /a/, (b) ERSP to control condition, and (c) difference ERSP (/a/ minus control) on electrodes
C3 & C4 for subject 3, in which significant phoneme imagery effect in spectral power was assessed with a bootstrap
method and coloured in EEGLab (p < 0.025). (d) The two most important common spatial patterns of /a/ vs. control
classification for subject 3. (e) Pairwise classification accuracies averaged across three subjects.

4. Discussion

The significance of making BCI speech production more natural and fluent has been elaborated in [Brumberg and
Guenther, 2010], and [DaSalla et al., 2009] has performed direct vowel prediction using EEG signals based on speech
motor imagery with articulators corresponding to regions of the cerebral cortex [Guenther et al., 2006]. In our research,
we have not only expanded imaginary speech movements to other phonemes, but also examined the frequency band
of speech processing for EEG signals as in [Wang et al., 2012] and verified that speech articulation can be detected
both in the scalp and cortex [Bouchard et al., 2013].
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Abstract. We present an eye-movement-based brain-computer interface (BCI) developed in a non-human primate
that decodes intended saccadic eye movements from intracortical signals. We propose that this BCI system could be
used to restore simple communication to patients with locked-in syndrome.
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1. Introduction

Brainstem stroke, traumatic brain injury, or neurodegenerative disorders like amyotrophic lateral sclerosis can
result in locked-in syndrome, characterized by near-total paralysis despite relatively intact cognitive function. These
patients could benefit immensely from a simple, easy-to-use brain-computer interface (BCI) to restore some
communication with the outside world. We employ a non-human primate model to test the feasibility of using
intracortical eye movement signals to control a BCI, with the aim of eventual application to human locked-in
patients. Intracortical recordings can provide much more information-rich signals than the EEG signals used in most
previous BCls developed for this patient population. The saccadic eye movement system has several potential
advantages over the arm movement signals typical used for BCI applications: there is a direct mapping between the
effector space and a 2D cursor system, unlike the complex degrees of freedom in arm movements; it is specialized
for rapid targeted movements that would be ideal for navigating augmentative and alternative communication
software; it has minimal reliance on proprioceptive feedback; and there is a tight link between the eye movement
system and top-down attentional control, suggesting these signals may be particularly amenable to volitional control.
Our results show that eye movements can successively drive a BCI, opening the door to future clinical applications.
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Figure 1. (A) Brain-controlled delayed saccade task. A spatial cue (1) instructs the saccade location for this trial. Neural
activity during the memory delay period (2) is used to decode the intended location, and produce a “virtual
saccade” (3) at the end of the trial. (B) Confusion matrix showing decoder performance from an example session.
Each matrix cell (heat map and overlaid numbers) represents the percentage of trials for a given instructed saccade
location (y-axis) that each location is predicted by the decoder (x-axis).
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2. Material and Methods

We implanted three 32-channel Utah arrays (Blackrock Microsystems) into the left frontal eye field (FEF),
supplementary eye field (SEF), and dorsolateral prefrontal cortex (PFC) of a macaque monkey. Spiking and local
field potential (LFP) signals were simultaneously recorded from all 96 electrodes while the monkey performed a
delayed saccade task (Fig. 1A). On each task trial, one of six spatial locations was briefly cued. The monkey was
trained to hold this location in working memory over a 750 ms delay period, and then execute a saccadic eye
movement to the remembered location. On some experimental sessions, a brain-controlled version of the task was
performed—the intended saccade was decoded from neural activity during the delay period, and a cursor was then
moved to the decoder-predicted location, replacing the overt motor response with a “virtual saccade”. Positive or
negative reinforcement—Iiquid reward or an increased waiting time for the next trial, respectively—was then
delivered conditional on whether the decoded location correctly matched the instructed one (but independent of any
possible overt eye movements). These brain-controlled trials were always preceded by a separate block of standard
delayed saccade trials (involving overt saccades) that were used to train parameters for a linear discriminant
classifier. The classifier was trained on the mean power within a high-frequency LFP band (80-500 Hz) across the
entire delay period, for each channel. This signal provided the highest decoding accuracy in extensive offline
analyses (see related abstract from our group).

3. Results

We were able to decode intended eye movements with high accuracy (Fig. 1B). Across 11 BCI sessions, saccade
locations were correctly predicted on 72% (+ 3% SD) of trials on average, significantly higher than chance accuracy
(16.7%) for all sessions (p =~ 0; binomial test). Accuracy was much higher (88 + 2%) when considering only saccade
locations contralateral to the implanted arrays (ipsilateral locations only: 56 + 6%; cf. variation across matrix
diagonal in Fig. 1B), reflecting a contralateral representational bias in the implanted cortical areas. These results
suggest an improved BCI system could be achieved with bilateral implants or laterally biased sampling of target
locations. Though all array channels were used for online decoding, we compared the individual contribution of each
of the three implanted areas in offline analyses. SEF signals provided significantly better decoding performance
(74 + 2%) than FEF (25 + 3%; p = 3x10%, t-test) or PFC (23 + 2%; p = 4x10%%), suggesting it is a particularly rich
source of signals for an eye movement BCI, though this result may reflect the fact that delay period activity, rather
than activity during the actual movement was used for decoding. The monkey quickly learned that overt responses
were unnecessary in the brain-controlled task, and often went through multiple successful trials without making any
eye movements, indicating saccade intention signals are sufficient to control a BCI. Finally, decoder performance
has largely been preserved at almost one year post implant, suggesting our BCI system can have the longevity
required for long-term clinical applications.

4. Discussion

We have demonstrated that intracortical eye movement signals can be used to control a simple BCI with a high
level of performance. Because of the eye movement system’s simple kinematics and control, and its close ties to top-
down attention, we expect a BCI using these signals to be relatively easy to learn to volitionally control. This is
particularly important for patients with locked-in syndrome, a population with variable residual cortical function that
has seen little success with previous BCI systems. We plan to integrate this BCI with our recently developed “app”-
based Unlock Project BCI framework [Brumberg et al., 2012] aimed at providing communication and other
functionality to locked-in patients.
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Mouth Motor Movement Based BCI
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Abstract. While several EEG and Electrocorticography (ECoG) based augmentative and alternative communication
(AAC) devices have been developed, they have thus far been restricted making creative use of binary on-off brain
signals using non speech related cognitive tasks. In this study we investigate whether we can decode elements of
actual speech from sensorimotor cortex. To assess decodability we collected data from subjects performing phoneme
pronunciation using both high-field fMRI in healthy volunteers, and high-density ECoG in epilepsy patients. Our
results demonstrate that four classes of spoken phonemes produce unique activity patterns in sensorimotor cortex
that can be used to discriminate complex mouth motor movements well above chance. These results provide strong
evidence that a small high-density ECoG grid, anatomically specific to sensorimotor cortex can provide a robust
platform for a BCI AAC device.

Keywords: ECoG, fMRI, Mouth Motor Movements, AAC

1. Introduction

Electrocorticography (ECoG) has been shown to be an important platform for Brain-Computer Interfaces (BClIs)
for application in providing an improved communication channel for profoundly paralyzed individuals. While
several EEG and ECoG based augmentative and alternative communication (AAC) devices have been developed
[Allison et al., 2007] they have been restricted making creative use of binary on-off brain signals using non speech
related cognitive tasks. In this study we explore the use of a high-density (3 mm spacing inter-electrode spacing)
ECoG grid implant over the mouth motor cortex as the platform for multi-dimensional BCI control.

A BCI device based on complex mouth motor movements would provide an intuitive and robust platform for a
communication AAC. Overt and covert motor movements have been shown to produce robust BCI control signals in
the gamma range (65-95 Hz) in ECoG signal [Miller et al., 2007]. In addition resent results demonstrate that
attempted movements in a paralyzed subject could be used for BCI [Wang et al., 2013]. However, much of the
previous work has focused on hand movements. Given the primary role of mouth movements in human
communication we believe that a mouth motor based BCI can provide a robust and cognitively intuitive AAC. We
are inspired by work of Guenther and Kennedy [Guenther et al., 2009], who were able to show that a Neurotrophic
Electrode placed in motor cortex can be used to produce two distinct BCI control channels from attempted
pronunciation of two distinct phonemes.

The main goal of this work was to show that multiple complex mouth movements produced through phoneme
pronunciation can be discriminated from sensory motor cortical activity. We collected data from subjects performing
overt phoneme pronunciation using High-filed Functional Magnetic Resonance Imaging (7 T fMRI) in addition to
high-density ECoG. fMRI has the advantage that there is consistency in complete coverage of sensory motor cortex,
while high-density ECoG has the advantage of better signal fidelity and temporal resolution. By combining both
modalities, the optimal location and size of the implant for the target AAC can be explored.

2. Material and Methods

2.1. High-field fMRI

Data Acquisition: Five healthy volunteers participated in the fMRI study. They performed two event related
sessions consisting of 10 trial of each of four (/j/, /l/, /3/, and /e:/) visually cued and overtly pronounced phonemes.
Each stimulus was presented for 750 ms with a fixed inter stimulus interval of 13 seconds that assured that the
effects of the previous trial was washed out. The fMRI measurements were implemented using a 7 Tesla Philips
Achieva MRI system with a 32-channel head-coil. The functional data was recorded using an EPI sequence. The
field of view covered the left pre- and postcentral gyrus. A high-resolution image was acquired for anatomical
reference using a T1 weighted 3D TFE sequence.

Data processing: First, the data was slice time corrected, realigned, and detrended, Next feature voxels were
selected that that showed little variability within the condition and large differences between conditions using an
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ANOVA analysis. Finally, the fMRI response for each trial was formed by concatenating the summed FIR analysis
response from the 4th 5th and 6th scan after stimulus for each feature voxel.

2.2. High-density ECoG

Data Acquisition: ECoG signal was collected from three intractable epilepsy patients who had research grids
implanted on their cortical surface under the dura alongside clinical scale ECoG electrodes. We refer to these grids
has high density ECoG grids due to their small size, relative dense 3 mm inter-electrode spacing, and small 1.3 mm
exposed surface as compared to clinical ECoG implants. The placement of the grids was targeted at the estimated
mouth motor area, but coverage varied across subjects. The subjects were visually cued to pronounce the phonemes
/p/, /K/, /u/, and /a:/ or rest and fixate on an ‘*’ on the screen. A microphone recording of their voice was
synchronously recorded with the ECoG signal to evaluated task performance. Subjects 1, 2, and 3 performed a total
of 246, 85, and 190 correctly performed spoken phonemes or rest conditions over several runs respectively.

Data processing: First, the high-density ECoG signal was re-referenced to a clinical scale electrode that was
located on top of the grid and the spectral response was computed using a Gabor Wavelet Dictionary in 1 Hz
increments. Next the spectral power for frequencies 65 to 95 Hz was summed to obtain the gamma response for each
grid electrode. Finally the ECoG response for each trial was formed by concatenating the gamma response for each
electrode from the time period of 0.5 s before and 1 s after voice onset time (determined from the microphone
signal).

2.3. Classification

For classification of the phonemes, a nearest-neighbor (template matching) classification procedure was applied
for fMRI and ECoG. Individual trials were classified using a leave-one-out procedure. First a template was
computed for each class by computing the mean response from all but one trial. Next, the Pearson correlation
between the ‘left out’ trial and the templates was used to classify the trial as the phoneme it had the highest
correlation with in a winner-takes-all manner. This was done for each trial in the set of all trials.

3. Results

Using high-field fMRI, we achieved classification scores ranging from 50 to 60% (25% chance) accuracy. The
fMRI template maps showed activity across sensorimotor cortex that was consistently focused on mouth motor
cortex. Confusion matrices demonstrated that there was no consistent trend towards one phoneme being better
represented on the motor cortex than another.

Using high-density ECoG classification rates of 81, 72, and 61% (20% chance) where achieved. While the
classification scores were generally better for the ECoG subjects, there was more variability in performance across
subjects despite the fact that the detection of speech (ie: the rest condition vs. any spoken phoneme) was above 90%
for all subjects. Also unlike the fMRI results, there was a pattern of phoneme preference visible in the confusion
matrices. Both subjects 1 and 2 more often confused the voiced (/u/ and /a:/) with each other than with the unvoiced
(/p/ and /k/) phonemes. Subject 2, however, showed the strongest ECoG responses for the /p/ and /u/ phonemes and
more often confused /k/ and /a:/ with the rest condition.

4. Discussion

In this work we demonstrated that high-filed fMRI can accurately identify good target locations for high-density
ECoG implants that were able to discriminate 4 phoneme classes from rest with 81% proficiency when accurately
located over the mouth motor area. These results point towards high-density ECoG grids that can be implanted
without a full craniotomy when target locations are accurately predicted, as a promising platform for a fully
implantable cognitively intuitive AAC.
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Abstract: In this study, electrocorticographic (ECoG) data collected from eight subjects was analyzed to obtain the
spatiotemporal dynamics of the correlations between the high gamma band (70-170 Hz) and the mel frequency
cepstral coefficients (MFCC), an important set of speech features used for vowel and word recognition in Automatic
Speech Recognition systems. Significant correlations were found between the high gamma band and the mel
frequency cepstral coefficients, which resulted in activations in the expected language-related brain areas. Subject-
specific spatial linear regression models were then determined to predict the mel frequency cepstral coefficients
from the high gamma band power.
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1. Introduction

High gamma activity from ECoG signals has been found to be highly correlated with speech and motor
movements in humans. There have been numerous studies investigating cortical activity using ECoG during various
speech tasks to identify and characterize the areas of the cortex most involved in speech production and perception
[Crone et al., 2001; Towe et al., 2008; Edwards et al., 2010; Pei et al., 2011; Leuthardt et al., 2012], and even
decoding of speech from brain activity [Pasley et al., 2012; Blakely et al., 2008; Kellis et al., 2010; Pei et al., 2011].
In automatic speech recognition systems, well-defined features can be extracted from speech signals to aid in the
classification of phonemes, vowels, consonants, and words. A popular set of features used for automatic speech
recognition (ASR) are the mel frequency cepstral coefficients (MFCCs) [Vergin et al., 1999], which are a
parameterization of the spectral content of speech based on perceptual characteristics of human hearing. By
parameterizing the speech spectrum using MFCCs, we accomplish two goals: 1) the speech content dimensionality
is effectively reduced to the critical acoustic components and 2) the lower dimensionality aids statistical modeling
(by alleviating data size demands) and future applications for ECoG-based speech prostheses. The aim of this
analysis is to determine the extent to which high gamma band activity from ECoG is correlated with the MFCCs
extracted during concurrent speech. We additionally developed spatial linear regression models for predicting
MFCCs from the ECoG gamma band as a step toward neural speech decoding.

2. Material and Methods

ECoG activity was recorded during an overt speech task from eight epileptic patients. The number of electrodes
per patient ranged from 58-120. For the task, each subject was presented with scrolling text on a computer monitor
which they spoke aloud. The ECoG and speech signals were simultaneously recorded at a sampling rate of 9600 Hz
using g.USBamps and BC12000 software. The data was analyzed as follows: (i) Gamma power envelope: The ECoG
signals were highpass filtered with a cutoff frequency of 0.01 Hz and re-referenced using a common average
reference (CAR) montage. The resulting signals were lowpass filtered and decimated to 400 Hz. A zero-phase FIR
filter was applied to the signals to extract the gamma band activity (70-170 Hz; excluding a window of 116-124 Hz
to avoid power line interference). The gamma band power envelope was computed using the Hilbert transform. (ii)
MFCCs: The speech signal was divided into overlapping frames of length 256 samples, each of which was then
windowed by multiplying it with the Hamming window. The powers of the obtained spectrum were mapped onto
the mel scale, a transformation that accounts for non-linear pitch perception. The logarithm of the power was then
computed from the spectrum and the discrete cosine transform taken from 12 mel frequency bands. The amplitudes
of the resulting spectrum are taken as the twelve MFCCs. (iii) Correlations: The spatiotemporal correlations between
the gamma band powers (decimated to 20 Hz to match the MFCCs) and the MFCCs were then obtained at temporal
lags between -300 ms and 300 ms. The silence periods were removed from the MFCCs and the corresponding
lagged gamma signals prior to computing the correlations. Spatial linear regression models were computed to
predict the twelve MFCCs from the gamma band power envelopes at zero lag. The p-values for the correlations were
computed using a randomization test.
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3. Results

With modeling, 66.67% of the correlations were statistically significant after Bonferroni correction. No clear
modeling trends were apparent across MFCCs or subjects. Fig. 1 shows the —log (p) values of the spatial correlations
between the high gamma band (70-170 Hz) power envelope and one of the representative MFCCs (MFCC 3), at
lags from -300 ms to 300 ms, and the comparison of the actual MFCC 3 and the predicted MFCC 3 using spatial
linear regression for one of the subjects (Subject H).

-300 ms -200 ms -100 ms

p=0.55

’- i \ ' ] [
. | { [RAM0 0 A CRLR S YIRviNN HIH
/ ’ t‘f ; \‘ ‘ II| tl v' |I } {I‘ lL\‘ (U l' "i\" i(f ‘r ‘. ‘,‘I\r\“ ]

os (B)
Figure 1. (A)The spatiotemporal topography of statistically significant gamma-power correlations to MFCC 3 across the entire
overt speech production task are shown in 100 ms increments. Color values represent the —log(p) of the correlation.
The lower limit is based on statistical significance assessed after a p = 0.05 Bonferonni correction. (B) Blue:
Representative time course of MFCC 3 for Subject H. Red: The prediction of MFCC 3 obtained from the linear
spatial gamma power model. The Pearson correlation between the two signals over the entire run (178 s) is p = 0.55.

4. Discussion

The results indicate that gamma band power over language-related cortical areas is significantly correlated with
MFCCs, perceptual representations of speech. Simple linear spatial models can be used to further enhance the
correlations between the gamma activity and the MFCCs. By representing MFCCs using the ECoG signal, a more
robust speech representation is utilized as compared to a simple speech power envelope feature or filter bank
features that are not perceptually based. MFCCs predicted using our spatial linear regression model can further be
used for real-time resynthesis of speech signals. This work develops a natural extension of automatic speech
recognition techniques to neurological data, and provides a step toward a neural speech prosthesis.
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Abstract. Brain-computer interface (BCI) applications for communication could greatly increase information
transfer rates by directly decoding phonemes from cortical signals. We decoded individual phonemes and phonemic
classes from electrocorticograms (ECoG) recorded while two subjects read words aloud from the Modified Rhyme
Test. Information elicited from electrodes located over facial motor areas demonstrated distinct dynamic changes in
high-y and p frequency power for different places of articulation, enabling us to correctly identify phoneme class in
up to 64% of examples. We correctly classified 35% of all individual consonants by decoding the type and place of
articulation. These results demonstrate successful decoding of phonemes from ECoG.

Keywords: Electrocorticography, Speech Production, Phonemes, Communication, Locked-in Syndrome

1. Introduction

A central goal of brain-computer interface (BCI) research is to enable communication for people with locked-in
syndrome from such disorders as stroke or amyotrophic lateral sclerosis. BCls have proven to enable such
communication, predominantly via spelling paradigms. However, such BCls have failed to achieve communication
rates comparable to natural speech [Brumberg et al., 2010]. In contrast, recent advances in speech recognition
technology have demonstrated that phonetic decoding can perform fast enough for natural speech production.
Application of such a phonemic approach to decoding speech production from cortical signals could similarly
improve communication rates for potential BCI users. In order to effectively decode intended speech, we first
investigate what factors lead to successful decoding of overt speech using electrocorticography (ECoG).

Recent studies have shown promise in decoding speech from cortical signals but hold significant challenges to
real BCI-to-speech application. [Brumberg et al., 2010] used action potentials from 31 spike clusters in facial motor
cortex of a locked-in subject to classify correctly 21% of 38 American English phonemes, but only classified 24
phonemes above chance levels. ECoG may have greater longevity than spikes; one study used microwire ECoG
from facial motor cortex to decode a set of 10 whole words with 48% accuracy in one subject [Kellis et al., 2010].
Studies employing standard-sized ECoG electrodes, with broader coverage area, have analyzed limited sets of
phonemes, the best results of which had 91% classification of 2 isolated phonemes [Leuthardt et al., 2011; Blakely
et al., 2008], and 41% decoding of phonemes from 4 vowels or 9 surrounding consonant pairs of 36 words [Pei et
al., 2011]. Despite their successes, these studies were limited in comparison with the broad phonemic decoding that
may be necessary for natural BCI-to-speech communication.

This is, to our knowledge, the first study to analyze all of the phonemes comprising American English as
naturally spoken in words using ECoG, enabling several novel capabilities. This methodology enables us to isolate
key neural aspects for successful decoding of speech sounds.

2. Material and Methods

This study was approved by the Institutional Review Board at Northwestern University, and subjects gave
informed consent prior to experimental testing. Two subjects (female, age 30; male, age 50) who required
extraoperative ECoG monitoring for treatment of their drug-resistant epilepsy participated in this study. Electrode
placement was determined by medical necessity and included frontal and temporal areas in both subjects.

Subjects read aloud words presented on a monitor every 4 s using BCI2000. Words included the Modified
Rhyme Test, a list of 300 monosyllabic words of consonant-vowel-consonant structure. Twenty additional words
were included to create a comprehensive collection of General American phonemes in the set. Speech was recorded
with a condenser microphone and digitized at 44.1 kHz. We recorded 42 and 48 channels of ECoG (1 cm spacing) at
500 Hz and 1 kHz and bandpass filtered from 0.5 to 250 or 300 Hz for subjects 1 and 2, respectively.
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We first determined phoneme onset from spectral audio data. We computed power using short-time Fourier
transforms on common-average-referenced ECoG signal for each channel (Hanning window, length 50 ms, 2 Hz
bands), normalized by the average spectrum from a 1-s baseline. We extracted features by averaging band-power
both over a 50 ms window and over & (0-4 Hz), i (8-13 Hz), B (15-30 Hz), and high-y (70-200 Hz) frequency bands.
We decoded the phonemic class (e.g. “bilabial” or “plosive” according to International Phonetic Association
distinction) of consonants using linear discriminant analysis (LDA) on the features, selecting features with the
lowest p-values (one-way ANOVA), with 10-fold cross-validation [Flint et al., 2012]. We performed simultaneous
LDA classifications of place and manner of articulation as well as vocalization properties. We then multiplied
posterior probabilities of each classifier to decode individual consonants (Bayesian decoding).

3. Results

Successful decoding of phonemic class (place of articulation) correlated strongly with electrode location. We
classified 61% of consonant phonemes in the correct phonemic class (chance = 27%, p < 10, t-test) in subject S2,
who had 8 electrodes identified in both tongue and throat motor areas by electrical stimulation mapping. In contrast,
subject S1 had only 4 electrodes covering tongue motor cortex; we classified 36% of her phonemes correctly
(p < 10™), primarily those involving tongue. Interestingly, phonemes that were misclassified were most often
confused for neighboring places of articulation. We correctly classified individual consonants in 35% of cases for
S2. This rate was far above chance decoding (chance = 7%, p < 10™** for consonants).

The most discriminative features were high-y band power increases and mu and beta band power decreases in
laryngeal, tongue, and lip motor electrodes. We found a correspondence between p-value and articulatory location.
Informative feature times varied by phonemic class: causal features (-250-0 ms) were most significant for bilabial
phonemes, while acausal features (0-200 ms) dominated for post-alveolar and dental consonants. This suggests that
movement from consonant articulation position mattered more for decoding than the movement to articulation
position for the latter two classes. Features corresponding to lip articulation preceded features for vocalization.

4. Discussion

We attribute decoding success to articulation-based analysis aligned precisely to phoneme articulation onset.
Our incorporation of the entire spectrum of articulation enables decoding of consonants using established
articulatory principles of phonetics. Importantly, in S2, we found distinct high-y band power patterns for lip, tongue,
and laryngeal activity — a motor somatotopy. Since features for some articulatory classes (e.g. labiodental, palatal)
overlapped multiple electrodes, we hypothesize that higher density ECoG grids may better isolate features from
neighboring classes. Coverage of laryngeal, tongue, jaw, and lip motor areas best enables phoneme decoding. If
phonemic decoding can be further improved, this technology has the potential to result in faster communicative BCI.
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Abstract. We investigated an EEG-based approach for communication with minimally conscious state (MCS)
patients. In a mental imagery paradigm, the patients were instructed to perform imagined sports, navigation and feet
movements. Classification accuracies above chance level were reached by three of the four patients performing
mental imagery tasks, indicating the feasibility of this paradigm for communication with MCS patients.
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1. Introduction

Brain-computer interfaces (BClIs) based on electroencephalography (EEG) can provide severely motor-disabled
people with a new output channel for communication [Birbaumer et al., 1999]. To provide a simple and robust means
of communication, the BCI should reliably detect one specific brain pattern such as task specific event-related
(de)synchronization (ERD(S)) patterns. A group of patients who are unable to perform any motor movement to use
an assistive device are people in a minimally conscious state (MCS). Some of these patients have been proven to be
consciously aware [Monti et al., 2010]. Those patients might benefit from such a single-switch BCI. The aim of this
work is to investigate whether complex mental imagery and attempted feet movement can be reliably detected in
patients with disorders of consciousness, with the general goal to establish an EEG-based communication device.

2. Material and Methods

Four male patients in minimally conscious state (Coma recovery scale was between 9 and 18) aged between 21
and 65 years participated in this study at Albert Schweitzer Clinic in Graz. Informed consent was obtained from the
patients’ legal representatives. This study was approved by the Ethics Committee of the Medical University of Graz.

Monopolar EEG was recorded from 32 positions with active Ag/AgCI electrodes and a sampling rate of 512 Hz.
The patients were either sitting in a wheelchair or lying in bed with their upper part of the body slightly elevated.
Each patient participated in three to four mental imagery sessions.

The patients were instructed to perform different mental imagery tasks which should induce distinctive ERD(S)
patterns [Goldfine et al., 2011]. In the sports task (S), they should imagine performing one sport of their choice. In
the navigation task (N), they should imagine navigating through their house and looking around in each room. In the
feet task (F), they should repeatedly attempt to perform dorsiflexion of both feet.

One trial lasted about 12 s, whereas the cue indicating the beginning of the task was presented from second 2 to
3. The task had to be performed between second 3 and 12. All instructions were given verbally. A total number of 45
trials, separated in three blocks by short breaks, was recorded for each task.

A linear discriminant analysis (LDA) classifier based on logarithmic band power features calculated for multiple
frequency bands (9: 4-7 Hz; a: 7-13 Hz; B.: 13-19 Hz; Bu: 19-25 Hz; By: 25-30 Hz) was used. A nested blockwise
cross-validation (10x10 inner fold; leave-one-out-block outer fold) was applied to estimate the accuracy of each task
versus reference (0.5 s before cue) from beginning to the end of a trial.

3. Results

In Table 1, all significant results of the mental imagery paradigm together with the mean Coma Recovery Scale-
Revised (CRS-r) scores of the patients across all sessions are summarized. In the mental imagery paradigm,
classification accuracies above chance (o = 1%) were reached by three patients in the F or S task. Only the Laplacian
channel derivation yielding the highest accuracy is reported. In Fig. 1, the ERDS map of one patient can be seen.
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Table 1. Summary of all significant results of the mental imagery paradigm.
Mental Imagery

Patient ID Mean CRS-r .
Session  Task  Accuracy Channel Band
PAq 18 1 F 70 % Cz a
1 S 68 % Cc2 a
2 S 76 % C2 a
PAg, 14 1 F 69 % FC1 9
1 S 75 % Fz 3
3 F 71 % FC1 9
PAy, 9 1 S 69 % Fz a
2 S 68 % CPz P
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Figure 1. ERDS map of participant PA01 for the sport task of the second session.

4. Discussion

Using mental imagery seems to be a promising approach for some of the patients in minimally conscious state to
communicate their intent using EEG. Classification accuracies above chance were reached in the foot (F) or sport (S)
task but not in the navigation (N) task. This is in line with previous findings indicating that, among other tasks, motor
imagery results most frequently in better classification performance than spatial navigation [Friedrich et al., 2012].
As a next step it is planned to perform online experiments and to apply an auditory scanning method as recently
described in a study with healthy subjects [Mller-Putz et al., 2013].
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Abstract. A method to evaluate the performances of different Brain-Computer Interface (BCI) protocols is proposed.
This methodology, besides representing a first step toward the standardization of the evaluation of BCI protocols,
provides details on the statistical significance of classification accuracy thus addressing the investigation of the
discriminability of different brain responses elicited by means of specific protocols. Results deriving from the
application of the method on data from patients diagnosed with disorders of consciouseness (DOC) indicate the
value of this BCl-based methodology in supporting the objectifiable detection of brain residual responses indicative
of awareness in such severe conditions. Thanks to the integration into a multi-purpose platform for the analysis of
physiological signals and to the easiness of use, this methodology paves the way for a systematic detection of mental
states in non-responsive/non-communicative patients, who represent the challenge of BCI applications.

Keywords: BCI, DOC, Performance Evaluation, ECM, chi-square test

1. Introduction

Recently the Brain-Computer Interface (BCI) technology has been proposed as a possible communication mean
for patients clinically diagnosed with disorder of consciousness (DOC), such as vegetative states (VS) or minimally
conscious states (MCS) [Lule et al., 2013]. In this case, BCI technology might capture the brain responses correlated
with residual awareness and funnel them outside as overt sign of voluntary communication. This specific application
of BCls demands not only a high level of accuracy in detecting the brain responses but, even more, that brain
responses are reliably discriminated from the chance level (i.e. low probability errors).

Here we present a standard methodology, developed within the NPXLab suite (www.brainterface.com) which
relies on confusion matrices and on a statistical test to evaluate classification performance and its significance. It is
independent from the protocol implemented to elicit the brain responses, a property that boosts the standardization
of the evaluation process and it can be applied to the single-subject level. This latter is essential feature when due to
the variability of the patients’ brain signals, a grand-average analysis might fail in highlight the significant
individual responses. The availability of a semi-automated evaluation of brain responsiveness and its integration in a
user-friendly and features-reach software application facilitates the translation of the BCl-based technology into
clinical practice to support diagnosis of non-behaviorally responsive patients.

2. Material and Methods

3.1. The Extended Confusion Matrix (ECM) and the chi-square test: statistical evaluation of classification

Classification performance can be stored into an ECM, a table where the number of times the brain responses to
be classified (classification classes) were correctly classified, misclassified or not recognized [Bianchi et al., 2007],
are saved. From an ECM, different performance metrics can be calculated (accuracy, bit rate, mutual information,
etc). Also, a statistical test (chi-square test) can be associated to each class to evaluate if the classification results
significantly differ from the chance level. This strictly depends on the number of trials (the number of times each
brain response is classified) which determines the confidence interval of the chance level. In this way it is possible
to validate results by adding information on the accuracy significance. The p-value associated to the accuracy
assesses how much significant the classifications are.
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3.2. EEG recording and data analysis

To show the method, data from 4 DOC patients were used. They were administered a classical acoustic oddball
P300-based paradigm, during which they were asked to mentally count the deviant tones (targets, T=60) against the
standard (non-targets, NT=420). The ISI was set to 850ms. EEG potentials were recorded from 32 active electrodes,
with a sampling rate of 512 Hz. For classification purposes, data were sub-sampled to 256Hz, ocular and muscular
artifacts were identified and 60 NT were randomly selected. A subset of electrodes (F3, Fz, F4, C3, Cz, C4, P3, Pz,
P4) was chosen. A post-stimulus period of interest (50 ms to 650 ms) was selected and a leave-one-out validation
was applied on the artifacts-free single trials belonging to each class to test the classifier (SWLDA).

3. Results

Results of the classification validation are reported in Table 1. In S1 diagnosed as VS, at significance threshold
of 5%, classifications were random for all the trials belonging to both T and NT class (p > 0.05). In the second VS
case S2, the average accuracy for all the trials was 72.32% and both T and NT class were significantly classified
(p7=0.027, pn7=0). For the two patients diagnosed as MCS, total accuracies were slightly better, 64.46% and 72.73%
for S3 and S4, respectively. Both T and NT classes were significantly discriminated from chance (p < 0.05).

Table 1. Classification validation results. The following values are listed: subject, clinical diagnosis, total number of trials,

total accuracy, target (T) accuracy and p value, non target (NT) accuracy and p value. Bold values= p<0.05.

Subj Diagn. Trials Total Acc[%] T Acc[%] p NT Acc[%] p
S1 VS 109 55.05 49.06 0.891 60.71 0.109
S2 VS 112 72.32 65.38 0.027 78.33 0
S3 MCS 121 64.46 65 0.02 63.93 0.03
S4 MCS 110 72.73 67.31 0.013 77.59 0
4. Discussion

The proposed methodology unveiled that in one VS case (S2) single trial brain evoked responses were classified
with a highly significant p-values, thus suggesting the preservation of a command following ability otherwise not
detectable by the patient behavioral clinical assessment. The classification validation results obtained for the two
MCS patients confirmed, at the level of single trial, the clinical assessment indicating the ability for these 2 patients
to discriminate between two different types of stimulations.

It is mandatory to stress that the absence of a positive result in our test (as in the S1 case) could be ascribed to
many factors independent from the diagnosis of VS thus, preventing any definitive conclusions on the clinical
diagnosis reliability. False negative inducing factors may be: vigilance status at the time of the recording (patient
was sleeping), cognitive dysfunction masked by the consciousness disorder that affects the auditory task
accomplishment, high signal to noise ratio, the classifier was not the best to extract relevant features. One
recommended solution is to obtain patient’s multiple recordings at different times and/or to test different translation
algorithms to identity the best appropriated for the relevant features. On the other hand, a possible occurrence of
false positives (statement on the presence/intactness of patient’s cognitive processing ability) has to be considered.
In this case, one source of errors might be the capture of brain response components not directly related to a
voluntary shifting of attention between T and NT class (in our auditory paradigm) that interfere with the algorithm
classification output. A careful stimulation protocol design is the first step to prevent such error source.

This BCl-based methodology implemented in a practical tool offers an effective instrument for a standard
evaluation of performance accuracy and for the assessment of the reliability of such accuracy.
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Abstract. A set of tools and methods for the analysis of electrophysiological signal acquired in patients diagnosed
with Disorders of Consciousness (DOC) are here outlined. They allow to process data from several different devices
and relative to different protocols, thus facilitating the sharing of data, protocols and the evaluation of results across
different laboratories and in a homogenous way. Evaluation tools are also provided to detect brain activity in DOC
patients.

Keywords: Brain-Computer Interface, Consciousness, Methods, Evaluation, Detection

1. Introduction

Since now, Brain-Computer Interface (BCI) technology main aim has been to provide a mean for restoring
communication capabilities to patients who have lost their motor capabilities, such as those affected by severe
neuromuscular disorders (e.g. Amyotrophic Lateral Sclerosis). Most of the studies described in the literature focuses
on the implementation of new methods, algorithms, protocols, devices for maximizing the information flow from the
brain to the external environment without using the normal pathways of nerves and muscles and a wide set of
technology has been developed. This last, however, can also be applied in other contexts, such as the one described
in this paper, in which BCI expertise has been used for detecting brain activity changes in those patients diagnosed
with Disorder of Consciousness (DOC), that fall into two states, Vegetative State (VS) and Minimally Conscious
State (MCS) that can be really difficult to discriminate [Lulé et al., 2013]. The main difference among them is that
MCS patients preserve some cognitive ability which is hard to detect and that is unavailable in VS: several times, as
described in [Monti et al., 2010], MCSs were erroneously diagnosed as VSs. For this reason, the idea of applying
protocols aimed at detecting some brain activity that requires awareness or understanding (e.g. P300, N400, etc.)
arose. However, the evoked response are in these patients somehow destructured, different across subjects and with
respect to those usually described in the literature. For this reason, BCI classifiers represent a valuable instrument
which, in most cases, are able to adapt to each subject to detect and discriminate among different brain states: in this
case it is not important for example to fully describe in time and amplitude two ERPs, but just that they are different.
There is, however, a relevant difference with typical BCIs: these last are usually tuned to maximize the amount of
information extracted from the brain, whereas in this study the primary goal is to maximize the accuracy and
reliability of the detection process. Thus, it is necessary to implement new tools and methods for answering new
questions. Another problem is that this new approach lacks of a standardized procedure and methodology and large
reference datasets are missing or hard to obtain. To overcome this and other problems, a set of tools belonging to the
BF++ framework [Bianchi et al., 2003] has been implemented or adapted to allow different laboratories to share
their data, to use the same evaluation methods regardless on the adopted experimental paradigm thus allowing a
faster and coherent growth of this research field and to measure how reliable are the classification results.

2. Material and Methods

Despite classical BCls, the process for classifying different brain states in this new class of experiments is
usually performed offline: this allows to better optimize the evaluation process in order to maximize its robustness.
The proposed BF++ platform, which can be downloaded from www.brainterface.com, includes several tools (mostly
for free) for the processing and analysis of data. The NPXLab tool, for example, is a complete EEG/ERP reviewer
and analysis system which allows filtering signals either in the time or in the spatial domain with methods such as
Laplacian, Independent Component Analysis (ICA), Common Spatial Patterns (CSP), etc., to compare, even
statistically, evoked responses, to perform spectral analysis and brain mapping and much more. It can read several
different file formats (EDF, BCI2000, g.Tec, GDF, ASCI|, etc.), thus allowing a wide range of labs to adopt it.
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The BCIClassifier is a powerful tool which implements 8 different classifiers (SWLDA, FLDA, BLDA,
SRLDA, RLDA, KNN, SVM, ANN), operates on raw or filtered signals (including, ICA and CSP components) and
automates training/testing/classification/validation procedures. It also provides confusion matrices to evaluate
classification performance and metrics to evaluate protocols/systems. More importantly, a statistical procedure has
been also implemented to assess if classifications are due to chance or not: a chi-squared test computes the
probabilities (p-values) of making errors stating that the results are not due to chance. Thus, the lower the p-value,
the more reliable the results. It is important to underline that, because the test is performed on classification results
and not on the signals, they are protocol independent: not only ERPs, but also motor imagery, SSVEP, and fMRI
based protocols can be evaluated in this way. This guarantees a wide usability of this procedure.

The way this last tool can be used in the study of DOC patients is simple: subjects are asked to perform a series
of cognitive tasks, in which they have to categorize two classes of stimuli. If they are able to perform the task then it
is possible to correctly classify it, otherwise the results are due to chance: the statistical test will check this exactly
this. In this way, it is possible to deduce if residual cognitive abilities are present in a patient and therefore support
the clinical assessment of his/her state.

3. Results

For its simplicity, support of a wide range of file formats and protocols and completeness in either the reviewing
or the analysis process, the proposed platform has been adopted by the EU DECODER project: it has been
successfully used to analyze data from several protocols from 6 different laboratories. In another report in this
conference [Quitadamo et al., 2013] promising results show agreement among the complete processing pipeline of
the NPXLab Suite with MCS diagnosed patients, whereas brain activity related to a cognitive task was reported in
one VS patients, thus suggesting a misdiagnosis.

4. Discussion

Classifiers can represent a powerful tool to help clinicians to make diagnoses. However, their output is subject
to mistakes, false positives (FP) and false negatives (FN), and these may have several causes and consequences.

False positives may be due to systematic errors in the experiment, such as stimuli related artifacts, or statistical
random noise. Their occurrence can be easily reduced by repeating the experiment, increasing the number of
trials/classifications, which increases the signal to noise ratio, and improving the design of the experiment, as in
every cognitive task. The consequences of such errors are to diagnose a VS patient as MCS.

False negative may have different causes and then are much harder to be removed. Possible causes are: subject
is sleeping, the task/protocol is too difficult to be performed (e.g. he is not able to recognize familiar voices), activity
is not detectable, classifier fails, signal is too noisy, statistical test fails, etc. Repeating the test only increases the
probability to find the subject in an awaken state and to reduce the probability of statistical test failure. The
consequences of such errors are to diagnose a MCS patient as VS.

Thus, these tools should not be used to perform a diagnosis, but to support it. They include a fully functional
EEG/ERP system with advanced filtering techniques such as ICA and CSP, procedure for automating and validating
classifications (8 different classifiers are provided), methods for evaluating protocols and to measure the reliability
of the results. They are easy to use, support a dozen of different file formats and most of them available for free.
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Abstract. This study asks whether brain-computer interface (BCI) technology can provide a clinically viable tool to
assess awareness in patients after brain injury. It also seeks to determine whether brain activity, as observed with
non-invasive electroencephalography (EEG), can predict possible recovery, and can thereby assist in prognosis and
in planning rehabilitation strategies. We present here the study setup and methodology and some initial data. The
paradigm consists of acquiring 32 channel scalp EEG while the participant is asked to imagine making specific hand
and feet movements. The EEG data is analysed retrospectively to assess the correlations between conditions and the
scalp distributions of mu (8-12 Hz) and beta (18-26 Hz) rhythms.
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1. Introduction

The diagnosis of post-brain injury unawareness (PBU) in patients with severe brain injury can be difficult.
Approximately 50 percent of patients with apparent vegetative state will demonstrate consistent cognitive responses
one month after traumatic, anoxic, or vascular brain injuries [Levin et al., 1991]. PET scan, functional MRI, and
EEG data suggest that the clinical diagnosis of PBU is not always accurate [Cruse et al., 2011]. Incorrect
classification of a cognitively aware patient as vegetative may result in incorrect treatment and inappropriate long-
term care. Even using the best available protocols, there is always a degree of uncertainty in a diagnosis of vegetative
state [Cruse et al., 2011; Chatelle et al., 2012]. Although functional PET and MRI studies may identify patients who
have been incorrectly classified as vegetative from a brain injury, the expense and logistical difficulties of obtaining
these studies make them impractical for routine clinical use, particularly in the acute rehabilitation setting. An EEG-
based Brain-Computer Interface (BCI) can non-invasively monitor the brain for responses to somatic, auditory or
visual input [Wolpaw and Wolpaw, 2012]. The equipment and protocol are relatively inexpensive, and can be used
conveniently in the acute hospital or rehabilitation setting.

This study aims to evaluate awareness in patients who have been clinically diagnosed with PBU using an EEG-
based BCI protocol to determine whether a spoken command produces an EEG response temporally related to an
auditory stimulus. It seeks to determine whether there are differences in the medical histories of the patients who
respond vs. those who do not, and to investigate the prognostic value of the results.

2. Material and Methods

2.1. Subjects

The current participants are 3 patients with traumatic brain injury who were admitted to the Helen Hayes Hospital
(HHH, NY, USA) Neurorecovery Program. The inclusion criteria are: > 16 years of age; JFK Coma Recovery Scale
(CRS) < 10; no serious co-morbidities; no craniotomy defects; no major scalp lacerations; and informed consent
from a legally authorized representative. The study has been approved by the HHH Institutional Review Board. The
participant is assessed for recovery from PBU by a trained psychiatrist or psychologist. The primary measure is the
CRS. Subscales are comprised of hierarchically-arranged items associated with brainstem, sub-cortical, and cortical
processes. The CRS was measured within one to two days of the recording. The Glasgow Outcome Scale (GOS) will
be measured weekly as a five-point scale. The Functional Independence Measures (FIM) will be used for measuring
the severity of disability.
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2.2. Experimental paradigm

EEG from a 32 channel referential montage is collected while the participants perform two motor imagery tasks. In
each trial of each task, the participant hears one of two commands: ‘move hands’ and ‘relax’; or ‘move feet’ and
‘relax’. The commands are pre-recorded in a female voice and delivered via headphones. Each command is followed
by an interval of 5.5 s when the participant is expected to perform the cued motor imagery. Before the start of each
run (each set of trials), the participant is instructed to imagine moving both hands or both feet from the time they
hear the motor command until they hear the ‘relax” command. A set of 20 ‘imagery’ and ‘relax’ trials form a run,
which lasts for about 5 minutes. Four runs are collected in total, two for each motor task: hand motor imagery and
feet motor imagery. Hand and foot imagery runs are interleaved.

2.3. Data acquisition

EEG data is acquired at 256 Hz sampling rate, using two synchronized FDA-approved 16-channel g.USBamp
amplifier units (g.tec, Graz, Austria). The data are collected with 32 gel electrodes pre-embedded in an elastic cap, in
a customized montage. The BCI2000 software [Schalk et al., 2004] platform is used for presenting the commands as
well as for maintaining the synchronization of the stimulus presentation with the EEG records.

2.4. Data Analysis

The analysis is performed in three main steps: Pre-processing, spectral estimation, determining statistically
significant differences between motor imagery and rest conditions (and between hand imagery and foot imagery
conditions). These steps were performed with MATLAB and in-house software.

The EEG data are pre-processed by artifact removal (visual inspection) and notch filtering followed by a spatial
filter. The data are then notch-filtered at 60 Hz to remove line noise. Subsequently, the data are subjected to a
common average reference (CAR) spatial filter.

The next step is determination of the power spectra for all EEG channels. A 4.5 s period of continuous data, starting
1 s after the end of the auditory command, is used from each trial. The power spectral amplitudes for all channels are
then determined for each data segment with a short-time fast Fourier transform (STFT), using a Hanning window of
500 ms for 6-28 Hz with a frequency resolution of 2 Hz.

The spectral estimates for each bandwidth and for each channel are then pooled for the hand and feet motor imagery
classes as well as for their respective ‘rest’ classes. A non-parametric Wilcoxon-Rank Sum test is used to find
significant differences in the frequency content of the various EEG channels between the motor imagery and rest
conditions. Furthermore, the classification accuracy for hand imagery vs. rest and feet imagery vs. rest is determined.

3. Results

We found significant differences in power in the mu and/or beta frequency bands between the motor (hand or
foot) imagery and the rest conditions for normal control participants as well as for the first three participants with
brain injury. For one of these, analysis of power in the beta band yielded classification accuracies of 74.7% and
61.2% for hand vs. rest and feet vs. rest, respectively (p < 0.001 and p = 0.02).

4. Discussion

With further data collection and analyses, this study may validate a useful new diagnostic method for evaluation
of patients in an apparent vegetative state. The method might provide useful prognostic information and aid in the
formulation of individual treatment and disposition plans. Improving the identification of patients who are more
likely to regain some function could yield more appropriate treatment strategies and more effective deployment of
available resources.
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Abstract. Traditional clinical methods for diagnosis of disorders of consciousness are highly subjective and
dependant on the patient’s ability to move or speak. Objective tools mainly neuroimaging based validation of
imagery paradigms akin to those used in brain computer interface applications have partially addressed this problem.
But there is now widespread consensus that long term benefits to quality of life for this patient group can be better
achieved at the bedside. This work is aimed to develop an objective portable tool at the bedside to establish the
ability to respond to command without moving or speaking. A volitional paradigm with a classic motor imagery
flavour but specifically designed to utilize the stimuli previously used in fMRI paradigm is developed for this
purpose. The neural signatures computed using classifier performance indicate similarity to the areas of brain
activation as revealed in the neuroimaging studies. The results show a consistent classifiability of the volitional
tasks: ‘imagine playing tennis’ (IPT) and ‘imagine spatial navigation’ (ISN) with classification accuracies of more
than 90%. The paradigms using these volitional tasks can be further used and implemented on selected patients for
objectively detecting awareness.

Keywords: EEG, Minimally Conscious state (MCS), Motor Imagery, Vegetative state(VS) , Volition

1. Introduction

Disorders of consciousness, namely coma, vegetative and minimally conscious states are currently diagnosed on
the basis of the patient’s clinical history and exhibited behaviour. The clinician’s central objective is to determine,
beyond reasonable doubt, either that a patient demonstrates no evidence of awareness of self or harbours some
inconsistent, but reproducible sign of awareness [Bates, 2005]. This task, as demonstrated in several clinical audits
[Andrews et al., 1996], is far from straightforward and there exists a high degree of error in diagnosis (up to 43%).
In order to address the principal source of error, namely the highly subjective process of deciding whether an
exhibited behaviour is a conscious or unconscious process, research groups have recently started to develop
objective tests to reveal signs of awareness [Goldfine et al., 2011]. Furthermore, efforts have been made to develop
modes for simple communication [Monti et al., 2010].

Brain computer interfaces can provide non-muscular communication and control of prosthetic devices in
persons with severe motor disabilities [Birbaumer et al., 2003]. BCI technology can detect user modulation of neural
activity to signal wilful intent. Its success has been mainly with fully conscious, but severely disabled patients
unable to move. The training phase of the classic BCI setup presents a potential bedside method to detect awareness
in persons without the ability to move or speak after a brain injury.

In this manuscript we evaluate and compare the motor imagery and spatial navigation paradigms with a classic
BCI motor imagery paradigm in untrained healthy volunteers. Our objectives were twofold: (a) Do the mental
imagery paradigms successfully demonstrated with neuroimaging and validated in healthy volunteers produce
similar temporally and spatially resolved patterns of activation detectable using scalp EEG? (b) Can sufficiently
robust patterns of activation be detected in untrained BCI volunteers?

2. Material and Methods

Twelve healthy volunteers (11 male, right handed) with no previous experience of BCIs participated in the
study, which was approved by the HSSREC, University of Warwick, UK. All subjects gave written informed
consent. 32 EEG channels sampled at 200 Hz and bandpass filtered between 0.1 and 70 Hz were acquired using a
commercial EEG system (Brain Products GmbH).

Subjects underwent a single EEG acquisition session, during which they were asked to perform two/three tasks in no
specific order: (a) task 1: imagine repeatedly moving the dominant upper limb back and forth in the context of
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swinging a tennis racket to hit a ball versus rest, (b) task 2: imagine spatially navigating through the rooms of their
home; concentrating on recreating the contents of each room rather than the act of movement from one room to
another versus rest, (c) task 3: task 1 versus task 2 versus rest. In the rest period subjects were asked to relax.

At the start of each trial subjects were instructed to perform the set task if a marker appeared at the top of the

computer screen (i.e., IPT or ISN) and change when the marker changed position, which was associated with the
other task (e.g. rest). BCI12000 was used for stimulus presentation.
The analysis was designed using the functions from the Biosig toolbox. A single channel classification-performance
(SCCP) based selection is robust and speedy method in which the contribution of each channel to the classification
process is weighted using Cohen’s kappa coefficient. In order to explore all the best combinations, 435 bipolar
channel combinations were created. Classification using linear discriminant analysis is carried out on the
autoregressive (AAR) features from the bipolar channel combinations using a k-fold cross validation procedure. The
channels which generate the highest values of kappa coefficient are selected for the final classification stage.

3. Results

In case of IPT versus R, the channels placed on the motor areas and the frontal areas provide significantly higher
contribution in the classification process between task IPT and R. Similarly, in the case of ISN versus R, 10 subjects
show clearly highlighted temporo-parietal, occipital and frontal areas. These areas are supposedly associated with
the spatial navigation and rest tasks.

Apparently, for almost all the topographic maps involving the rest state, higher values of kappa are observed for
the frontal channels in majority of the subjects (11) implying the contribution of the frontal lobe to the rest state
mental activity. The neural signatures of the three task volitional imagery provide clearly demarcated the areas of
high activity for the ‘rest’ (frontal areas), ‘imagine playing tennis’ (central motor areas) and the ‘spatial navigation’
(parietal areas). Average accuracy achieved across the group for IPT versus R is 87.06%, while it is 86.94% in the
case of ISN versus R. For three tasks IPT versus R versus ISN, the average accuracy is 75%.

4. Discussion

This work provides an electrophysiological framework for using established neuroimaging tasks for objective
segregation of levels of disorders of consciousness. The SCCP method bypasses the complicated and cumbersome
clinical interpretation of the EEG frequencies from brain injured patients but provides a solution to demarcate areas
of high separability between these tasks. As these tasks are classifiable with high degree of accuracy, there exists a
sub-group of non-behavioural, but intermittently conscious patients transiting through the continuum of impaired
consciousness. BCI may be the most effective technique to detect such patients and provide a communication
interface.
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Abstract. Recently, multi-brain computing has attracted growing attention in the fields of cognitive neuroscience and
neural engineering. The potential of using a multi-subject brain computer interface (BCI) to improve individual
human performance has been proposed and demonstrated in offline studies. However, little is known about the
feasibility and practicality to implement such a system. This study proposes a general centralized system framework
for implementing an online multi-subject BCI and demonstrates a collaborative BCI for group decision making using
the proposed framework. The online test results suggest that the proposed framework can greatly satisfy the technical
requirements of an online multi-subject BCI.
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1. Introduction

Two heads are better than one, known as collective intelligence, the mechanism and neural basis of which has
recently attracted growing attention of researchers in psychology and neuroscience [Bahrami et al., 2010; Eckstein et
al., 2011]. The collective intelligence has also been introduced to the neural engineering field. For example, the
potential of using a brain computer interface (BCI) based on multi-brain computing, named collaborative BCI, to
improve human performance has been explored by recent studies [Wang et al., 2011; Eckstein et al., 2011].
However, although the theoretical aspects of a multi-subject BCI have been proposed in these studies, a general
system framework for developing and implementing an online system has not been well established. Therefore, it is
of great importance to provide a general system framework of an online multi-subject BCI to researchers. To this
end, this study proposes a centralized system framework of an online multi-subject BCI and demonstrates a
collaborative BCI for improving group decision making.

2. Material and Methods

The system framework consists of four major modules: (1) an EEG recording module (comprising multiple EEG
amplifiers and data recording computers), (2) a stimulus and feedback presentation module (including multiple LCD
monitors, one in front of each subject), (3) a data-analysis module (implementing group EEG data analysis on a
server computer), and (4) a control module (performing stimulus generation, feedback generation and
synchronization control). Fig. 1 shows a schematic overview of the proposed system. In the system, the EEG data
from a group of subjects are recorded with multiple EEG amplifiers synchronized by trigger signals from the
computer server. A Media-Key multimedia teaching system delivers visual cues to multiple LCD monitors
simultaneously. EEG data from each of the subjects are sent to the server via TCP/IP for real-time group data
analysis. Visual feedbacks are presented on the screens to all subjects.

This study used the proposed framework to implement a collaborative BCI for Go/NoGo decision making.
During the experiment, a series of images including face images (Go tasks) and car images (NoGo tasks) were
presented to the subjects. Seven groups of people (three subjects in each group) participated in the experiment. A 16-
channel EEG amplifier was used for collecting data from each subject. A two-layer support vector machine (SVM)
classifier was applied to predict the Go/NoGo decision with the first and second levels for individual and group
classification, respectively. The experiment comprised a training session used to train the classifiers and a testing
session used to evaluate the performance of the system. Each session comprised 120 trials.
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Figure 1.  System framework for an online multi-subject BCI.

3. Results

Consistent with offline analysis, the online test showed that the collaborative classification significantly
improved the performance of the individual classification. Using the EEG data within 300 ms after the stimulus
onset, which was about 90 ms earlier than the mean behavioral response time (RT) (393 + 69 ms), the mean accuracy
of the collaborative classification was 82.4 + 6.1% across all groups. It was 11.6% higher than the average individual
accuracy (70.9 +6.2%, p < 10™) and 7.6% higher than the best individual accuracy (74.7 +4.8%, p < 10). The
results suggest that the proposed framework can greatly satisfy the technical requirements of an online multi-subject
BCI.

4. Conclusion

This study demonstrates a general framework for implementing the multi-subject brain-computer interaction. In
addition to BCI applications, the proposed framework might have potential for EEG-based group brain imaging of
social processes and behavior.
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Abstract. Recently, BCI research has started to provide new, elementary insights not only into brain control but also
into the basis of neurocognitive processes. Here, we describe a novel BCI paradigm, ‘Two-Person-BCI” or ‘Dual-
BCI’, where the joint brain activity of two participants controls a computer. This can serve as a promising new
research paradigm for the emerging field of brain-to-brain coupling. The main hypothesis underlying this field is that
people’s ability to coordinate their brain activity forms the elementary basis for communication, thus creating a so-
called ‘shared space’ [Gallese, 2003]. A key feature of our new Dual-BCI paradigm is that it allows people to
coordinate their behavior without using muscular activity. Here, we will show why Dual-BCI is an especially
promising paradigm for investigating brain-to-brain coupling, we will describe analysis methods that can be used to
detect different types of neural coordination between brains, and provide preliminary results from a first experiment
where the paradigm has been applied; see also the companion abstract [Schultze-Kraft et al., submitted].
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1. Introduction

For a long time neuroscientists have struggled to understand the neural basis of human communication.
Traditional approaches that aim to understand the neural basis of human communication have recorded the brain
activity of one person at a time (for an overview, see [van Overwalle et al., 2009]). In contrast to the traditional
approaches, a fundamental hypothesis of the new field of Two-Person Neuroscience is that the coordination of brain
processes between individuals is a central factor for enabling communication. Since the emergence of this new field
the number of studies is steadily increasing, and the first results confirm this hypothesis (e.g. [Anders et al., 2011;
Kuhlen et al., 2012]).

A critical limitation of the studies conducted so far is that all of them require some form of motor activity for
communication/coordination of behavior. Thus, it remains an open question to which degree the obtained results rely
on muscular motor activity and/or neural processes underlying those. That is, it would be important to disentangle
coordinated neural activity that is simply the result of coordinated behavior from that which is crucial to establish
coordination in the first place. To investigate this question, we conceived a new paradigm that allows coordinated
behavior, but that does not require any kind of muscular activity: The ‘“Two-Person’ or ‘Dual-BCI” setup. In this
setup, two participants coordinate their behavior to jointly control a virtual character. Critically, they control the
character via BCls, thus avoiding any kind of muscular activity, because BCls circumvent the traditional brain-
muscle-pathway; instead, they provide steering commands to the computer directly via thoughts. In the remainder of
this paper, we will shortly describe the setup of an Dual-EEG-BCI study that we are currently conducting, explain
which analyses methods we are going to use, and discuss why we believe the Dual-BCI Setup to be a promising tool
to advance our understanding of the neural basis of human communication.

2. Material and Methods

2.1. Dual-BCI Setup & BCI game

In the experiment, ten pairs of participants used motor-imagery to control a game character (a cowboy) in a two-
dimensional cooperative maze game, where the cowboy moved around to collect a number of targets (fruits); more
details in [Schultze-Kraft et al., submitted]. To be able to test whether neural coordination — if existing — changes
with the amount of cooperation that is needed to play the game, we used different experimental conditions that
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involved different levels of cooperation between both players (Table 1). The conditions are presented in successive
blocks, were each block lasts about 10 minutes, depending on how fast participants reach the goal of each level.

Table 1. Experimental conditions: From top to bottom conditions require an increasing amount of cooperation between both
players. The white (gray) circle in row one denotes the game character of player 1 (player 2). The other white-gray circles
denote that both players control the same character. White (gray) arrows denote control direction of player 1 (player 2).

Condition Description Ilustration
Individual Control Each player individually controls a different game PN
character along one dimension (left/right) e
Same Dimension Control Both players control the same character along the same P
dimension (left/right) Ralind
Separate Dimension Control Each player controls the same character along one e
Il

dimension (left/right vs. up/down)

Split Dimension Control Each player controls the same character along one
direction of each dimension (e.g. left/up vs. right/down)

2.3. Data Analysis

A battery of different methods will be used to test the hypothesis that brain activity coordinates while people are
communicating, and to identify which features of brain activity are coordinated, if coordination is present. These
analyses will include, among others, canonical correlation analyses, between-brain phase locking values, between-
brain- and granger-SPoC [Dahne et al., 2012], and frequency band power correlations.

3. Results

At the time of this writing, data recordings are currently in progress. Participants were successful in playing the
game in cooperation, showing that they are able to coordinate their behavior as required [Schultze-Kraft et al.,
submitted]. First results on brain-to-brain coupling will be presented at the conference.

4. Discussion

We introduced ‘Dual-BCI” as a new tool to investigate brain-to-brain coupling in Two-Person Neuroscience. An
especially attractive feature of Dual-BCl is that it allows investigating coordinated behavior without requiring any
form of muscular activity. We believe that the Dual-BCI has the potential to open up a new branch within Two-
Person Neuroscience and, more general, will help to continue establishing BCI as a method within the neurosciences.
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Abstract. Pairs of participants simultaneously used EEG-based motor-imagery BCls to jointly play a cooperative
computer game. Here, we present this novel ‘Dual-BCI” setup, including results on feasibility and user experiences,
experiences on the design of Dual-BCl games, especially highlighting possible caveats and potential solutions. In
addition, we investigated and compared the simultaneous classifier outputs from both participants and explored the
use of both participants’ brain signals for simulated online BCI. Importantly, the presented Dual-BCI scenario
represents a promising tool for the investigation of brain-to-brain connectivity in human social interaction; see
companion abstract [Gorgen et al., submitted].
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1. Introduction

Despite abundant research with non-invasive BCIs, multi-brain BCI studies (BCI applications involving
multiple users at the same time) are scarce. The few multi-brain BCI studies that have been conducted involve two
participants simultaneously — but individually — controlling a separate part of an application (e.g. two-player ‘Brain-
Pong’) [Miiller et al., 2006; Gobel et al., 2004]. To the best of our knowledge, the present study is the first one
investigating a cooperative BCI scenario, in which two participants jointly play a computer game cooperatively
controlling a single game character. Here, we present first results on the feasibility and user experience of jointly
and continuously controlled BCI applications. We give a detailed description of the Dual-BCI setup, the design of
the continuous BCI game, potential caveats and possible improvements. Furthermore, we compare the simultaneous
classifier outputs from both players and explore the integration of both participants' brain signals for multi-brain
classifiers. In addition to the development of BCI games, one interesting application scenario for the Dual-BCl setup
is its ability to serve as a framework for investigating neural brain-to-brain connectivity of inter-personal interaction:
Using BCls to control computers via brain activity alone, people can perform coordinated behavior without any
muscular activity, a potential confounding factor of previous studies investigating brain-to-brain connectivity. Refer
to our companion abstract [GOrgen et al., submitted] for more details.

2. Material and Methods

Ten pairs of participants used motor-imagery to control a game character (a cowboy) in a two-dimensional
cooperative maze game, where the cowboy moved around to collect a number of targets (fruits). Fig. 1 illustrates the
Dual-BCI setup that we employed. EEG data was filtered using Common Spatial Pattern (CSP). The resulting CSP
features were classified using Linear Discriminant Analysis (LDA), the output of which was used as control signal.

Cemp-2

— TCR/IR _

EEG EEG

Figure 1. The Dual-BCl setup: Two players are seated in front of separate monitors. Recording and processing of EEG data is
performed by a single computer. All data needed to display the BCI feedback is sent via network to a second
computer to display it to the second player.

2.1. Conditions

Experimental conditions involve different levels of cooperation between both players (Table 1). The conditions
are presented block-wise. Additionally, we employed a pure observational condition and a keyboard condition.
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Table 1. Experimental conditions: From top to bottom conditions require an increasing amount of cooperation between both
players. The white (gray) circle in row one denotes the game character of player 1 (player 2). The other white-gray circles
denote that both players control the same character. White (gray) arrows denote the control direction of player 1 (player 2).
In conditions 1 & 2, the character was controlled in 1D (along the horizontal axis), in conditions 3 & 4 in 2D.

Condition Description Ilustration

Individual Control Each player individually controls a different game ——
character along one dimension (left/right) em

Same Dimension Control Both players control the same character along the same [ o

dimension (left/right)

Separate Dimension Control Each player controls the same character along one i
dimension (left/right vs. up/down) "49."
Split Dimension Control Each player controls the same character along one direction KN
of each dimension (e.g. left/up vs. right/down) 3

2.2. Data Analysis

Data analysis is currently in progress. It includes a descriptive statistical analysis of user questionnaires, which
were used to collect subjective data on the user experience of the BCI game. Furthermore, we perform correlation
analyses between subjective ratings and objective performance. We present detailed histograms of the continuous
classifier outputs from both participants during different phases of the experiment and compare these to subjective
experience and objective performance. Additionally, we will explore the use of both participants’ brain signals for
simulated online BCI in order to enhance performance using multi-brain classifiers.

3. Results

3.1. Feasibility

The Dual-BCl system has been tested successfully: Joint control of the cooperative BCI game by two
participants using motor-imagery was accomplished.

3.2. Evaluation

Preliminary results show that participants preferred the cooperative ‘separate dimension control’ condition as
compared to ‘individual control’ and the ‘same dimension control’ condition in terms of competence, immersion,
flow, challenge, empathy and positive affect. This suggests that participants favor playing together and that user
experience is enhanced in this cooperative setting. Drawbacks in the ‘split dimension control’ condition (e.g. level of
control difficulty) lead to decreased joy of use in this condition. Descriptive analysis of the participants' continuous
classifier outputs suggest bi-modal histograms for participants with good BCI control. Detailed results will be
presented at the conference.

4. Discussion

We successfully establish a Dual-BCl setup in which two participants played a cooperative BCIl game. To the
best of our knowledge, this study provides first results on the feasibility of cooperatively continuous-controlled BCI
applications by two persons. Thus, this work constitutes the foundation for further investigation on the benefits of
mutli-brain BCIs. One promising application scenario of this approach is its capability of using it as a tool for
investigating brain-to-brain coupling between people during human social interaction [G6rgen et al., submitted].
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Abstract. BCls hold the promise for the restoration of communication and control ability to users with severe motor
disability, but BCI research has not yet fully addressed the social burdens of their disabilities (i.e., interaction with
other people). This study investigated and found differences in performance and brain activity patterns when people
perform a task jointly with each other under different collaborative work conditions. We suggest that supporting
interaction in BCl-supported collaborative work provide greater benefits for users, including people with severe
motor disability.

Keywords: EEG, SSVEP, Turn-by-turn collaborative work, Collaborative BCI, Brainbot

1. Introduction

Despite a considerable amount of ongoing research, current efforts in the area of BCI research and development
still have significant gaps [Lebedev and Nicolelis, 2006]. Most existing BCls are still single-user applications, which
do not meet the needs of users who want to work together. Working together and collaboration is common and
natural for people in order to complete a job faster or to share expertise for a complex task [Heer et al., 2008].
Collaboration can help to foster the sharing of knowledge, ideas, and skills [Isenberg and Carpendale, 2007]. Due to
the rapid advance of BCI technology and aforementioned advantages of collaboration, we envisage that in the near
future people, including those with severe motor disability, will be able to perform tasks with other people only
through their brain activity. However, there has been a general lack of understanding regarding how BCls should
support collaborative work under various task conditions. As the first step to address these research issues, this study
investigated differences in performance when people perform a task jointly with other people only through means of
their brain activity under different collaborative work conditions.

2. Material and Methods

2.1. Participants

Two right-handed healthy subjects (mean age: 28.4+1.5; 2 males) volunteered to participate in the study.
Subjects had normal or corrected-to-normal vision with no prior experience related to SSVEP-based BCls. Subjects
were not given any financial reward for their participation.

2.2. Data Acquisition and Processing

EEG data was recorded using an EEG cap with 16 electrodes, according to the extended International 10-20
system. Signals were amplified with a g.USBamp amplifier. Fpz and right ear lobe were used as ground and
reference, respectively. The EEG signals were digitized at a sampling rate of 512 Hz, with band-pass filtering from
5 Hz to 60 Hz. In order to determine a user’s SSVEP responses, we used a harmonic sum decision (HSD) method
using signals from two occipital channels (O; and O,) with the target frequencies of 6, 7, 8, 9, and 11 Hz.

2.3. Experimental Design and Procedure

We developed BrainBot, a SSVEP-based collaborative BCI for control, constructed using a LEGO Mindstorms
NXT kit. Participants were asked to perform a sequence of six activities (G—St3—R—G—St1—R) by controlling
Brainbot, in which they grasped (G) and released (R) a ball to one of the three target locations (St 1, St2, and St3)
beginning at St2 (i.e., Grasping a ball at station 2).

The type of collaborative work (co-work) was manipulated as a within-subject independent variable: (a)
individual work where participants perform a task alone, (b) Co-Work 1: turn-based co-work with self-error
correction where a pair of users takes turns to perform a task and any error is corrected by the person who made, and
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(c) Co-Work 2: turn-based co-work with error correction by partner where a pair of users takes turns to perform a
task and any error is corrected by the partner.

3. Results

To investigate differences in performance and brain activity when a pair of users performs a task jointly with
each other under different collaborative work conditions, this study employed several dependent measures, which
can be categorized into two types of variables: (a) task performance (task completion time in second, the number of
error, and maximum power spectrum in V,ms’) and (b) brain activity pattern in the time-frequency domain.

As shown in Table 1, BCI users showed different performance depending on work conditions, in which
collaborative work generally took longer time, made more errors and produced higher signal powers compared to
individual work. Fig. 1 also illustrates brain activity patterns can be different under different collaborative work
conditions.

Subject 1

Table 1. Task performance by collaborative work types.

Step G |St3| R G | St1 | R | Total [Average
Subject 1 [0.50| 9.00 [12.00{17.30|22.30(34.00| 95.10 | 15.85
Subject 2 [0.80| 5.30 | 6.80 |44.30|49.30(50.30|{156.80| 26.13
Co-Work 1]0.50 4.00 {12.00|15.25[77.25|86.50|195.50 | 32.58
Co-Work 2|1.0019.25|20.50|22.00 [ 23.50{40.75| 127.00| 21.17
Subject 1 [0.0] 0.0 [ 0.0 | 00 | 20 | 1.0 | 3.0 05
No. of Error LSubiect 2 [00] 00 | 00 | 50 | 10 | 00 | 60 1.0 Co-Work 1
Co-Work1| 0.0 | 1.0 | 30 | 1.0 [280| 20 | 350 | 58
Co-Work2| 00| 70 | 00 | 0.0 [ 00 | 80 | 150 | 25
Subject 1 [0.03] 0.01 | 0.02 [ 0.02 | 0.01 | 0.02 | 011 | 0.2
Subject 2 [0.07| 0.68 | 0.07 [ 0,05 | 0.10 | 0.05 [ 1.02 | 0.17 Co-Work 2
Co-Work 1]0.04| 0.04 | 0.02 | 0.03 [ 0.02 [ 0.04 | 0.19 | 0.03
Co-Work 2/0.02| 0.03 | 0.04 | 0.03 [ 0.03 [ 0.03| 0.17 | 0.03

Subject 2

Task Time

apnjdwy

Max. Power

Figure 1. Short time fourier transform (STFT) analysis
by collaborative work types.

4. Discussion

Through the preliminary analysis of the data collected, we found differences in performance and brain activity
pattern between different collaborative work conditions. Working together and collaborating in a group can provide
greater benefits for user, including people with severe motor disability. However, little attention has been paid to
BCl-supported collaborative work. Thus, this research can be of great significance due to its potential to yield
fundamental knowledge of BCI-supported cooperative work, understanding of the support needed for interaction in
BCI technology supported group activities, and design considerations for collaborative BCls.
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Abstract. This paper describes a novel brain-computer interface (BCI) with the aim of motor rehabilitation of stroke
patients. Movement imagination of dorsiflexion was detected from scalp electroencephalogram (EEG) through
movement related cortical potentials (MRCP). Such detection subsequently triggered an motorized ankle foot
orthosis (MAFO), which induced passive dorsiflexions. The hypothesis was that the cortical drive to the muscle is
enhanced over the use of this system because of the afferent flow resulting from the passive movement that mimicked
the sensory feedback of movement execution. In the pilot experiment, extracted MRCP parameters changed
consistently after the BCl-intervention. Follow-up experiments are underway to further investigate the feasibility of
such a BCl-based stroke rehabilitation system and to quantify the accompanying plastic changes.

Keywords: EEG, MRCP, MAFO, BClI, stroke rehabilitation

1. Introduction

Stroke rehabilitation is now one of the leading healthcare challenges in the world, with a steadily rising
prevalence coinciding with a decreasing fatality rate. Mrachacz-Kersting proposed a novel BCI for rehabilitation
based on MRCP triggered FES, and their experiments on healthy individuals and stroke patients showed that it
altered the cortical output to peripheral muscles [Mrachacz-Kersting et al., 2012; Mrachacz-Kersting et al., 2012a].
However, FES has its side effects, and is not applicable for patients with epilepsy or cardiac pacemakers.

Motorized Ankle Foot Orthosis (MAFO) is a wearable ankle foot exoskeleton, designed specifically for
ambulatory rehabilitation of drop-foot [3]. Compared with interventions such as FES, it provides a more natural
approach in inducing sensory feedback. Therefore, it may be more effective than FES in inducing neural plasticity.
In this study, we present the complete setup for a BCI-MAFO system that is designed as a close-loop rehabilitation
tool for drop-foot. We also demonstrate, with preliminary data, that a short intervention with such a system has the
potential in inducing cortical plasticity in healthy subjects.

2. Methods

2.1. General System Design

The MAFO used here is a single degree-of-freedom (ankle dorsiflexion and plantarflexion) mechatronic device,
which integrates state-of-the-art planar DC motors and planar harmonic transmissions for a compact and light system
design [Pons, 2010]. A MATLAB Real-Time Workshop system (Mathworks) was used as the real-time control
framework of the MAFO. This allows easy interfacing with other equipment for bio-signal acquisition and
processing. MAFO has been subject to extensive electromechanical testing which renders it suitable for clinical
research. Various control modes can be implemented in the control architecture of MAFO, in particular it can block
the joint for isometric states, and impose isokinetic conditions or arbitrary joint movements.

In the current system, we utilized signal processing techniques of EEG to detect movement intention during
imagination [Niazi et al., 2011]. The signal modality used was movement related cortical potential (MRCP), a slow-
component in EEG, which is characterized by a slow EEG depression at the corresponding motor cortex area prior to
the onset of the imagined movement. It was shown that the latency of such detections with respect to the movement
onset was very short (< 50 ms) [Niazi et al., 2011]. Subsequently, the detections were used to trigger the MAFO,
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which would induce a dorsiflexion upon triggering. Due to the short detection latency, the subjects would actually
perceive that they triggered the dorsiflexion by their motor imagination.

2.2. Experiment protocal

Three healthy volunteers (male, age: 29.3 + 6.6 years) participated in the experiment, which was approved by
the local research ethics committee. The subjects sat in a natural position, and wore the MAFO on the left leg. One
surface EMG electrode was placed on the mid-belly of the left tibialis anterior muscle. The EMG reference and
ground were placed on the bony surfaces of the knee and ankle, respectively. Nine active EEG electrodes (actiCap,
Brainproducts) were prepared on Cz, Fz, FC1, FC2, C3, C4, CP1, CP2, and Pz of the international 10-20 system.
The EEG reference and ground were left earlobe and AFz, respectively. Both EEG and EMG were acquired by a 16-
channel EEG amplifier (qUSBamp, gTec).

A complete experimental session consisted of three parts. For the first part or the pre-intervention the subjects
were asked to execute a total of 30 dorsiflexion movements following on-screen instructions by a customized user
interface (synchronized mode). The MRCP template was extracted immediately from these pre-intervention EEG
recordings [Niazi et al., 2011]. The second part was the BCl-intervention. The subjects performed self-paced
imagination of dorsiflexion (asynchronized mode). The motor imagination was detected from EEG in real time using
the MRCP template extracted from the pre-intervention data. Upon each detection, the MAFO was triggered to
perform a passive dorsiflexion at 40°/s for 15°. The intervention ceased once a total number of 60 dorsiflexions had
been triggered in this mode. The last part was post-intervention, which was the same as the pre-intervention, i.e. 30
dorsiflexion executions in the synchronized mode.

3. Results

In this study, offline data from pre-intervention was used to gauge the MRCP detection performance through a 3-
fold cross-validation. True positive rate (TPR) of three subjects was 61.3%, 66.7%, and 76.7%, respectively. While
the false positive rate (FPR) was 3.1, 2.7, and 0.8 per minute, respectively. This result was in agreement with prior
offline studies [Mrachacz-Kersting et al., 2012; Mrachacz-Kersting et al., 2012a; Niazi et al., 2011].

The peak to peak of the MRCP, depression rate prior to the MRCP peak negativity, and rebound rate following
the peak negativity changed consistently from the pre-intervention to the post-intervention in all three subjects. The
depression rates of the MRCP between post-intervention and pre-intervention increased by 2.4 uV/s, 2.3 uV/s, and
2.5 uV/s, respectively for the three subjects. The change of the peak-to-peak of MRCP was 3.3 uV, 2.5 uV, and -2.8
wV, while the rebound rates were 4.8 uV/s, -0.9 uV/s, and 4.1 uV/s, respectively.

4. Conclusion and Discussion

In this study, we presented a BCI-MAFO ambulatory stroke rehabilitation system. The system extracts motor
intentions from scalp EEG, and triggers passive muscle contractions by a wearable orthosis (MAFO). A pilot
experiment demonstrated the feasibility of the system concept. Further, we showed that a short intervention of the
system has the potential in inducing cortical plasticity, as indicated by the consistent changes in the parameters.
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Abstract. Brain-Computer Interfaces (BCls) provide a mean to access the damaged motor network of the brain
after stroke, and could be used to drive and promote beneficial plasticity. Among the available therapeutic
approaches, Functional Electrical Stimulation (FES) is often applied during rehabilitation to directly engage
muscles of the affected side of the body, especially when the residual functionality is weak or absent. In this
paper, we describe a BCI system for stroke rehabilitation that decodes the attempt to execute a sustained hand
extension movement from non-invasive human EEG and activates FES of affected arm muscles, accordingly.
The system allows the physical therapist to monitor current brain activity through an EEG-guided visualization.
Preliminary results on 4 chronic stroke patients show consistency in the EEG features selected for further
training. Three of the patients completed the testing, and they all show recovery of target muscle function. Our
results support the idea that BCI can be used to promote beneficial plasticity even during chronic phase, and
justify further testing on a larger population.
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1. Introduction

Millions of people worldwide are left permanently disabled after a stroke every year [Roget et al., 2012].
Research in the direction of more efficient, faster rehabilitation is then crucial. Brain-Computer Interfaces
(BCls) provide a mean to decode user attempt to execute a movement or its imagery, and could provide a direct
feedback on the engagement of motor areas of the brain surrounding the lesion site [Millan et al., 2010]. Among
other available practices in rehabilitation, Functional Electrical Stimulation (FES) is often used to directly
engage muscles on the affected side of the body during physical therapy. Still, no commercial system provides a
mean to directly link the intention to move with muscular response.

In this paper, we report preliminary results of a BCI system for stroke rehabilitation. User's intention to
perform a sustained hand extension movement on the affected side of the body is detected through a BCI and
used to activate FES of the finger extensor muscle. A physical therapist receives the visual feedback about
current BCI performance, motivates the end-user and avoids abnormal user behaviors (Fig. 1).

2. Material and Methods

The EEG was acquired through a gUSBamp with 16 active electrodes mounted in correspondence of the
central sulcus and motor cortices. Bipolar EMG derivations of the extensor digitorum (target muscle), biceps,
flexor carpi radialis and triceps were also recorded. The data were digitalized at 512 Hz and band-pass filtered in
the range [0.1 70] Hz. One FES channel is applied to the extensor digitorum during the on-line sessions.

The experimental protocol consists in three different phases: first, patients undergo an EEG pre-screening
session to characterize the initial state of the brain and calibrate the BCI classifier. In the following 2 months,
they are trained with on-line BCI feedback and FES for at least 10 sessions. Finally, they perform a post-
screening to determine changes in EEG patterns following the treatment.

During both the pre- and post-screening sessions, users are asked to perform (or attempt performing) a full
sustained finger extension of approximately 4 s. Each run is composed of 15 trials of motor task and 15 trials of
resting, for both the affected and unaffected hand (AH, UH, respectively). Each run is composed of 15 trials
where the user is asked to concentrate on the affected hand, trying to execute a full sustained finger extension of
approximately 4 s. FES of extensor digitorum is activated every time the BCI is sufficiently confident of motor
engagement.

We have been working with 4 chronic stroke patients up to now, all of them suffering a left hemisphere
ischaemic infarct. The 4 subjects completed the prototype testing process and were clinically evaluated before
and after receiving the treatment (Fugl-Meyer Index for Upper Limb).
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3. Results

In this paper, we present the most discriminant EEG features used by the BCI, extracted from the initial
EEG screening session [Galan et al., 2007]. These features are used to train a classifier that judges whether each
sample belongs to a motor task or to a resting task (samples with a probability < 0.6 will be rejected). Table 1
reports some information about the 4 end-users, the classifier performance (single sample accuracy) on the pre-
screening session data, and the functional Fugl-Meyer (FM) indexes. Fig. 1 shows the experimental setup and the
selected EEG features in terms of spatial and frequency location.

Table 1. Patients information, BCI metrics and clinical indexes.

Subject ID Time since stroke Number of on- BCI Classifier Fugl-Meyer Upper
(Age, Lesion (months) line BCI sessions Perfqrmgnce/ Limb

hemisp.1, Gender) Rejection (pre | post, MAX 66)
S1 (64, L, M) 10 10 0.9/0.43 7|17
S2 (71, L, M) 14 11 0.91/0.68 3140
S3 (49, L, M) 10 10 0.91/0.45 36|51
S4 (50, L, F) 19 10 0.89/0.41 3040
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Figure 1. Experimental Setup (left), spatial (right, top) and frequency (right, bottom) location of the EEG features
extracted from the pre-screening session. The number of frequency features is the sum over all 4 patients.

4. Discussion

The spatial distribution of EEG discriminant features is fairly consistent over our 4 patients: they all have a
rather bilateral representation of the motor action, except subject S1 that shows a central representation.
Regarding the discriminant frequency components, they consistently localize in the mu and beta bands, except
subject S1, who presents very low alpha features. BCI features for the other patients are rather aligned to those
of healthy subjects. Interestingly, subject S1 was the most severed individual of our group. Also, we achieve
very reliable classification rejecting all samples that are not “safe enough”, as reflected by high single sample
accuracy.

We report functional improvements in all our patients, especially in movements involving the extensor
digitorum, as reflected by the Fugl-Meyer indexs. Remarkably, also subject S1, for whom the BCI features were
rather different from those of the other patients and from healthy subjects, showed functional recovery passing
from a totally paretic arm to a very limited but still noticeable voluntary activity of the hand. These results
confirm the beneficial effects of direct muscle stimulation according to user intention to perform a motor task.
Nevertheless, these initial findings need to be confirmed on a larger population and a control group.
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Abstract. Brain-actuated intelligent wheelchair has become a research hotspot as the elderly and people with
disabilities increase year by year. However, these systems suffer from very low information transmission rates (ITR)
and low level navigation methods. To overvome these two problems, we firstly adopt the recently proposed
Newton’s Rings paradigm to improve the ITR and reduce the user’s discomfort; then, a new technology called scene-
combined navigation method is designed to improve the efficiency of navigation.
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1. Introduction

Many BCI applications have been developed to help people suffering from paraplegia or with other physical
impairments to autonomously drive a wheelchair [Luis et al., 2012]. However, several problems lead to their
shortages of low efficiency and low robustness.

First and foremost, BClIs provide low information transfer rates and accuracies, and require a concentration
effort [Rebsamen et al., 2010], which makes it difficult to control the wheelchair reliably.

Then, usual BCIl-wheelchairs based on low-level navigation (e.g., front, back, left, and right) require excessive
instructions even in simplistic scenarios [lturrate et al., 2009].

Aiming at these two problems, we develop a new brain-actuated intelligent wheelchair. On the one hand, a
previously proposed paradigm by our team called oscillating Newton’s Rings [Jun et al., 2012] is utilized to achieve
a relatively high ITR. Then we design an effective and reliable scene-combined navigation method.

2. Material and Methods

2.1. The Newton’s Rings paradigm

In a previous study, we utilize a special visual stimulation protocol, called motion reversal, to present a novel
steady-state motion visual evoked potential (SSMVEP)-based BCI paradigm that relied on human perception of
motions oscillating in two opposite directions. In the present research, the ITR reaches 40.25 + 8.23 bits/min when
we set 9 simulators, which is relatively high as compared to ITRs of P300 BCls (20-25 bits/min) [Luis et al., 2012].

il '
ﬁh.d i '
2 'T"Tz . | . Figure 1. The Newton’s Ring paradigm.
e Lt | (4) A Newton’s Ring based stimulator. (B)
Al | 4 The motion reversal procedure of the
i @ | | rings. It was illustrated with a 14 Hz
) @ : motion reversal frequency and each
/ @ reversal contained 7 frames. The phase of
the Newton’s ring was modulated by a
f sinusoid of 7Hz in [0, 7] to produce
/ motion reversals.
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2.2. Navigation method

Figure 2. The scene-combined navigation method. A
navigation method which associates the stimulators and the scene
is designed to improve the efficiency and robustness of the
navigation. A wide-angle camera is mounted on the front of the
wheelchair. The stimulators are presented on the scene image
captured by the camera. By calibrating the camera, the position of
a stimulator (e.g., a, b, ¢ or d in the figure) in the image and the
corresponding position on the floor (e.g., a’, b’, ¢’ or d’) are
associated. A subject gaze at a stimulator to select his or her
desired target position and the computer generates commands to
drive the wheelchair there.

Scene image
Camera

' =3 “
'o"’\g‘"%{‘ig
NS

Wheelchair

W Traditional method
O Scene-combined method
. 210 193
B .fxz‘ .131—7‘
0.0 T T
Path a Path b Pathc

Figure 3. Experimental validation of the scene-combined navigation method compared to traditional method. (A) Three paths (a,
b and c) with different length and complexity are designed to test the new and tradition navigation method. (B) Left: the stimulus
pattern of scene-combined method, each stimulator corresponds to a position on the floor; Right: the stimulus pattern of
traditional method, each stimulator corresponds to running forward a certain distance or turning a certain angle. (C) The
average number of instructions needed for the three paths.

4. Discussion

Based on the relatively high ITR and accuracy of the Newton’s Ring paradigm, we designed an efficient and
robust navigation method. The results show that a high-level navigation strategy achieves considerable improvement
in efficiency as opposed to a low-level strategy.
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Abstract. Brain-computer interface (BCI) based wheelchair control may be of value for those not able to operate a
wheelchair with a joystick. Technology depending on visual or auditory input may not be feasible as these modalities
are dedicated to processing of environmental stimuli (e.g. recognition of obstacles, ambient noise). Herein we thus
validated a BCI based on tactually-evoked event-related potentials (ERP) in N = 15 healthy participants. Participants
navigated a virtual wheelchair through a building and eleven participants successfully completed the task of reaching
4 checkpoints in the building. We conclude that most participants achieved good wheelchair control and dynamic
stopping was of high value for tactile ERP classification.

Keywords: brain-computer interface (BCl), tactile P300, event related potentials (ERP), wheelchair control, dynamic stopping

1. Introduction

People with severe disabilities, e.g. due to neurodegenerative disease, depend on technology that allows for
accurate wheelchair control. Brain-computer interfaces (BCI) have been suggested as a control channel for those not
able to operate a wheelchair with a joystick (for review, e.g. [Millan et al., 2010]). Herein we explore use of
tactually-evoked event-related potential (ERP) based BCls [Brouwer and van Erp, 2010]. Tactile stimulation has the
advantage that it does not use a modality that is also needed for processing of non-BClI related input, e.g. observation
of the environment while steering a wheelchair (visual modality) or processing of ambient noise (auditory modality).

2. Material and Methods

Fifteen healthy participants took part in this study (12 female; mean age: M = 21.8 years, SD = 2.9, range 18—
27 years). EEG was obtained from 16 passive Ag/AgCI electrodes at positions Fz, FC1, FC2, C3, Cz, C4, CP1, CP2,
P7, P3, Pz, P4, P8, O1, Oz, O2 and sampled at 512 Hz (BCI12000 software, g.USBamp amplifier).

2.1. Tactile stimulation and experimental design

Tactile stimulators (C2 tactors; Engineering Acoustic Inc., USA) were positioned at four body locations that
represented navigation directions (placed on left upper leg: move left; right upper leg: move right; belly: move
forward; lower neck: move backward) and participants focused their attention on the stimulator they intended to
select.

The experiment comprised one calibration run, two online copy tasks and finally an online navigation task
through the virtual building. (1) Calibration was performed with 30 stimulations per trial and eight trials (each tactor
was the target twice). If estimated classification accuracy was below 100%, calibration was repeated once. (2) After
calibration, participants performed two copy tasks with adjusted number of stimulations (procedure for selecting the
number of stimulations as described in [Kaufmann et al., 2012]). One run was performed with static number of
stimulations; one run incorporated a dynamic stopping method with the same maximum number of sequences. This
allowed estimating the influence of dynamic stopping on selection accuracy and duration for tactile ERP-BCIs. (3)
The BCI was then tested in a virtual environment. Participants were asked to steer a wheelchair through a building
and reach 4 checkpoints. The wheelchair was equipped with shared control sensors to avoid object collisions or
sliding along walls.
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3. Results
Performance estimated offline from calibration data was high (N = 14: 100%, N = 1: 87.5%; calibration repeated
once for N = 5 participants). Fig. 1 displays accuracy and duration of target selection for the three online tasks.
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Figure 1. (A) Performance in online tasks, i.e. two copy tasks and one navigation task (B) Average number of stimulation
sequences and time per selection needed in online tasks.

(1) In the copy spelling task with static number of sequences average accuracy was M =90.8% (SD = 13.7, range
62-100%) and 9 of 15 participants performed without errors. (2) Performance did not significantly decrease when
introducing dynamic stopping (Z=0.70, p=48; M =84.2, SD =23.4), i.e. most participants maintained the
performance level achieved with static number of sequences. However, performance for two participants severely
decreased; for one even to chance level. Analysis of selection durations displayed great benefit of the dynamic
stopping method in that the number of stimulation cycles was significantly decreased (Z=3.81, p <001). (3)
Participant 15 did not perform the navigation task as her performance decreased to chance level when using dynamic
stopping in the copy task. Thus, N =14 participants performed the navigation task through the virtual building.
Importantly, N = 11 of 14 participants reached the final checkpoint and four of them made no error. Although the
navigation task can be regarded as more complex than a simple copy task, performance did not significantly decrease
in the virtual environment (N = 14, Z = 0.33, p = 74). Shared control sensors were rarely needed, N = 8 participants
did not need it at all. N = 3 participants, however, could not successfully finish the navigation task.

4. Discussion

Tactually-evoked ERPs for wheelchair control are promising in that most of the participants reached the final
checkpoint in the navigation task and shared control was only needed by a few of the participants. Overall
performance was high and selection times could be significantly decreased with dynamic stopping.

Tactile ERP-BCIs may thus offer a valuable alternative to motor imagery based BCls considering the findings
that about 30% of BCI users do not gain sufficient SMR control (e.g., [Guger et al., 2009]). However, performance
varied considerably between participants implying the need for testing larger groups and particularly those in real
need to allow for generalization of results. Recent results of a case study with a patient in total locked-in state are
promising in that tactile stimulation evoked reliable and pronounced ERPs [Kaufmann et al., 2013].
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Brain Interface to Control a Tele-Operated Robot
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Abstract. An electroencephalography (EEG) based brain computer interface (BCI) system with the ability of choosing
among 4 options reliably every 1 second has been developed. The system has been used to control a tele-operated robot
or wheelchair. The commands from the BCI system have been used as high and low level commands to control the
tele-operated robot/wheelchair. High level BCI commands take advantage of autonomous navigation implemented on
the target device for indoor and outdoor environments. The BCI system has been running at Northeastern University
while the robot/wheelchair were at Worcester Polytechnic Institute (WPI).

Keywords: SSVEP, BCI, Robot, Wheelchair, Autonomous Navigation, Probabilistic Filtering

1. Introduction

EEG-based brain-computer interfaces (BCIs) can be categorized into three categories, steady state visually evoked
potentials (SSVEP) [Sutter, 1992; Nezamfar et al., 2011], event-related potentials (ERP) [Krusienski et al., 2008], and
motor imagery signals [Wolpaw, 2012]. Among these categories, SSVEP signals are the fastest and they have higher
signal to noise ratio (SNR). Therefore, they are more suitable for control applications. One of the major target groups
to use such systems are people who are functionally locked-in, or who have extremely little muscle movements. We
developed a closed-loop brain-controlled tele-operated robot system that currently utilizes SSVEP-based command
inference and interfaces with a variety of robots including Oryx 2.0, a planetary rover, a standard power wheelchair,
and iCreate. The framework allows the operator to provide high and low level control commands to the robotic device,
which might be tele-operated or could be providing a lift to the operator. The system can be extended by introducing
more comprehensive assistive robots in the control loop and developing an improved inference assessment algorithm.

2. Brain-Computer Interface

The BCl in this work is an EEG-based system that utilizes SSVEP. Signals are generated by showing multiple flickering
checkerboards on the screen, representing different command options. Each checkerboard inverts its colors according
to a set of pseudo-random bit sequences called M-sequences. When the subject attends to one of the checkerboards to
demonstrate the intention to select the corresponding command, a response signal corresponding to the one attended
is generated in visual cortex. Consequently, by classifying this response according to the signature responses for each
bit sequence, the system can decide on the command intended by the operator [Nezamfar et al., 2011].

2.1. BCI Operation

The EEG signal acquisition is done using a g.USBamp (g.tec). Only one electrode, placed on Oz according to the
international 10/20 system, is used to sense and classify the brain activity. During calibration, which takes about 5
minutes, each M-sequence will be presented 50 times. Based on previous analysis [Nezamfar et al., 2011], template
signals built using 50 repetitions of M-sequence periods are highly robust and result in high classification accuracy.
After examining the calibration performance using 5-fold cross-validation, template signals t; in response to each
checkerboard’s flickering pattern are generated. The distance between the operator’s eye and the display was 60 cm
and each checkerboard, containing 7 x 7 checkers, was 7 cm by 7 cm.

2.2. Classification Method

The classifier used is a matched filter classifier. To classify the EEG signal into one of the four choices, classifier
extracts EEG signal y in response to a complete presentation of a sequence using a synchronization signal which
marks the beginning of the presentation of the M-sequences along with the EEG signal. Next the correlation p; =y’ t;
between each template signal t; and the extracted portion of EEG signal y is taken and the one with the highest
correlation will be considered as the decision D = arg max; p;. M-sequences used are of length 31 bit, and the frequency
of the presentation is 30 Hz, so a complete presentation of a sequence takes about 1.03 seconds. Therefore, the classifier
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is able to detect decisions roughly every one second. SSVEP responses by nature have about 100 ms delay, in other
words the effect of the stimuli shows up in the EEG signals approximately 100 ms after the stimuli onset. The network
delay between the BCI system and the robot was 140ms on average. Considering all of the above, the time period
between subject making a decision and robot receiving the new command over the network is less than 1.3 s.

2.3. Probabilistic filtering of the human input

Command Command
Turn left
Turn right

Go forward

In this work, we have proposed and implemented a probabilistic context-
aware filter which ensures a desired level of confidence in BCI-generated
commands by incorporating the human/BCI probabilistic model with the
probabilistic transition model calculated based on the context [Russel,
2010]. The two main components defining a probabilistic filter behavior
are sensor model and transition model. The sensor model P(X;11|E1:+1)
describes the probabilistic relationship between the human intended des-
tination (or command) and the actual measured BCI output at time ¢ + 1
which can be dynamically updated based on the user input log avail-
able up to the current moment. Transition model P(X;;|X;), describes the probabilistic relationship between the
current human intent and next human intent. With these definitions, the belief state can be calculated recursively
P(Xi11|Eri41) = AP(Er1|Xi 1) Xy, P(Xi41|x:)P(x;|E1.;) where x; is a particular value of the random variable X;, and
« is a normalizing constant that makes the belief state probabilities sum to 1. Each new BCI command updates the
belief state of the user’s intention. Now, we can generate a new destination setpoint for the path planner only if prob-
ability of one of the values in the belief state exceeds a predefined threshold, and is different from the previously set
destination setpoint.

Menu: Up
Menu: Down
Menu: Enter
Menu: Escape
Destination
Selection

alw|n|=]s
alw|n|=]e

Command

Continue
Continue

Navigation

Figure 1: System State Diagram.

3. Results and Discussion

To verify the effect of high level commands with probabilistic Table 1: Experiment Task Durations.
context-aware filtering we defined three destinations D, D, and i ] i i
Duration W.O. Filter, [sec] | Duration W. Filter, [sec] ‘

D5 as the three high level choices. The subject was asked to move ~ Route | =0, gy 7l g g

. 10m 6m L6m . . D;—D; | 60 64 62 620 |44 51 42 457
the wheelchair from D3 — D, — D, — D3 three times without DisD | 60 54 40 513 |35 35 32 340

probabilistic filtering and three times with probabilistic filtering. D, »D; | 109 145 150 1347 |56 54 75 617

In total a 192 meter distance was covered in the evaluation. Ta-

ble 1 shows the time needed to complete each route which verifies that this filtering can reduce the task duration. The
target device needs to know the environment, which can be done once and updated each time a task is executed. In
this experiment, the wheelchair tachometer, a 2D laser range finder (LIDAR), and an inertial measurement unit (IMU)
constitute the perception of the robot. In the BCI system using pseudo-random bit sequences has numerous advantages
over using frequencies to induce SSVEP response. Firstly, M-sequences are broadband sequences, therefore it is more
robust to background activity in specific frequency bands. Secondly, it allows the usage of more stimulus objects e.g.
checkerboards, than the frequency based presentation, because as the frequencies get closer with increasing number
of stimuli, the separability of peaks in power spectrum considerably decreases.
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Abstract. Brain-machine interfaces with implanted electrodes are promissing to observe and to modify activities in the
brain. We have developed an invasive BMI “RatCar” in a form of a small vehicle to let a rat control the vehicle with
cerebral motor signals while its body was held inside a pilot cabin. The system consists of an amplifier with band-pass
filter, a signal processor computer, and motor-driven sustaining wheels. In this paper, a new vehicle containing all of
those units installed inside is proposed. An initial operation test showed that the rat could stably board on the vehicle
as the vehicle moved.

Keywords: Extracellular recording, Thin-film electrodes, Motor prosthesis, Motor cortex, Locomotion estimator, Rat

1. Introduction

Brain-machine interface with implanted electrodes are promising to provide methods to directly observe and possibly
modify activities in the brain. They may control robotic body according to local neural activities more precisely
conpared to non-invasive methods.

We have worked on a vehicular BMI system that we named “RatCar” [Fukayama et al., 2012] in these invasive
motor-output BMI category. The device holds a rat inside its body and moves around as a whole, which provides
the rat with natural sensory feedback caused by the movement. The ultimate goal is to let a rat to control the device
recognizing that the device extended its naural body.

The RatCar is designed to drive wheels according to neural signals in the motor cortices as a rat intends to move
its natural limbs. Currently, a rough estimation of the locomotion velocity has been achieved to move the vehicle in a
forward direction.

The vehicle now includes an amplifier, a band-pass filter, an analog-to-digital converter unit, and a processor
installed inside its body. We believe that this wireless and stand-alone setup enables an experiment for a longer period
training a rat to leverage the vehicle as a locomotion method.

2. Methodology

2.1. Vehicle Body

The vehicle has been designed and fabricated as printed in Fig. 1. The vehicle body has a main deck made of aluminum
box (Takachi YM-180; W180xH40xD130) sustained by 4 metal legs with a ball bearing at the each distal end. These
bearings enable the vehicle to run smoothly on the ground. The deck contains an analog circuit for amplification and
low-pass filtering of recorded signals inside the electromagnetically shielded body. Meanwhile, an analog-to-digital
converter (ADC) unit (USB-DUX Sigma) and a handheld computer (Brule Viliv S5) are placed on the top.

The USB-DUX Sigma also provides output functions (analog and digital) to generate commands to control wheels
attached to two rear legs of the vehicle. A motor driver IC (Toshiba TA-7391P) drives a DC motor connected to each
wheel according to the command.

2.2. Locomotion Estimation

The primary motor cortical regions of a male Wistar rats have been chosen as a neural signal source. A set of neural
electrodes (4 recording sites and 1 reference) made of parylene with gold conduction layer (Printed in a lower left
part of the Fig. 1) were implanted in ambilateral tissues according to the cortical functional localization in stereotaxic
coordinates.

The electrodes conduct extracellular potentials out of the brain and led them to the amplifier and low-pass filter
(LPF) circuit which had a gain of 2 dB and high-cut frequency of 800 Hz. The amplified signals were then used as an
input to the ADC unit sampling signals in 2 kHz under control of the handheld computer.
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Figure 1: RatCar vehicle holding a rat inside its “pilot cabin” with an on-board neural recorder, processor, and motor drivers.

On the computer, self-made software on a Linux platform ran as follows; First, spiking rates of neural firings were
extracted from the recorded signals. Then, they were applied to a linear model in a state-space representation where
internal states described locomotion velocity and its differential (i.e., acceleration), and outputs vector described firing
rates. The observation algorithm of Kalman filters provided an optimal solution for the internal states. Meanwhile, the
correlations between those two variables were determined by preceding identification period.

2.3. Vehicle Control

According to the estimated locomotion velocity, the wheel rotation velocity was controlled to move the vehicle. As
the vehicle moved forward, the rat was hanged under the vehicle floor with two “hook and loop” fastener. Its limbs
were gently touching the ground so that the rat realize that its body was moving, but not able to kick the ground to
drive the vehicle itself.

3. Operation Test and Future Directions

As the estimator controlled the vehicle, the limbs of the rat accordingly moved to follow the ground. However,
its hindlimbs occasionally showed resistance against the movement. It was not clear whether the movement of the
vehicle actually followed the intention of the rat, because the rat cannot complain about the precision of the control.
The muscle forces in its limbs to resist against the movement may be used as error signals.

Although we have only tested the vehicle in a short time period up to 1 minute, stability to continue the experiments
has been improved compared to former wired configurations that we had often run into nonessential troubles such as
tangled cables. This setup enables an experiment to evaluate the estimation by letting a rat reach foods or waters in a
longer period of time.
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Abstract. The ability to detect mental states, whether relaxed or stressed, would be useful in categorizing places
according to their impact on our brains and many other domains. Newly available, affordable, dry-electrode devices
make electroencephalography headsets (EEG) feasible to use outside the lab, for example in open spaces and
shopping malls. The purpose of this pervasive experimental manipulation is to analyze brain signals in order to label
outdoor places according to how users perceive them with a focus on relaxing and stressful mental states. That is,
when the user is experiencing tranquil brain waves or not when visiting a particular place. This work demonstrates
the potential of exploiting the temporal structure of EEG signals in making sense of outdoor places. The EEG signals
induced by the place stimuli are analyzed and exploited to distinguish what we refer to as a place signature.

Keywords: Mobile Sensing, EEG, Neurology, Pervasive Computing, Social and Behavioral Sciences

1. Introduction

People usually get attached to a place by developing an emotional bond between them and the place. [Cresswell,
2004] has defined the place in geographic research as “space which people have made meaningful”. Perhaps more
importantly, places are reproduced through people’s imaginations, memories, emotions and feelings, both positive
and negative, and by using different senses [Relph, 1976; Thrift, 2009]. By walking in a place, we can navigate our
way and make sense of our surroundings. We look for things that stand out because they are different from their
surrounds, or because they have a shape or form or structure that we believe we could recognize again. Sense of
smell could lead us to tempting coffee aroma in nearby cafe. Noisy playgrounds and high pollution omitted from
traffic could deter us from visiting the same place again [Al-Barrak and Kanjo, 2013].

Many studies have shown that some places can affect our minds and make us feel more relaxed. For example
[Stigsdotter, 2004] and [Kohlleppel et al., 2002] have shown that nature and gardens have a positive impact on
stress. In addition, cafés, libraries, zoos were proved to reduce stress levels in many people [Korpela et al., 2001].
Therefore, to explore the relationship between people and places, we need to use novel and creative methods.
Ubiquitous technologies are able to reveal the respondent’s whole body and senses in generating knowledge and
communicating a place.

In this work, we present a novel method for categorizing places based on the current mental state sensed at an
outdoor place to guide people to relaxing places. By measuring brainwaves using off-the-shelf EEG headsets, we can
detect different mental states. Sensed mental states of subjects can give us valuable information on how people
perceive places. In addition, we have correlated the brainwaves with environmental noise levels in order to analyze
and process changes in patterns that exist in the surrounding places.

2. Material and Methods

A mobile application for Android devices has been developed to collect EEG, environmental noise and location
data. The application connects to NeuroSky EEG headset via wireless connection. Data produced by the headset
such as attention, meditation levels, and values for different frequency bands as well as the GPS data and
environmental noise levels are saved into log files. The mobile application gives us the ability to move and take the
experiments to outdoor places.

Twenty female students participated in the evaluation. We deployed 4 android mobile phones and 4 Mindwave
EEG sensor models, daily, for one hour each around our campus. Each user has repeated the test three times which
has given us 60 different data sets to analyze. Each user had to walk along the path of 5 distinguished places such as
Starbucks, the conservatory, garden, snack shop and student Union. The noise meter and GPS application were
installed in the phone and its readings were time stamped along with the various EEG frequency bands, eye blink,
attention and meditation levels. A post-experiment interview revealed that the participants were comfortable with the
system. All collected data, were subject to inspection and analysis to remove any corrupted data using R project.
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After the process of noise removal, further processing of the data was carried out to chop the samples into small time
periods to extract segments that are known to contain the stimuli. For each of the segments, feature were extracted
and classes generated accordingly. In order to categorize places to be adapted to users’ needs, we must use
classifiers. Classification of signal segments into a given number of classes using segments features can be achieved
by various statistical and probabilistical methods. Bayesian classifier or Logistic regression are considered for
predicting the category.

3. Resu ItS Meditation levels at different places

Our initial results look promising showing that modern mobile phones oot
are capable of processing neural signals using an affordable and i :
commercial EEG headset. In this work we have adapted Neurosky mean -
meditation, but plan to use our own relaxation and stress classification i
functions.

Mental states of participants at the Campus garden have shown that
the majority of the participants perceived the garden as a relaxing place. In
addition, when we analyzed the environmental noise levels at the garden, | |
we noticed that the environmental noise was high just before reaching the 4 4
garden. However, the noise levels were low when the participant reached . ‘ ; . ‘
the garden since our garden is a quite place and therefore the mental states Starbucks  Conserv. ~ Garden  SnackShop  Sturion
are not affected by the noise in this case. Some places such as cafés can be
classified as relaxing places but they hold high levels of environmental
noise and therefore need further analysis to detect the correct mental state
of the participant.

Fig. 1 shows the places visited by the participants and the different meditation levels perceived by them. Places
such as Garden and Starbucks have a high level of meditation which mean that people felt more relaxed in these
places, where as student union have the lowest meditation levels among the others

60

Meditation Level

40

20

Figure 1. Meditation levels.

4. Discussion

The mental states sensed at those places are a rich source of information and could be used in understanding the
people-place relationship. It is also possible to understand how places affect people since different mental activity
can be detected before and at the place. In this work we explored the properties and temporal structure of the EEG
signal with the aim to classify outdoor places according to the current mental states with a focus on
relaxation/meditation, that is, when the user is experiencing tranquil brain waves or not when visiting a particular
place. EEG signals associated with the place stimuli are analyzed and could be used to distinguish the place type.
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Abstract. The last decade has seen a growing interest in the use of brain computer interfaces (BCI) in gaming for
rehabilitation. There have been cases in which use game dynamics that seek to enrich the flow and entertainment BCI
games, however the complexity and randomness of the electrical signals of the brain extracted often hinder the
design of video games by limiting the possibilities of interaction and the commands used. In this paper we propose a
hBCI that articulates the Kinect sensor as additional sensor input commands of the game, providing motion capture
in real time to the interpretation of gestures and movements and the neuroheadset Emotiv EPOC for generating
SSVEP by visual stimuli. Preliminary results were obtained from a patient with hemiparesis, the accuracy of the
EPOC software for classifying SSVEPs within the game dynamics was 64%, lower than the levels attained in a stage
of user training prior to the interaction taht was 86%. Finally, it highlights some features such as portability, fluidity
of interaction, the quality of the user experience and the low cost of the mounted system, which becomes an ideal
tool for rehabilitation of patients with neuromotor diseases.

Keywords: Kinect, Selective Attention, SSVEP, Emotiv Epoc, Hemiparesis, User Experience

1. Introduction

One of the most promising applications of brain computer interfaces (BCI) is the use in therapies to regain motor
control because of diseases such as stroke [Tan et al., 2010]. One of the first researchers to contemplate the option of
combining simulations or games in virtual reality (VR) with the BCI was Nijholt et al. [2008], who write that the first
games controlled by these interfaces focused on the diagnosis of brain signals in aspects such as the measurement of
the attention of the user or the relationship of affective components with the games. Despite impressive advances in
BCI systems industry, product diversification and globalization of the study of this area of neuroscience; the state of
art in multiple applications shows that the effective interaction with BCI applications and assistive devices control
often not maintained for long periods of the time without the help of an expert assistance [Millan et al., 2010]. This
statement has led to the BCl community to consider new paradigms of interaction and use BCI systems as an
additional input channel for different applications. A hybridization where takes place a combination of multiple
signals including at least one BCI channel is called a hybrid BCI (hBCI) [Pfurtscheller et al., 2010]. The
combination of signals coming from BCI systems with other biosignals, for example particular biomechanical signals
obtained through motion capture (MoCap) systems, can allow a more stable and durable control for an application or
a videogame. To achieve the interaction of individuals in immersive games with BCI systems often used a mental
strategy known as selective attention, which can be used visual stimuli to generate in the user Steady State Visual
Evoked Potentials (SSVEP). In a typical configuration of a videogame BCI each stimulus is associated with a
command that controls a specific action within the game. In order to select a command, the user has to focus him/her
attention on the respective stimulation by generating the required mental intention [Bernhard et al., 2010]. The
combination of motion capture sensor with BCI systems within a videogame could become a novel methodology for
therapies to patients with brain problems that directly affecting their motor skills, such a stroke, Parkinson, sclerosis,
neuropathies, sequelae of trauma or surgery interventions. In this paper we propose a new paradigm for immersive
game where you use a combination of gestures and brain commands to achieve a unique gaming experience.

2. Material and Methods

In CIRAC (Center for interactive computer-assisted rehabilitation) motion evaluations are performed through video
games with MoCap using the Kinect sensor. EEG signals are captured using EPOC, the game is made to improve the
ability of movement of arms, so the user has to move constantly in order to achieve objects put in the virtual
environment. The collection of objects is accounted in the videogame in order to generate positive stimuli and
encourage the patient to continue efforts to get scores after each session, at the time of completing certain score,
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appears on stage an object that obstructs the passage and which must be removed through interaction with BCI
system, the user has to fix his/her attention for a few seconds to remove the object successfully lifting mentally
(through the generation of SSVEP) and to move forward. The player is trained previously by an animation to record
reaction in the EEG when visual stimulus is displayed. The game engine used is Unity3D, which allows a complete
integration with the Kinect sensor motion capture data, the EPOC’s Cognitive Suite is used to achieve the BCI
interaction within the virtual stage. MoCap data for a deep biomechanical analysis using software created by the
team are finally collected.

3. Results

The resulting system is intended to serve as interactive tool that facilitates a low-cost implementation of BCI
systems with MoCap in video games for rehabilitation of neuromotor diseases, the interaction of movement with the
Kinect sensor contributes to physiotherapy dynamics required for the study of the kinematics of the patient; for its
part, BCI system adds variables related to the ability to concentrate or different attention deficits presenting patients
with brain injuries. We perform a preliminary test conducted with the assembly to a patient with hemiparesis, the
classification of the SSVEP using EPOC software showed an accuracy of 64% within the dynamics of the game in
only one intervention. This accuracy is lower compared with the training stage where the user reported 86% in a
series of test performed to move the object outside the game. The biomechanical analysis shows the curves of
movement of each joint of which arcs of movement are extracted based in measurement of Euler angles, in this case
the patient has a short arc of motion in the affected shoulder of FI/Ex 72/12/0, which shows quantitatively
demonstrates the inability of the user to move freely right arm, specifically in the elevation. The game flow is kept
constant during the operation, because not only EPOC commands are used but also used MoCap techniques and
gesture interpretation to provide prolonged entertainment during the therapy. Besides the numerical results that
reflect the type of measurements that the platform can do, we formalize an approximate costing of implementing this
type of hybrid interaction laboratories in rehabilitation environments and we estimate that the entire platform with
the necessary licenses in software and hardware equipment required does not exceed the sum of $ 5000.

4. Discussion

In this project we have embodied design one hBCI and its potential use in videogames for rehabilitation. We
design and made a video game using a Kinect sensor as additional peripheral of input, which provides immersive
features to the game allowing a better user experience [Nijholt et al., 2009]. Video games that used systems BCI for
medical purposes could easily adapt MoCap systems like the Kinect, this in order to improve the disposition of a
patient with the therapy, providing more elements which interact in virtual environments. With this paper we want to
support the need to complement the use of BCI in games with new input devices that provide more entertainment to
the patient and more variables that measure for the rehabilitator.
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Abstract. Conventional methods to treat dysphagia patients require assistance from speech therapists, which may
incur high cost for intensive training. We investigate the use of motor imagery of swallow for dysphagia stroke
rehabilitation to answer this question: can a simple yet related motor imagery of tongue protrusion model be used
to detect motor imagery of swallow? To achieve successful detection, the non-stationarity of EEG signals across
sessions and modalities is addressed with model adaptation by measuring feature consistency between training and
evaluation data. Current results on 6 healthy subjects yield average accuracies of 72.12% and 71.81% using swallow
model and tongue model based on features of dual-tree complex wavelet transform (DTCWT-FT). This demonstrates
the feasibility of using the motor imagery of tongue model to detect motor imagery of swallow for dysphagia stroke
rehabilitation purposes.

Keywords: Motor imagery of swallow, motor imagery of tongue protrusion, model adaptation, dual-tree complex wavelet transform

1. Introduction

Brain computer interface have shown potentials in stroke rehabilitation [Daly and Wolpaw, 2008; Gallas et al., 2010],
as evidenced by the similar pathways activated by motor imagery and executed movements. Oropharyngeal dysphagia
frequently occurs in stroke patients which increases mortality due to pulmonary complications [Gallas et al., 2010].
Conventional methods for treating swallowing disorders are changing food and positions, performing tongue strength
training and pharyngeal and effortful swallow maneuvers [Burkhead et al., 2007], and thermal and neuro-muscular
stimulation [Kiger et al., 2006]. Both voluntary saliva swallowing and tongue elevation activate the left lateral peri-
central and anterior parietal cortex, and anterior cingulated cortex and adjacent supplement motor area [Martin et al.,
2003]. These shared activation regions suggest the possibility of using motor imagery of tongue protrusion (MI-Ton)
model to detect motor imagery of swallow (MI-SW). In this abstract, we propose a novel method to test the hypothesis
that a simple yet related MI-Ton model can be used to detect the complex MI-SW.

2. Materials and Methods

10 healthy subjects with ages of 34.90 + 8.13 (mean + SD) years participated in the experiments by giving a written
informed consent. The experiments consisted of three sessions. Each session consists of 80 trials of MI-SW (1st
and 2nd sessions) or MI-Ton (3rd session) and 80 trials of idle. Subjects are advised to imagine swallowing a cup
of water/juice, or fruit, or food in MI-SW; and imagine protruding his/her tongue as far as possible for MI-Ton. A
preparation “+” is shown for 2 s following the acoustic tone. The cue in the form of a virtual character performing
swallowing or tongue protrusion, or a filled circle is displayed for 3 s. The subject then performs the action for 12 s after
cue disppears and the rest time of 6 s follows at the end of the trial. The EEG and EMG measurements are obtained
with 34 channels Neuamps EEG acquisition hardware (30 channels for EEG and 4 for EMG recordings), which are
bandpass filtered between 0.5 Hz and 100 Hz. DTCWT-FT features are employed which consist of power, phase,
coarse representation and statistical features such as mean, variance, skewness and kurtosis of wavelet coefficients
[Yang et al., 2012]. In model adaptation, we assume that a small amount of evaluation data can be used to select
the suitable model generated during the n-times and r-folds cross-validation. The features for training data in (n, 7)™
model and evaluation data are firstly clustered, the cluster with minimum impurity for training data is selected by

. in(N9.(i), N)(i
i = arg min min( tg(l.)’ tlr(l))
i max(N;.(i), N\ (7))

(D

where NE (i) denotes the number of features of class “4” in cluster i. The (72, #)th model with the maximum number
of consistent features (i.e., whose label is consistent with the dominant cluster label) between training (N,.(i, 7, r)) and
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evaluation data (Nfe(f ,n,7)) in cluster (i) is selected by

(A, 7) = argmax (N (i, n,7) + Ni (i,n,7)) @)
(n,r)

3. Results

The session-to-session classification accuracies for 6 selected subjects whose cross-validation accuracy is above 60%
are shown in Table 1. The best accuracy is reported by searching 8 non-overlapping time segments, SVM with linear
kernel is used as the classifier. It can be seen that average accuracies of 68.75 % and 69.74 % are achieved using

Table 1: Session-to-session classification accuracies (%) for motor imagery of swallow with/without model adaptation

Subject/Session. No adaptation With adaptation/no. of trials

MI-SW! | MI-Ton? | MI-SW/30° | MI-Ton/40*
1j/01 71.25 72.50 76.15 77.50
1j/02 75.63 80.63 74.62 84.17
hj/01 75.63 68.13 75.38 69.17
hj/02 78.13 67.50 83.85 76.67
cr/01 77.50 80.63 83.08 85.00
cr/02 81.25 96.25 84.62 95.83
wy/01 69.38 66.25 74.62 64.17
wy/02 68.75 65.00 70.00 67.50
cc/01 56.25 59.38 56.92 59.17
cc/02 60.00 63.13 63.85 63.33
mt/01 55.63 57.50 62.31 60.00
mt/02 55.63 60.00 60.00 59.17
Aus 68.75 69.74 72.12 71.81
t-test Ivs.2 3vs. 4 1vs.3 2vs. 4

P value 0.62 (xx) | 0.87 (xx) | 0.0008 (*%) 0.044 (*¥%)

Ags: Average Accuracy. xx: insignificant; **: significant
as

MI-SW model and MI-Ton model, respectively. The accuracies are further improved with the use of model adaptation,
which are: 72.12 % and 71.81 % for MI-SW model and MI-Ton model, respectively. The improvements are significant
for subjects ‘lj’, ‘hj’ amd ‘cr’ using MI-Ton model, and subjects ‘hj’, ‘cr’, ‘wy’ and ‘mt’ using MI-SW model.

4. Discussion

Our results on healthy subjects reveal that comparable performance can be achieved by using the motor imagery of
tongue model to detect motor imagery of swallow with and without model adaptation. The use of a small amount of
evaluation data to select suitable model to classify the test data has significantly improved the classification accuracy,
e.g., from 68.75 % to 72.12 %, and from 69.74 % to 71.81 % for swallow model and tongue model, respectively.
Statistical paired z-tests at 5 % significance level shows no significant difference in classification accuracies obtained
using swallow model and tongue model, both for using model adaptation and not using model adaptation.
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Abstract. We investigate the potential of using fNIRS signals for biometric person identification. Independent sessions
for training and testing have been recorded using 8 channels of frontal fNIRS. We extract logarithmic power spectral
densities as features to train and test a Naive Bayes Classifier. We evaluate different frequency bands and report
classification results for different trial lengths.
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1. Introduction

Person identification, i.e. the recognition of an individual within a closed group of people (1 to N matching), using
biometric signals, such as iris scans, finger prints, and speech, is widely used for security applications and intelligent
user interfaces. Brain activity is known to contain strongly subject-specific signal patterns that are hard to forge and
can only be assessed if the user is present and alive. Furthermore, they allow a continuous recognition and can be
combined with other techniques in multimodal setups. Up to now, EEG has primarily been used for brain biometric
person identification and authentication systems (e.g. [Poulos et al., 1999; Marcel and Millan, 2007]). Functional Near
Infrared Spectroscopy (fNIRS) is an promising measurement technique for Brain Computer Interfaces (BCIs) [Coyle
et al., 2004]. It is non-invasive, portable, cost-effective, and comes with the benefits of using optical signals, i.e. no
electrode gel is required and the signals are not susceptible to electrical artifacts. In this paper we evaluate frontal
fNIRS signals for person identification. To the best of our knowledge, fNIRS has not been investigated for biometric
applications before.

2. Material and Methods

2.1. Data Corpus

We used an Oxymon Mk III system by Artinis Medical Systems for the data collection. Four optodes (two transmitters
and two detectors) were attached to the left and the right side of the subjects’ forehead. Using this setup, we measured
concentration changes in oxygenated (HbO) and deoxygenated (HbR) hemoglobin at 8 source-detector pairs at a
distance of 3.5 cm using a sampling rate of 10 Hz.

fNIRS signals from N = 5 healthy volunteers have been used for the evaluation. The recordings contain 10 seconds
long trials of different mental tasks (mental calculation, mental rotation, text reading), as well as relax phases of
variable length following each trial (15-25 seconds). Only mental calculation trials and the adjoined relax phases
have been used for the evaluations presented here (10 trials per session). Within these trials the subjects consecutively
subtracted a given number between 7 and 19 starting at a number between 500 and 1000 displayed on the screen. As
mental states can change over time (e.g. due to fatigue) and because repositioning of the optodes can strongly influence
the characteristics of the recorded signals, we recorded two sessions from each subject at two different days. The data
of one day was used for training and the other day was used for evaluation of the system.

2.2. Signal Processing and Classification

External and physiological artifacts influence the raw HbO and HbR signals (see e. g. [Matthews et al., 2008; Cooper
et al., 2012]). Therefore, we applied linear detrending to remove signal drifts from each trial. Then, we smoothed out
influences of heart beat and high frequency disturbances using a moving average filter (sliding window 1.5 seconds
before and after each sample). Logarithmic power spectral densities were calculated using Welch’s method and spectral
coefficients outside the desired frequency band were discarded. To reduce the dimensionality of the feature space, we
combined each five adjacent frequency bins by averaging. The final feature vector consisted of the concatenated values
of all channels.

We trained a Naive Bayes Classifier based on kernel density estimation on the features extracted from the first
recording sessions of the five subjects and recognized the subjects’ identities from the trials of the other day’s sessions.
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3. Results

To assess the performance of our fNIRS based person identification system, we evaluated the power spectral density
based approach for different trial lengths and frequency bands. Fig. 1 shows the recognition accuracies averaged
over the test trials using power spectral density features in the frequency band 0—1 Hz and trial lengths from 1.5 to
25 seconds. Error bars indicate the standard deviations across subjects. Longer windows tended to produce higher
recognition rates than shorter ones. Higher frequency bands appeared to produce significantly lower recognition
performance using our approach, which can be explained by the slow dynamics of hemodynamic responses. The best
average recognition accuracy (above 80 %) could be reached using power spectral density features in the low frequency
band 0—1 Hz calculated from a 25 seconds long window.

1
0.8
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0.4

Avg. recognition accuracy [3:]

25 20 15 10 B 5 3 1.5
Trial length [sec]

Figure 1: Recognition accuracies for different trial lengths using power spectral density features in the frequency band 0-1 Hz.
Error bars indicate standard deviations across the subjects. The horizontal red line shows the chance level of 20 %.

4. Discussion

The results of our first study on person identification based on fNIRS data are encouraging. fNIRS signals appeared to
contain subject-specific information that enable recognition rates of more than 80 % using logarithmic power spectral
density features. We found that predominantly slow frequency components convey relevant information for fNIRS
person identification. However, the amount of data that has been used for the evaluations was very limited. To analyze
the validity and robustness of fNIRS based person identification, more subjects and multiple sessions per subject
over a longer period of time should be assessed in future work. Further analyzes should also investigate the spectral
signal properties in more detail, such as slow wave influences by cardiovascular and respiratory activity (e. g. Mayer
waves [Julien, 2006; Pfurtscheller et al., 2011]).
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Abstract. This paper introduces a fully-implemented Brain-Computer Interface (BCI) technique developed as an
input mechanism for Interactive Narratives, based on neurofeedback (NF) of an EEG measure of prefrontal alpha
asymmetry. We present the evaluation of a test system using simultaneous EEG input and recording of fMRI, with
subjects watching 3D graphical animations while inside an MRI unit. Subjects were able to successfully interact
through NF and modify the course of the narrative. The analysis of fMRI results confirmed selective activation of the
medial prefrontal cortex.
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1. BCI and Narrative Empathy

Entertainment has become a popular application domain for Brain-Computer Interfaces, video games in particular
[Plass-Oude Bos et al., 2010]. The key to a successful implementation lies in the optimal integration of physiological
signals into the gameplay experience. Previous work falls into two broad categories, one involving the detection of
signals related to motor control (real and imagined), and the other to a user’s internal state (affective dimensions,
attention, etc.). In most cases the target gameplay features are self-contained, corresponding to control in games of
moderate complexity, or simple moves in more complex online games.

Our objective with this current research was to optimise the mapping between BCI input and gameplay in a more
sophisticated media experience. Our target was the specific genre of interactive narrative, in which a generated story
(as a real-time 3D animation) varies dynamically with the user’s response. We wanted to develop a unified framework
that encompass (a) the user’s cognitive response to a narrative; (b) an input mechanism that could be integrated with
the AI generation mechanisms of the story; and (c) BCI signals that are compatible with both (a) and (b).

Several theories of media psychology (e.g., [Tan, 1996]) have posited that disposition towards story characters
is a major determinant of the spectator’s experience. One possible mechanism to combine this experience with user
interaction thus appears to be one in which the user expresses her direct support for a character when perceiving that
the character faces difficulties within a story. This has led us to explore EEG prefrontal asymmetry, as proposed
by [Davidson, 1992], originally as a measure of approach/avoidance, to measure disposition towards a character.
Although it has been previously mentioned as a candidate technique for BCI, to the best of our knowledge it has not
been used to date in a similar context, using NF to modulate an internal state relating an external object.

2. An Interactive Narrative Experiment

We have implemented our BCI techniques within an Interactive Narrative system [Gilroy et al., 2012] that is displayed
as a real-time 3D animation (developed using the UDK game engine). This is illustrated in Fig. 1. The presented story
is a medical drama featuring a young female doctor as the main character, facing difficult cases as well as conflicts
with colleagues. The story is dynamically generated from a set of possible actions, using Al Planning techniques to
construct a consistent narrative progression, potentially producing in the order of a hundred variants. The default story
is biased against that character, meaning that without user intervention the story ending will be detrimental to her. As
her situation deteriorates, the system offers opportunities for the user to intervene to support her. The first opportunity
is determined dynamically, but early enough in the story to be able to “rescue” her, and a second opportunity is
generated soon after in case the user’s first intervention is not successful.

User interaction with the system consists of prefrontal asymmetry NF, which is activated by the user mentally
supporting the feature character. The feedback element is embedded in the visual appearance of the character, who
fades to grey when facing difficult situations and is restored to full colour saturation following successful support.

During experimental sessions, the principles behind the interactive narrative were explained to subjects, in par-
ticular the fact that at some stages the feature character will face difficulty and that their support will be required to
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Figure 1: Setup of NF-based Interactive Narrative experiments. A subject watches an interactive narrative from inside an MRI
scanner, equipped with an fMRI-compatible EEG cap. (See main text for details.)

enable her to overcome the difficulties. Instructions to participants remained generic such as “mentally supporting
the character” or “expressing positive thoughts towards her”. Subjects also underwent a specific training session that
allowed them to practice NF and observe the character’s response.

The experimental setup was deployed within an MRI scanner: each subject views the interactive narrative from
a mirror-projected LCD screen and is equipped with an fMRI-compatible EEG cap. The subject interacts with the
narrative in real-time through NF, at dynamically selected points, depending on the narrative evolution and the feature
character’s status. A prefrontal alpha asymmetry score is calculated in real-time from the F3 and F; EEG electrodes,
which is interpreted as a degree of support expressed towards the character in trouble. This score drives the evolution
of the narrative, so that successful support results in a course of action that becomes favourable to the feature character.

3. Results and Discussion

Twelve users were selected for our experiments, undergoing the short training session for NF (< 10 minutes, much
shorter than traditionally reported in the literature) using the same virtual environment as used in the narrative, but
outside of the MRI scanner. Individual measurements also allowed subject-specific calibration. The experiment was
comprised of two consecutive phases: one active condition during which the subjects could interact with the narrative
through NF, and one control condition during which the generated story was replayed with the interaction mechanism
disabled. During the experiment, users success in supporting the feature character through NF resulted in a favourable
ending for the narrative, which otherwise systematically ends with the demise of the feature character.

Of the initial 12 subjects, only 6 were able to achieve above-threshold changes in EEG alpha asymmetry during
the NF phases, thus successfully altering the story. The unsuccessful subjects all completed the experiment: what they
saw was simply the default story that they could not modify. We have devised a validation mechanism that compares
fMRI data offline between the active and control conditions for the successful subjects, using subtraction techniques.
At the anatomical level, the results were in line with our Davidsonian hypothesis, showing asymmetry as expected,
with local changes of activity predominantly in the medial prefrontal cortex (Fig. 1, top right). Comparative BOLD
measures during NF phases also show higher activation in the medial pre-frontal cortex for successful subjects (Fig. 1,
bottom right), and little difference in activation of the premotor cortex (ruling out alternative explanations involving
motor cortex activation).

These early results are certainly encouraging as a proof of concept: however, the actual usability of alpha asymme-
try as an interface technique will depend on improved training methods which increase the proportion of responsive
subjects without imposing lengthy, repeated training sessions.
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Abstract. Intelligent cars exploit environmental information to support drivers by providing extra information and
assisting complex maneouvers. They can also take into account the internal state of the driver by means of decoding
cognition-related brain activity. Here we show the feasibility of successfully classify EEG correlates of anticipation,
movement preparation and error processing while subjects drive in a realistic car simulator.
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1. Introduction

Intelligent cars are expected to support drivers by extra information (e.g. distance to nearest car) and support
complex maneuvers. These systems should take context into account and provide suitable and timely assistance,
while seamlessly interact with the driver. Recognition of the driver’s cognitive states can be useful to better align the
car’s behavior to the driver’s intention, hence enhancing the overall driving experience. Previous studies have
focused on detecting the level of driver’s drowsiness and attention, as well as emergency braking using
electroencephalogram (EEG) in combination with other physiological signals e.g. [Haufe et al., 2011]. Extending
these works, we studied brain correlates of cognitive states in order to predict future actions or to evaluate whether
the decisions of the intelligent system are coherent with the user intentions. Specifically, we report single-trial
recognition of anticipation- and error-related potentials elicited while driving in a car simulator.

2. Material and Methods

Experiments were performed in a realistic car simulator. Steering angles, brake and acceleration pedals position
were acquired at 256 Hz. EEG signals were recorded at 2 kHz from 64 channels (extended 10/20) and spatially
filtered using common average reference. We simultaneously recorded EOG and one EMG channel on the driver’s
right leg. Signals were downsampled to 256 Hz and synchronized with the car simulator data. EMG signals were
band-pass filtered (20-50 Hz) and smoothed using a moving average (t = 25 samples).

Environmental cues warn the driver about upcoming situations where an action may be required (e.g. accelerate
when a traffic light changes to green). Anticipation processes are reportedly reflected by a slow cortical potential
(SCP) that develops between the warning and the anticipated stimuli [Walter et al., 1964]. We tested the existence of
such signals in a scenario where drivers (N = 6) were instructed to accelerate or brake at specific points cued by
visual stimuli. EEG signals were filtered the in the 0.1-1 Hz range and segmented into 1 s trials preceding the
moments when the driver has to act (i.e. GO trials), and those when no response is required (i.e. NOGO trials). We
then use a QDA classifier to discriminate these two types of trials from the activity of the Cz electrode.

We also studied neural activity preceding self-generated actions. We analyze the EEG activity while drivers
(N = 6) perform self-paced lane changes in a simulated highway. EEG data was filtered as above and segmented into
trials corresponding to straight driving and steering actions. A LDA classifier was trained using the signal at the C1,
Cz and C2 electrodes in a 500 ms window ending 700 ms before the action [Gheorghe et al., 2013].

Intelligent cars should be able to infer potential driving behavior from the environmental information and
previous experience. Nevertheless, these devices are prone to errors that may hinder their performance. Detection of
error-related brain activity can be used to improve the performance of such systems as shown in simpler protocols
[Chavarriaga and Millan, 2010]. We studied these signals when a driver assistant provides feedback on predicted
turning directions. Seven healthy subjects participated in the experiment where visual feedback (i.e. arrows) was
provided 1 s before they reach an intersection. Erroneous feedback, pointing to a different direction, was presented
30% of the times. Features were selected using discriminant analysis and fed to a LDA classifier.
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3. Results

In the first experiment, we found a centromedial slow negative signal developing well before anticipated actions
(accelerate/brake) (Fig. 1b). Average classification performance (AUC) using features up to 200 ms before the action
was 0.72 and 0.81 for accelerating and braking actions, respectively [Khaliliardali et al., 2012].

As seen in Fig. 1b, we also found slow negative deflections over central areas—akin to the motion related
potentials—starting more than 1 s prior to lane changes. Classification of these actions yields a true positive rate of
68.8 £ 6.6 (5-fold cross-validation), with average detection times of 641 £ 94 ms before the actual steering action.
Regarding error potentials, we saw a stereotypic response on frontocentral areas when feedback does not match the
user’s intention. Statistical differences between error and correct conditions were observed between 200 ms and
600 ms after feedback. In general, error-related activity was recognized above chance level.

4. Discussion

We consistently found neural signatures of anticipation, movement preparation and error processing while
subjects drive in a car simulator. Despite the increased noise that can be expected in this realistic scenario, obtained
EEG correlates are well in line with those previously reported in simpler experimental paradigms. These signals can
be successfully decode cognitive processes while driving intelligent cars.
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Abstract. This work extends previous studies on using EEG decoding for automatic image retrieval. We propose an
iterative way to integrate the information obtained from the EEG decoding and image processing methods. In the light
of real-world BCI applications, we demonstrated that a limited number of EEG channels provide sufficient information
about the subject’s preference to be exploited in image retrieval by the proposed synergistic scenario. Furthermore, to
meet a more realistic scenario we used natural images (i.e., images of objects in their natural environment).
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1. Introduction

Humans ability to process visual information outperforms state-of-the art computer methods. For this reason, analysis
of EEG responses to visual stimuli has been proposed as a complement to image recognition systems. In particular,
using the rapid serial visual presentation (RSVP) protocol. In this scenario, the presented images are labeled based on
the EEG activity as target/non-target. Then, the decoded labels are propagated to unseen images based on similarity
and data mining methods [Pohlmeyer et al., 2011].

We propose an alternative iterative scenario for coupling the EEG decoding with automatic image labeling. An
iteration consists of assigning the EEG-based labels to the presented images (i.e., RSVP sequence) and their propa-
gation to the unseen images. This yields a set of probabilistic labels based on both brain signals and image features.
Then, we fuse the labels obtained at each iteration before ranking the whole database and retrieve that target images.

2. Material and Methods

2.1. Experimental Setting
Subjects (N = 15) were presented with sequences of natural images at a rate of 4 Hz. They were instructed to count
images of a specified object. The experiment consisted of two phases: training and testing. Different sets of images
from Corel database were used in the training (1600 images) and testing phases (1382 images). Four search tasks
(Elephant, Car, Lion and Butterfly) were given in the training phase, and three search tasks (Eagle, Tiger and Train)
in the testing phase. In the training sequences 10 % of images were the targets. The testing phase consisted of four
iterations (200 images per iteration). In the initial iteration, a sequence of images was presented (10 % of them targets).
The elicited EEG response to each image was decoded to obtain labels for the presented images (target/non-target).
This information was used to label the remaining images in the database and obtain the image sequence that was shown
in the next sequences.

EEG data were recorded with a 64-channel BioSemi ActiveTwo system, at a sampling frequency of 2048 Hz. The
EEG signals were bandpass filtered [1 10 Hz] and downsampled to 32 Hz. The EEG signals were re-referenced by
common average reference (CAR) based on 41 electrodes (the peripheral electrodes were excluded).

2.2. EEG-based Image Labeling

The EEG signals from the training phase are used to train a Gaussian classifier (target vs. non-target trials) [Millan
et al., 2004], using four prototypes per class. The feature vector is obtained by concatenating samples in the interval
from 200 ms to 700 ms after stimulus onset of a subset of 8 channels: Pz, PO3, POz, CPz, Cz, PO4, C3, C4. The
feature dimensionality is reduced, keeping only the features with high discriminant power (DP) [Gal4n et al., 2007].

2.3. Automatic Image Labeling

This step propagates the labels obtained from the EEG decoding to the remaining (unseen) images in the database.
We used a semi-supervised approach for automatic image labeling, exploiting a visual similarity graph of the images
in database [Yang et al., 2006]. Each node in the graph represents an image, while its state is the probability that the
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image belongs to the target class. Every node is connected to ten neighboring nodes where five of them have been
assigned a label based on the EEG. In turn, arcs represent the probability that the connected nodes belong to the same
class taking into account their similarity in the image feature space. The images in our database are indexed in two
feature spaces: edge histograms and the colored pattern appearance model [Qiu, 2004].

2.4. Iterative Coupling

The EEG-based labels (target/no target) obtained in a given iteration are used for the automatic labeling, i.e., they
are used as initial labels in the graph and then propagated to the entire database. Then, a new RSVP sequence for
the next iteration is generated from the 200 top ranked images based on their labels. By repeating these steps we are
accumulating evidence of the true labels for each image in the database. After the final iteration, the label probabilities
for each image are averaged across iterations to obtain the final labeling.
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Figure 1: (a) Grand Average ERP at CPz. T: target; D:non-target; (No of trials). (b) EEG classification performance (AUC
averaged across subjects). (c) AP of the top-ranked 200 images across subjects: 4th vs Ist iteration. Colors indicate search tasks.

2.5. Results and Discussion

ERPs over centroparietal electrodes exhibit a positive peak at about 500 ms after target images are presented (Fig. 1a).
The single-trial EEG classification performance, in terms of the area under the ROC curve (AUC) is shown in Fig. 1b.
Performance exceeds chance level in all search tasks, although results for task Train were significantly lower (Fried-
man, p < 0.05). This task-dependent differences in EEG performance were consistent with response times (RT)
measured in a separate behavioral RSVP protocol using the same images. Accordingly, the longest median RT was
found for the class Train, indicating its lower discriminability.

We evaluate the retrieval performance in terms of the average precision (AP) on the top-ranked 200 images (i.e. the
mean of the precision scores over these images). A comparison between the retrieval at the first and the last iterations
(c.f. Fig. 1c) clearly shows that the iterative coupling results in significant improvement with respect to the labels
obtained in the initial iteration. Thus making it less sensitive to EEG labeling errors. These results demonstrate that
the limited set of the EEG channels provides sufficient information to make the EEG-based image retrieval operational
in the iterative coupling scenario.
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Abstract. We aim at creating a new kind of experience whereby audiovisual content responds to participants'
selections and preferences. We have developed a system that allows easily embedding flickering objects in 3D
virtual environments. The system is integrated with an SSVEP-based BCI so that it detects when participants attend
to the flickering objects. We have evaluted various types of stimuli, including moving stimuli and stimuli with high
fregnencies, and implemented an audiovisual scenario of deep space in which various stars are used as BCI targets.
We report on the results of our evaluation studies.
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1. Introduction

The field of human-computer interface is going through a paradigm shift, sometimes referred to as natural user
interface (NUI). Brain-computer interfaces (BCIs) have the potential to become the ultimate interface; what could be
more natural than controlling devices by thought alone? In practice, however, despite tremendous progress in the
field, BCls are still very difficult to control. In this research we aim at creating new kinds of BCI experiences that
would be based on minimal participant effort, while retaining as much accuracy as possible. Specifically, we suggest
a framework for audio visual experiences based on the steady-state visually-evoked potential (SSVEP) with BCI
targets that are embedded inside the media content. Improvement of user experience is essential not only for healthy
users of BCI, but also for patients who may want to use BCls for various reasons from BCI to control devices.

SSVEP-based BCls are usually based on low frequencies (5-20 Hz), while using analog stimuli display methods,
such as light emitting diodes (LEDs). Our efforts are oriented towards using high frequencies on a screen, digitally
and seamlessly embedded in media content. Frequencies higher than 35Hz are considered close or above the Critical
Fusion Flicker Threshold (CFFT) — the threshold where a continuous flickering stimulus is perceived constant to the
observer, an effect referred to as persistence of vision [Ferry et al., 1892]. BClIs based on high-frequency SSVEP
have been successfully previously demonstrated [Wang et al., 2005] By using high frequency objects embedded in
the media we aim to construct an interactive experience that can be more enjoyable than current SSVEP-based BCI.
Moreover, our approach suggests a generic, flexible, and easy-to-use platform for future research and applications.

2. Material and Methods

2.1. System

We have used 8-channel EEG electrodes located on the subject’s occipital lobe (PO3, PO4, POz, PO7, PO8, O1,
Oz, 02, and Fpz and right earlobe, using the 10-20 international system). The BCI hardware and software was
developed by g.tec (Austria) and has been customized with their support. In addition, we use Unity (Unity
Technologies, USA), a 3D game engine, to display the stimuli inside a virtual environment displayed on a back
projected stereoscopic large screen ("power wall"). Since rendering speed is critical for accurate display of flickering
stimuli we use a high end graphics card (Nvidia Quatro5000). The BCI system and the unity game engine
communicate via a user defined protocol (UDP) over the Internet or over a local network.

In order to present frequencies reliably on a monitor or a projector one has to take into account the flickering
refresh rate of the device itself. According to Nyquist’s sampling theorem [Nyquist, 1928], if N is the device refresh
rate then it is possible to transmit frequencies as high as N/2. Given a frequency m <N/2, we define the square wave
function f(m):
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1, otherwise
We sample f(m) and x in intervals of 1/N, and x is incremented as an integer from 0 to N. This method enables us to
represent all frequencies bellow or equal to N/2 even if they do not divide N.

2.3. Procedure

A typical session has three parts: first the system computes a classifier, then we validate and improve the
classifier with a cue-based classification task, and the third part is a free choice task. In a series of pilot studies we
have explored various types of stimuli, varying mostly in shape, frequency, size, and motion, and have eventually
settled on an immersive experience that includes a visualization of deep space. In the background there are small
stars, intended to create the illusion that the user is moving in space (this experience is typically presented in
stereoscopic display). Occasionally larger stars appear, and the user is expected to control these stars by "thought"
There are four types of stars, each with different frequency; typically we use 17.1, 24, 30, and 40 Hz, using the
120 Hz projector. When an SSVEP response to a specific star has been detected, the star starts moving towards the
user; otherwise it gradually fades out.

Online accuracy
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Figure 1. Arich visual experience that includes controlling Figure 2. Error rate and false positive classification,
the behavior of stars with BCI. average of five subjects. Highest classification is

after 3 seconds of stimuli appearance.

3. Results

Ten subjects participated in the experiment (ages 24-50, 5 males and 5 females). All participants achieved 80%
or higher classification accuracy rates in the cue-based BCI tasks. This is significantly above 25% chance level
classification and thus establishes the validity of our display method. The highest rate of accuracy is obtained
approximately 3 seconds after the stimulus appears (Fig. 2).

Our main focus is thus on the subjective experience in the free choice tasks. Subjects report that using the
interface is very natural, and that the stimuli used for control are not intrusive; this is in sharp contrast to LED based
interfaces. In dark lighting conditions even the flicker of 30 Hz stars is barely noticeable. We are now further
studying issues of control, sense of agency, and experience in similar media experiences.
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Abstract. The study of users’ emotions in computer interaction has increased in recent years. In this paper we describe
an approach to detect emotion from brain activity, recorded as electroencephalograph (EEG) with the Emotiv Epoc
device, during music listening. After extracting features from the EEG signals we characterize the emotional state
of a person by mapping their brain activity to a coordinate in the arousal-valence 2D emotion space. We then apply
machine learning techniques to classify EEG signals into happy/sad and angry/tender emotional states. The obtained
classifiers may be used to automatically tag or recommend music based on the listeners’ EEG data
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1. Introduction

The study of users’ emotions while interacting with multimedia computer systems has increased in recent years.
This is due to the growing need for computer applications capable of detecting the emotional state of users and
adapt accordingly [Picard and Klein, 2002]. Motivated by every day interaction among humans, the majority of the
research in this area has explored facial and voice information as source of emotion cues. However, emotions are
not always manifested by means of facial expressions and voice information. Facial and voice information is related
only to behavioral expression which can be consciously controlled and modified, and which interpretation is often
subjective. A still relatively new field of research in affective brain-computer interaction attempts to detect emotion
using electroencephalograms (EEGs) [Chanel et al., 2006; Lin et al., 2010]. There have been several approaches to
EEG-based emotion detection, but there is still little consensus about definite conclusions.

In this paper we describe an approach to decoding emotion from EEG data obtained with a (low-cost) Emotiv
EPOC headset. Subjects are presented with music fragments previously annotated with particular emotions (i.e. happy,
sad, angry, tender) while we record their response EEG activity. We characterize the emotional state of a person by
mapping their EEG signals to a coordinate in the arousal-valence 2D emotion space (e.g. happiness is a state with high
arousal and positive valence, whereas sadness is a state with low arousal and negative valence). We then apply machine
learning techniques to classify EEG signals into happy/sad and angry/tender emotional states. Our approach differs
from most previous works in that we do not rely in subject self-reported emotional states during stimuli presentation.
Instead, we use a set of emotion-annotated music pieces from films soundtracks.

2. Material and Methods
2.1. Data Collection

EEG data in this study were collected from 4 healthy subjects (2 males and 2 females) with average age of 27.25 during
listening to emotion-annotated 12—18 seconds music fragments. Data were collected using the low-cost Emotiv EPOC
headset, recently released by the Emotiv Company. This headset consists of 14 data-collecting electrodes and 2 refer-
ence electrodes, located and labeled according to the international 10-20 system. Following the international standard,
the available locations are: AF3, F7, F3, FC5, T7, P7, O1, 02, P8, T8, FC6, F4, F8 and AF4. The EEG signals are
transmitted wirelessly to a laptop computer. Subjects listened to selected film soundtrack fragments previously tagged
according to their emotional content. Based on these annotations, we selected 8 music fragments covering all four
quadrants in the arousal-valence emotion plane (2 in each quadrant).

Initially, the subjects are informed about the experiment procedure and instructed to follow the usual guidelines
during stimuli presentation (e. g. do not move). Subjects were instructed to close their eyes and not to produce any
facial movements during the experiment. Once this was done, the 8 music fragments are randomly presented each one
for 12 seconds and a 10 second silent rest is inserted between stimuli. The purpose of the 10 second silent rests is to
set a neutral emotional state of mind in between stimuli.
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2.2. Feature Extraction

From the EEG signal of a person, we determine the level of arousal, i.e. how relaxed or excited the person is, by
computing the ratio of the beta and alpha brainwaves as recorded by the EEG. We measure the EEG signal in four
locations (i.e. electrodes) in the prefrontal cortex: AF3, AF4, F3 and F4.

In order to determine the valence level, i.e. negative or positive state of mind, we compare the activation levels of
the two cortical hemispheres. Specifically, we estimate the valence value in a person by computing and comparing the
alpha power a and beta power b in channels F3 and F4.

2.3. Learning Task

We approach this problem as a two 2-class machine learning classification problem - we apply a multi-layer perceptron
with two hidden layers. In particular, we are interested in inducing two classifiers of the following forms:

Classifier; (EEGdata([t, + c])) — {happy, sad}
Classifier, (EEGdata([t,# + ¢])) — {angry, tender}

where EEGdata([t,7 + ¢]) is the EEG data observed at time interval [f,f + ¢] and {happy,sad} and {angry,tender} are
the sets of emotional states to be discriminated. The results reported in this paper are obtained with c=4s and with
increments of ¢ of 1s. For each subject in the EEG data sets we train a separate classifier.

3. Results

The expected accuracy of a default classifier (one which chooses the most common class) for the same tasks we
consider in this paper is 50 % (measured in correctly classified instances percentage). The average accuracies we
obtain for the happy-versus-sad, and the angry-versus-tender classifiers using a multi-layer perceptron classifier are
86.33 %, and 77.27 %, respectively. We evaluated each induced classifier by performing 10-fold cross validation in
which 10 % of the training set is held out in turn as test data while the remaining 90 % is used as training data. When
performing the 10-fold cross validation, we leave out the same number of examples per class. In the data sets, the
number of examples is the same for each class considered, thus by leaving out the same number of examples per class
we maintain a balanced training set.

3.1. Discussion

The difference between the results obtained and the accuracy of a baseline classifier, i.e. a classifier guessing at
random, confirms that the EEG data contains sufficient information to distinguish between happy/sad and angry/tender
states, and that machine learning methods are capable of learning the EGG patterns that distinguish these states. It
is worth noting that also investigated other algorithms (e.g. decision trees and k-NN) and all produced better than
random classification accuracies. This supports our statement about the feasibility of training classifiers using the
Emotiv Epoc for the tasks reported.

4. Conclusions

We have explored the use of machine learning techniques for the problem of classifying the music-induced emotional
state of a person based on EEG data using the Emotiv Epoc headset. In particular, we presented results obtained
with a multi-layer perceptron for discriminating between happy-versus-sad and angry-versus-tender states. Our results
indicate that EEG data obtained with the Emotiv Epoc device contains sufficient information to train successful classi-
fiers for these emotional states, using machine learning techniques. Furthermore, we proved that it is possible to train
successful classifiers without self-assessment information about the emotional states by the subjects.
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Abstract. NeuroBodyGame consists of a wearable computer that allows the users to play games with their brain
signals through an independent and non-invasive BCI integrated to its technological system that captures the user’s
brain activity as spontaneous inputs from EEG rhythms on the frontal lobe through two electrodes disposed on F1
and F2 channels according to 10-20 Standard.
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1. Introduction

For several years, electroencephalographic activities, and other measures of brain functions, have been
considered means to new non-muscular channels of communication for sending messages and commands to the
external world. This possibility becomes reality with the development and application of brain-computer interfaces
(BCI) responsible for actually enabling this communication process between human-machine or human-machine-
human, through the acquisition and encryption of the user's biological information [Zuanon, 2011]. Many studies
[Anderson 1998; Altenmiiller and Gerloff, 1999; McFarland et al., 2000] have demonstrated correlations between
EEG signals and real or imagined movements and between the EEG signals and those from mental tasks.

In this context NeuroBodyGame (NBG) was developed consisting of a wearable computer that allows the users
to play games with their brain signals. It is a wearable wireless interface for the brain to interact with the games
bundled into the system.

2. Material and Methods

The NeuroBodyGame wearable computer has an independent and non-invasive BCI integrated to its
technological system in which the brain output channel is the EEG, and the generation of the EEG signal mainly
depends on the user’s intention, and not on the peripheral nerves and muscles [Fabiani et al., 1987; Polich, 1999;
Donchin, 2000]. This BCI captures the user’s brain activity as spontaneous inputs from EEG rhythms on the frontal
lobe through two electrodes disposed on F1 and F2 channels according to 10-20 Standard.

In order to achieve all ages two games are being used with the NBG: NeuroBodyGame Dragon which aims at a
light user and has a less complex playability and NeuroBodyGame Car which aims at a more experienced user and
presents a complex playability. Both games are open source — a fundamental characteristic for providing full
remodeling of the programming and integration with the games’ controls and the interactor’s brain commands.

The usability tests conducted with NBG users throughout the entire process include the analysis of aspects
related to comfort, mobility, and adaptability of the user to the brain-computer interface and the integration of brain
wave frequencies of the players to the functionalities of the game in question.

N .

Figure 1. NeuroBodyGame Wearable Computer with brain computer interface integrated.
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3. Results

The obtained results include the mapping and the association of user’s brain activity in real time to game
functionalities, which begin to react in accordance with the player’s neurophysiologic state. In other words,
playability is facilitated or made difficult based on the user’s brain wave frequencies as well as how the wearable
computer interprets these brain activities and reacts to them, altering their color (front / back) and applying
vibrations (back). Specifically the user’s brain activity in a frequency period of 9 to 13 Hz enhances the user’s
playability and the NBG mostly react by showing the color blue. The detection of brain wave frequencies between
14 to 21 Hz, displays the green color and for frequency periods between 22 to 30 Hz the user’s playability is made
more difficult and the NBG reacts to it by turning to yellow and applying a soft vibration in the area of the back
while brain wave frequencies between 31 to 40 Hz make the user’s playability even more difficult and the NBG
reacts by changing its color to red and by vibrating really intensively.

4. Discussion

The results mentioned above and observed during interaction of a significant number of users — more than 5,000
— during exhibit of the wearable computer at FILE (International Festival of Electronic Art) 2010, lead to the
conclusion that the use of brain signals as biological information to configure an organic playability with the games
constitutes a fertile field of research, considering the immersion potential the brain-computer interfaces provide
when applied to interactive digital systems, such as computer games. Our future studies aim to extend the BCI
application on wearable computers to provide increasingly complex levels of interaction between the user's
organism and the elements that constitute a game such as characters, scenarios, feedback, besides the playability.
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Abstract. The P300 can be used to infer whether an observer is looking at a target or not. Common practice in P300
experiments and applications is that observers are asked to fixate their eyes while stimuli are presented. We
investigated the possibility to differentiate between target and non-target fixations in a target search task involving
eye movements by using EEG epochs synchronized to fixation onset (fixation-related potentials: FRPs). Participants
systematically scanned search displays consisting of six small Landolt Cs in search of Cs with a particular
orientation. After each search display, they indicated whether and where target Cs had been presented. As expected,
an FRP component consistent with the P300 reliably distinguished between target and non-target fixations. For 8 out
of 11 participants, it was possible to classify single FRPs into target and non-target FRPs above chance (62-77%
correct). These results are the first step to practical applications such as covertly monitoring observers’ interests and
supporting search tasks.

Keywords: EEG, eye movement, P300, fixation-related potential, visual search

1. Introduction

The P300 is an event related potential (ERP) occurring approximately 250-500 ms after a target or task-relevant
stimulus has been presented. Because the P300 is relatively easy to detect and its amplitude depends on voluntarily
controlled attentional processes, it is often used as a control signal in Brain-Computer Interfaces. In P300 BCls
different stimuli are sequentially presented. The stimulus chosen by the observer, i.e., the stimulus that the observer
focuses his/her attention on, elicits a P300 that is detected by the computer. Usually, participants using a P300 BCI
or taking part in an experiment in which the P300 is investigated are asked not to move their eyes around the time
that the P300 occurs. For example, they fixate a fixation cross that is subsequently replaced by a particular visual
stimulus, or they fixate a target amongst non-targets and count the number of times it is flashed. However, in natural
visual search tasks observers sample their visual environment by self-initiated fixations and saccades instead of
fixating a location where the visual stimulus is known to appear. We suspect that the brain’s electrophysiological
response to perceiving a target amongst non-targets will be similar regardless of whether the eyes are static and
targets and non-targets are presented at a fixation location or whether an observer fixates a set of non-targets
individually in search for a target. Here we try to infer from EEG whether individuals look at a target object or not in
situations with natural eye movements. Rather than locking EEG to stimulus onset, we lock EEG to fixation onset
and examine whether we can distinguish target from non-target fixations on a single-fixation basis. If so, this would
enable new types of (online) applications like covertly monitoring observers’ interests and supporting search tasks as
well as more ecologically valid scenarios in EEG studies about visual search, selective attention and detection.
Fixation-related potentials (FRPs) have been studied before. However, existing studies look at earlier components
than the P300 or differences between target and non-target FRPs may be due to confounding factors. Also, we are
not aware of a study that looked at single FRP classification.

2. Material and Methods

Thirteen participants took part in the experiment. In each of four blocks they searched 60 search displays for a
target C. A search display consisted of 6 Landolt Cs with four possible orientations: the gap could be at the top, the
bottom, left or right. The Cs were arranged in a circle and displayed at the 12, 2, 4, 6, 8 and 10 o’clock positions. It
was impossible to detect the orientation of any C other than the one currently fixated. The target C could have any
orientation, but remained the same for each individual participant. The non-target Cs had randomly selected other
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orientations. One third of the displays contained 2 targets, one third 1 target and one third no targets so that
participants could (almost) never know whether the next C would be a target. Participants were instructed to fixate
on each C, starting at the C at the 12 o’clock position and switching to the next in clockwise direction as fast as they
wished. When the participants were done, they indicated whether and where they saw the target C.

Eye position was recorded at 50 Hz using a Tobii x50 eye tracker. EEG was recorded at Fz, Cz, Pz, Oz, P3, P4,
PO7 and PO8. EOG electrodes were fitted to the outer canthi of both eyes, as well as above and below the left eye.
Using the Tobii data we selected fixations on the C’s at the 2, 4, 6, 8 and 10 o’clock positions. Subsequently, EOG
was used to define fixation onset that was exactly synchronized with EEG. FRPs were defined as EEG samples
starting at fixation onset and ending 500 ms after. Only the first fixation on a particular C was included in the
analysis. Since in this study we are interested in clean data reflecting the P300, FRPs associated with fixations
shorter than 500 ms were discarded. For three participants, this resulted in less than 10 valid target fixations. These
participants were therefore excluded from analysis. For classification, data were balanced by selecting random
subsets of FRPs such that they contained an equal number of targets and non-targets. The raw time series for eight
channels were standardized to have mean zero and unit standard deviation and used as input to a linear support
vector machine. For each participant it was estimated whether FRPs could be correctly classified as associated with a
target or non-target. These estimates were produced using a ten-fold cross-validation procedure. For each participant
and electrode, we also calculated grand average target and non-target FRPs. These served as input for running paired
sample t-tests that were used to test for significant differences between target and non-target FRPs (alpha of 0.01). In
addition, we checked for significant differences in the 100 ms epoch before fixation onset to verify that FRPs do not
differ before fixation onset. To verify that EOG associated with target and non-targets does not systematically differ
as intended by our experimental design, we examined EOG ‘FRPs’ associated with the same set of fixations as used
in the FRP analyses in the same way.

3. Results

Grand average target and non-target FRPs are consistent with a higher P300 for a target than for a non-target
fixation. The difference is significant at some frames towards the end at the parietal and parieto-occipital electrode
sites. Except for one frame at PO8, the 100 ms epoch before fixation onset does not show differences between targets
and non-targets confirming that identification of the C happened only after fixation onset. T-tests on the EOG ‘FRPSs’
and the 100 ms before did not indicate significant differences between targets and non-targets, confirming that
saccades to targets and non-targets were similar. All 11 participants included in the analysis have average
classification accuracies over 56%. For 8 participants, classification performance was significantly higher than
chance level (p < 0.05) and for one participant, performance is on the verge of significance (p = 0.05). The range of
classification accuracies for participants with successful classification is between 62 and 77%, with a mean of 70%.

4. Discussion

In the current study we provided evidence for a target-linked P300 in a well-controlled search task involving eye
movements, where ERPs were locked to fixation onset rather than to the onset of an externally imposed stimulus. We
showed that individual FRPs can be labeled offline as belonging to a target or non-target fixation for most observers
with 70% certainty on average. Our findings show that also for later components it is possible to investigate ERPs in
contexts with self-paced eye movements and suggest that P300 knowledge that has been gathered within tasks with
stationary eyes could be generalized to situations with eye movements. Furthermore, our findings are of relevance in
applied fields of research such as passive Brain-Computer Interfaces, augmented cognition and neuroergonomics.
While augmented cognition and passive BCI focus on online use of brain signals, offline use of brain signals that
reflect the state of the user could also be useful when for instance evaluating different interfaces or studying task
performance over time. Remaining questions that we would like to answer mostly relate to the application of FRPs.
While the current experiment was designed to investigate FRPs in a controlled manner, for practical applications we
need to examine situations that resemble the case that the use of FRPs is envisioned for. One important aspect is the
general fixation duration in those situations. In the current setting, we lost a large amount of data because of the
< 500 ms exclusion criterion. However, in our restricted search task fixation durations were relatively short. Also, we
demonstrated in a later experiment that when targets can be detected in the periphery, i.e. before the target is fixated,
the positive target potential occurs close to fixation onset. In this case fixations with shorter durations may also be
used to extract FRPs.
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Abstract. In this paper, we present the application of brain-computer interface (BCI) technology to the mapping of
brain function. Functional mapping seeks to identify those areas in the brain that are involved in producing a
particular function, such as receptive speech, and is particularly important for surgical planning prior to resective
brain surgery. The presented mapping procedure can be rapidly applied, is comparatively inexpensive, procedurally
simple, and also congruent to existing techniques. We expect that this will directly lead to a reduction in patient
morbidity and will increase the population of patients that can be effectively treated.
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1. Introduction

The traditional applications of brain-computer interface (BCI) research have focused mostly on communication
and control. The past several years have seen the application of BCI techniques to other important areas, such as
attention monitoring, stroke rehabilitation, or functional mapping. Functional mapping seeks to identify those areas
in the brain that are involved in producing a particular function, such as receptive or expressive speech, and is
particularly important for surgical planning prior to resective brain surgery.

Traditionally, different methods have been used to produce this functional map, most notably electrical cortical
stimulation (ECS) mapping, but they all have substantial problems. Patients undergoing resective brain surgery
would benefit greatly from a mapping methodology that is safe, can be rapidly applied, is comparatively inexpensive,
procedurally simple, and also congruent to existing techniques.

Over the past several years, we have been developing a novel functional mapping procedure. This technique is
based on a new detection algorithm, called SIGFRIED [Schalk et al., 2008; Schalk et al., 2008], which is
incorporated into our general-purpose BCI software, called BCI12000 [Schalk et al., 2004]. Together with appropriate
signal acquisition hardware, this procedure interprets, without configuration by an expert and at the patient’s bedside,
changes in electrocorticographic (ECoG) signals that are passively recorded from electrode grids that are already
implanted in the patient for clinical reasons. Within minutes, this novel method identifies, on a 2D or 3D
topographical display that is updated in real time as the patient performs different tasks, those cortical locations
whose activity changes in response to the task (see Fig. 1 for results of our mapping in one patient).

2. Material and Methods

The concept of our real-time functional brain mapping procedure is illustrated in the left panel of Fig. 1. Prior to
functional mapping, we acquire post-operative CT scans (A;) and pre-operative structural MRI scans (B). From
these scans, we reconstruct the grid position (A,) and cortical surface (B,), which provides a subject-specific
anatomical model (D) for our functional mapping technique (E). At the bedside, we engage the subject in different
tasks, such as auditory stimulation (C;), which modulates brain signals (C,) in the gamma band (70-110 Hz).
BCI12000 software applies the SIGFRIED method to detect these task-related changes, and maps the results in real
time onto the subject-specific anatomic model (E).

3. Results

In the right panel of Fig. 1, we present exemplary results from one subject who was implanted over the left
hemisphere with 120 electrocorticographic electrodes for the purpose of functional brain mapping and for localizing
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epileptic foci. Location and duration of the implantation were solely determined by clinical criteria. A lateral x-ray
(F) and an operative photograph (G) depict the configuration of two grids and three strips. In the example shown in
H and J, we presented the subject with voice and tone stimuli that induced cortical power changes in the gamma
band. To identify brain regions related to receptive language, the software statistically contrasted the brain signal
changes induced by tones with those induced by voice stimuli. The 2-dimensional interface to the investigator (H)
presented functional activations in real time using a topographical interface that represents the electrode grid. The
interface contained a display of cortical activation at each location for each task condition (i.e., voice, tones or
language). Each display contained one circle at each electrode's location. The size of each circle and its tint was
proportional to the magnitude of cortical activation. The 3-dimensional interface to the investigator (J) presented the
same functional information in real time on the patient-specific anatomical model. The results for cortical stimulation
(ECS) mapping of receptive language function (F, red) are congruent with those achieved using our passive
SIGFRIED-based method (H/J).

To date, together with our collaborators, we validated the efficacy of our new method for functional mapping in
three studies with adult and pediatric patients [Brunner et al., 2009] at the bedside and in intra-operative scenarios
[Roland et al., 2010]. We also showcased our method in several relevant conferences and in four dedicated
workshops on electrocorticography organized by our group. Finally, we provided our prototype to several clinics in
the USA and in Europe, and licensed the technology to a corporate partner. The initial version of the resulting
product is about to be rolled out to clinical testing.

Concept i Results
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Figure 1. Functional Brain Mapping of Language Cortex.

4. Discussion

Our present method gives results that have high concordance to those derived using ECS mapping and has the
potential to improve clinical diagnosis. Because our procedure rapidly, accurately, and safely maps functional cortex,
its widespread integration in resective brain surgery protocols will directly lead to a reduction in patient morbidity
and will increase the population of patients that can be effectively treated.
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Abstract. Active music listening has emerged as a study field that aims to enable listeners to interactively control
music. Most of these systems aim to control music aspects such as playback, equalization, browsing, and retrieval,
but few of them aim to control expressive aspects of music to convey emotions. In this study our aim is to enrich the
music listening experience by allowing listeners to control expressive parameters in music performances using their
perceived emotional state, as detected from their brain activity. We obtain EEG data using a low cost EEG device and
then map this information into a coordinate in the emotional arousal-valence plane. The resulting coordinate is used
to apply expressive transformations to music performances in real time by tuning different performance parameters in
the KTH Director Musices rule system. Initial results show that the emotional state of a person can be used to trigger
meaningful expressive music performance transformations.

Keywords: EEG, Emotion Detection, Expressive Music Performance

1. Introduction

In recent years, active music listening has emerged as a study field that aims to enable listeners to interactively control
music. While most of the work in this area has focused on control music aspects such as playback, equalization, brows-
ing and retrieval, there has been few attempts to controlling expressive aspects of music performance. On the other
hand, electroencephalogram (EEG) systems provide useful information about human brain activity and are becoming
increasingly available outside the medical domain. Similarly to the information provided by other physiological sen-
sors, Brain-Computer Interfaces (BCI) information can be used as a source for interpreting a persons emotions and
intentions.

In this paper we present an approach to enrich the music listening experience by allowing listeners to control
expressive parameters in music performances using their perceived emotional state, as detected by a bran-computer
interface. We obtain brain activity data using a low cost EEG device and map this information into a coordinate in the
emotional arousal-valence plane. The resulting coordinate is used to apply expressive transformations to music per-
formances in real time by tuning different performance parameters in the KTH Director Musices rule system [Friberg
et al., 2006].

2. Material and Methods

Our proposed method is depicted in Fig. 1. The process begins with detection of emotion based on the approach by
Ramirez and Vamvakousis [Ramirez and Vamvakousis, 2012]. For the data extraction we used the Emotiv EPOCH
head set. First we measure the EEG signal from the AF3, AF4, F3, and F4 electrodes. Using band pass filtering i, the
signal is split up in order to get the frequencies of interest, which are in the range of 8—12 Hz for alpha waves, and
12-30 Hz for beta waves. Alpha waves are dominant in a relaxed awake mind state, whereas beta waves are indicator
of an excited state of mind. The arousal value is computed from the beta/alpha ratio as:

aF3t+ary
arousal =——— 1
bp3+bry (D

Left frontal inactivation is linked to a negative emotion, whereas right frontal inactivation may be associated to
positive emotions. Thus valence is calculated as:

valence :Z% — Z% 2)

As depicted in Fig. 1, each quadrant of the arousal valence plane correspond to one of the studied emotions as

follows: high arousal and high valence correspond to happy state, high arousal and low valence correspond to angry

state, low arousal and high valence correspond to relax state, and finally low arousal and low valence correspond to sad
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Figure 1: Theoretical frame work for expressive music control based on EEG arousal - valence detection.

state. As arousal and valence values are not absolute and vary among subjects, we normalize the values by computing
the mean of a 5 second window over the last 20 second window maximum and minimum of the signal. This way we
obtain values that range between minus one and one for both arousal and valence values.

For synthesis we have used a real-time based implementation of the KTH group, pDM (Pure Data implementation
of Director Musices Profram) [Friberg, 2006]. Thus, the coordinate on the arousal-valence space is mapped as an
input for the pDM activity-valence space expressive control. In our implementation, this control is adapted in the
pDM program, so the coordinates are rotated to fit the ones of the arousal valence space. Then the transformation
of each of the seven the expressive rules takes place by interpolating 11 expressive parameters between four extreme
emotional expression values (Bressin and Fridberg, 2000) .

Two types of experiments were performed:a first one listening and the other listening while playing (improvising)
with a musical instrument. In both we aim to evaluate if the intended expression of the synthesized song (and the
user performance when playing) is reflected in the incoming signal of the listeners brain activity, in a passive listening
scenario. The expression of the performance is dynamically changed between to extreme values (happy and sad). A
2-class classification task is performed for both experiments. Features are obtained from the signal by taking four
seconds time intervals, and sliding each of this windows every quarter of a second.

3. Results

Two classifiers, Linear Discriminant Analysis and Support Vector Machines, are evaluated to classify the intended
emotions, using 10-fold cross-validation. Initial results are obtained using the LDA and SVM implementations of the
Open Vibe library. For happy-versus-sad classification we obtained a 76.41 % for passive listening with out playing,
and 65.86 % for passive listening when playing an instrument (improvising) along the expressive track using SVM
with radial basis kernel function.

4. Discussion

Initial results suggests that the EEG signals contain sufficient information to classify the expressive intention between
happy and sad classes. However, the accuracy decrease, as expected, when playing an instrument. This may be due
to the fact that the action of playing requires attention, thus, the alpha activity may remain low and beta may remain
high.

5. Conclusion

In this paper we have explored an approach to active music listening, implementing a system to control in real time
the expressive aspects of a musical piece, by means of the emotional state detected by an EEG device. We have used
machine learning techniques (LDA and SVM) to perform a two class classification task between two emotional states
(happy and sad). Initial results suggests that EEG data contains sufficient information to distinguish between the two
classes.
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Abstract. We propose a novel P300 BCI functionality in which activation (hold) and deactivation (release) of a P300
BCI speller can be separately controlled. This allows for control of the duration of activations, faster response time
for the deactivations and a more analog-like control than using the traditional P300 BCI method.
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1. Introduction

To date, P300 spellers have simply produced the selection the user desires, often with the selection used only
within the P300 speller application. However, as BCls move toward clinical use, their role as interfaces to other
technology is expanding [Sellers et al., 2010; Thompson and Huggins, 2011]. Assistive technology control interface
theory describes interface activation and interface deactivation as distinct properties of any control interface [Cook
and Hussey, 2001]. Separating control of activation and deactivation allow precise timing of the duration of the
activation. We propose a novel P300 BCI functionality in which activation (hold) and deactivation (release) can be
separately controlled. To drive a power wheelchair a traditional P300 BCI, the user would need to choose a
predefined direction and distance they want to move. Alternatively, a BCI with hold-release functionality would
enable the user to select the direction they want the wheelchair to move and hold that selection until they want to
stop. During the holding process, the only information required by the BCI to stop the wheelchair is when the user
changes i.e. releases their selection. This allows the BCI to make a release decision from a very few flashes instead
of after multiple sequences of flashes. For the BCI user this means a faster response time and a more analog-like
control than using the traditional P300 BCI method. We demonstrate that hold-release functionality is possible with a
P300 BCI through off-line analysis of data recorded while subjects were performing hold-release tasks. .

2. Material and Methods

To get data to test hold-release functionality we created a 5x6 matrix for a P300 speller with rows and columns
flashed for 31.2 milliseconds with 125 milliseconds between flashes and classifier weights created with the least
squares option of the BCI12000 P300_GUI. This simulated an eventual application in which a specific release target
appears when a selection with hold functionality is initially selected. Two “selectable objects” simulated the hold-
release functionality. One object was an ‘X’ in the upper left hand corner of the matrix and the other was ‘O’ in the
lower right hand corner.

Two variations on the layout were tested. In layout 1, the rest of the matrix contained numbers to provide the
visual clutter typical of a P300 BCI. Layout 2 was designed to remove two common perceptual issues in P300 BCI
spellers; adjacency response errors and double flashing errors [Fazel-Rezai and Ahm, 2011]. To remove adjacency
response errors we surrounded each selectable option with white space. Therefore no space adjacent to a hold-release
object would flash. All other locations were filled with ‘*’ characters for reduced visual clutter of characters while
maintaining the same number of rows and columns and thus the same target-to-target characteristics. To remove
double flashes we insured that the sequence of flashes never contained flashed groups that created a double flash.

Data was recorded from three able-bodied subjects (1 woman, ages 21, 24 and 57 years) using a 16 EEG
electrode cap from Electrode-cap International with electrode location as in (Thompson et al., 2012). Subjects sat in
front of a computer screen that contained one of our BCI layouts. We instructed our subjects to select and hold an
object until a tone sounded to indicate a switch of target object. Subjects “held” the object by counting how many
times it flashed. The target in the upper left corner was designated as the starting target. Subjects performed 10 hold-
release runs, 5 using layout 1 and 5 using layout 2. The order in which they used the layouts was pseudo-random.
The tone played five times per run creating five transitions between objects. The timing for the tones was pseudo-
random and happened 10-60 flashes (7500-12500 ms) apart. All tones where separated by at least 5 flashes, no tones

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 069


mailto:pharoram@umich.edu

Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-69

played when a selectable object was flashing and no tones played during the first or last 5 seconds of each run.
Subjects were not given feedback regarding whether the object they were holding was selected or not.

3. Results

Accuracy for the hold-release algorithm was 80% or higher for all subjects when calculated with information
from one flash of a hold-release object. Using information from two flashes (from any combination of the two
selectable objects) increased accuracy to 100%. Mean accuracy from one flash of a hold-release object using layout
1 was 82 +/- 3.0% and mean accuracy using layout 2 was 90 +/- 2.0%. Two-way ANOVA across subjects and
layouts showed a strong significance in accuracy depending on the layout used (p=0.0003). The average time for a
flash of a selectable object was about 106.25 +/- 81.25 for layout 1 and 103.13 +/- 71.88 for layout 2. Thus
classification time took time for an incoming flash plus the 800 ms window after the flash.

4. Discussion

Our results demonstrate that hold-release functionality is possible using P300 BCls. Using hold-release allows us
to extend the use of P300 BCls to applications that require fast and/or analog-like responses. We tested hold-release
functionality using two different layouts. The layout that minimized perceptual errors greatly increased single flash
classification accuracy.

Unlike traditional P300 BCI’s our paradigm is able to accurately classify a user’s decision (between the hold and
release selections) after single flashes of a hold-release object instead of after a sequence of flashes. For this reason
our paradigm is significantly faster than a traditional BCI. For example a traditional BCI running at four to eleven
sequences takes about 8-20 seconds to make a selection while the hold-release decision would take about 1 second.
This faster response time comes from a decrease in the amount of information needed to make a classification among
fewer targets. Traditional P300 BClIs requires enough information to determine what the new selection is from a
large number of targets. Our method only requires knowledge of when a classifier value from a flash is significantly
different from what we expect when a user is holding a selection. The largest time requirement for our paradigm is
the collection of 800ms of EEG activity after each flash of a hold-release object. The 800ms window of data was
chosen to guarantee that the P300 event was captured. Optimization of this time window could further increase the
interface responsiveness.

Future work should test hold-release functionality in a real world application such as moving a wheelchair. We
have found overall BCI performance to not be significantly affected by wheelchair tilt, but hold-release functionality
could be more sensitive to this type of disruption [Thompson et al., 2011].
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Abstract. The predominant approach in Brain-Computer Interface (BCI) research to reading out bits of the user’s
intent is to deliver a stream of isolated visual or auditory stimuli and to detect the modulation of event-related po-
tentials (ERPs) by the user’s attention. While such BCI systems provide relatively good control, the stimulation is
highly artificial and may become unpleasant. In contrast, music allows for a more intuitive way of listening, since
the separate information streams integrate into a coherent and hedonistically appealing entity. Here, we explore an
alternative approach to BCI control by employing polyphonic pieces of music as stimuli. As control paradigm, the
user shifts attention selectively to one of the musical instruments. Since the musical pieces are composed such that
each instrument plays tones deviating from a regular repetitive pattern, modulated ERP responses can be used to infer
the user’s intent in a similar fashion as for existing ERP-based BCls.

Keywords: ERP, auditory, P300, music

1. Introduction

It is among the supreme skills of a musical performer of a fugue by Bach that its different instruments can be perceived
as independently articulated auditory streams [Bregman, 1990] of their own right so that the listener can deliberately
focus her attention to the musical beauty of one instrument or the other. We present work on how selective attention
in music listening can be used as a new paradigm in BCI, following earlier BCI systems based on visual or auditory
attention [Schreuder et al., 2010; Hohne et al., 2011; Hill and Schélkopf, 2012]. We exploit the fact that polyphonic
music integrates several instruments into an aesthetic entity and that listeners are able to follow individual instruments
while still being immersed in a holistic listening experience. In Western major-minor tonal music, repetition and
variation of patterns is an essential part of the structure that plays with the listeners’ expectations. Taking advantage
of that we implement a ‘musical’ oddball paradigm by repeating a characteristic pattern for each instrument (standard
stimulus) and varying it infrequently (deviant stimulus) without violating the characteristics of the musical idiom. Our
hypothesis is that if listeners focus on one instrument a deviant pattern in this instrument triggers an ERP response.
The occurence of this response reveals which instrument has been attended to.

2. Material and Methods

In this study (N = 11), a minimalistic version of Just can’t get enough (Depeche Mode) consisting of synthesized bass,
keyboard, and drums was used. Each instrumental part is composed of frequent repetitions of a standard one-measure-
long pattern, once in a while interrupted by a deviant bar-long pattern. Then these three instrumental parts were
overlaid. The stimuli were presented in audio clips of 40s length, containing between 3—7 deviants per instrument!.
Ten randomized versions of such clips were generated. In random order, 21 of these clips form a block. On the
whole, three of these blocks were presented to the subject. In order to have the attention of the subject focused on the
particular instrument, the subject was asked to count the number of deviants per instrument in each clip and report it
afterwards using the computer keyboard. Concurrently, we used a 64-channel active-electrode setup with a standard
montage to record the brain activity associated with the musical stimuli.

Since the deviants in each instrument had different physical characteristics and, hence, the evoked response dif-
fered across instruments, we trained a separate binary classifier for each instrument using regularized linear discrim-
inant analysis. Each classifier was trained to discriminate between attended deviants and unattended deviants of that
instrument. We then modelled the classifier outputs as Gaussian probability distributions using maximum likelihood
estimates on the training data. In the test phase, we obtained posterior probabilities for each deviant indicating the

'Sound example: soundcloud.com/hpurwins/depmod|
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probability that the instrument was attended. For each clip, posterior probabilities were averaged within each instru-
ment and the instrument with the highest mean posterior probability was selected as the attended instrument.
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Figure 1: Instrument classification accuracy for each subject. The lower dashed line indicates chance level, the upper dashed line
indicates the 70 % benchmark.

3. Results

In an offline analysis, we performed a leave-one-clip-out cross-validation, wherein classifiers were trained on all clips
but one and then validated on the held out clip. Figure 1 depicts the accuracy of detecting the attended instrument in a
clip. Ten out of eleven subjects have a performance above 80 %, the lowest performance is 68 %.

4. Discussion

In this study we addressed the problem of transferring the typical BCI setting to a more enjoyable setting using mu-
sical pieces. Our approach is built on the everyday listening ability to follow an individual instrument in polyphonic
music. Although the number of possible concurrent streams is limited and our stimulus sequence is not the fastest
way to present an oddball paradigm, our results show that it is possible to design a BCI that is linked to an important
source of joy for individuals, namely music listening. In future work, we intend to improve the information rate of
this paradigm, compare various musical stimuli, and investigate its performance in an online setting. Furthermore, this
approach opens an avenue for investigating selective auditory attention to music and how it relates to stream segre-
gation [Bregman, 1990], supported by differentiating the streams with respect to timbre, pitch range, and rhythmical
structure. Also this approach could be used to investigate which signatures in a complex musical score involuntarily
call the attention of the listener.

References
Bregman, A. S. (1990). Auditory Scene Analysis. MIT Press, Cambridge, MA.

Hill, N. J. and Scholkopf, B. (2012). An online brain-computer interface based on shifting attention to concurrent streams of auditory stimuli. J
Neural Eng, 9 (2).

Hohne, J., Schreuder, M., Blankertz, B., and Tangermann, M. (2011). A novel 9-class auditory erp paradigm driving a predictive text entry system.
Front Neurosci, 5:99.

Schreuder, M., Blankertz, B., and Tangermann, M. (2010). A new auditory multi-class brain-computer interface paradigm: Spatial hearing as an
informative cue. PLoS ONE, 5 (4).

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 070



Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-71

Prediction of Upcoming Emergency Reactions During
Simulated Driving Based on ERP

J.-W. Kim!, I.-H. Kim!, S. Haufe?, S.-K. Yeom!, S.-W. Lee!

' Korea University, Seoul, Korea; *>Berlin Institute of Technology, Berlin, Germany

Correspondence: S.-W. Lee, Korea University, Seoul, Korea. E-mail: sw.lee @korea.ac.kr

Abstract. We present an emergency braking assistance system, which is capable of detecting the driver’s braking
intention in more general emergency situations compared to a previous study [Haufe et al., 2011]. Precisely, the
system is applied to three kinds of realistic emergency situation instead of only one. We found a significant positive
event-related potential (ERP) deflection for all three kinds of emergency reaction about 300ms post-stimulus in parietal
regions. Moreover, the result shows that electroencephalography (EEG)-based prediction of emergency reactions is
faster than behavioural responses such as electromyography (EMG) or brake/gas pedal deflections, even though the
maximal achievable accuracy of EEG-based prediction is lower compared to other modalities.
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1. Introduction

Prediction of upcoming emergency reactions is important for preventing traffic accidents. If a braking assistance
system can predict the driver’s intention prior to the behavioral response, this information can be used to apply safety
measures in time and thereby to mitigate the impact of traffic accidents or even to avoid accidents. Conventionally,
external sensors such as laser or ultrasonic sensors have been used to predict upcoming collisions. Recently, it has
been proposed to additionally monitor the driver’s mental state based on electroencephalography (EEG) [Haufe et al.,
2011], [Papadelis et al., 2007]. In particular, an existing study revealed that an EEG-based assistance system can
detect emergency braking 130 ms earlier than a system relying only on behavioural responses. In the present study, the
prediction performance of such a system is investigated under more general circumstances in order to overcome the
lack of generality caused by the fact that only one specific type of emergency situation was considered in [Haufe et al.,
2011]. We find that the event-related potential (ERP) signatures evoked by three different types of emergency stimuli
are similar to those described in [Haufe et al., 2011]. Classification analysis moreover indicates that it is possible to
detect the various kinds of emergency situations prior to actual braking based on EEG.

2. Material and Methods
2.1. Material

The driving simulator was composed of three 42 wide screens, a steering wheel, an accelerator and a brake pedal, and
a seat. The simulator software was developed using the Unity 3D engine (unity3d.com), which is highly customizable
and offers an excellent degree of realism. In the virtual environment, there were three driving lanes, and two virtual
vehicles besides the subject’s vehicle.

2.2. Methods
2.2.1 Experimental Paradigm

Five healthy subjects (male and right-handed, age 26.2 + 1.64 years) participated in this study. The subjects’ task
was to drive a virtual vehicle using the steering wheel and accelerator/brake pedals. They were instructed to follow a
lead vehicle within the desired distance mainly on the middle lane. In case of an imminent crash, the participant was
instructed to perform immediate braking. The following three types of emergency situation were artificially induced
at random intervals.

The brake stimulus The lead vehicle abruptly decelerates.

The cutting-in stimulus A vehicle from the neighboring lane abruptly changes to the subject’s lane in the front of
subject’s vehicle.

The pedestrian stimulus A pedestrian appears quickly in front of the subject’s vehicle.
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2.2.2 Data Analysis

Target segments were defined from -300ms before each stimulus onset to 1200 ms after each stimulus onset. Non-
target segments were extracted by moving a window over the entire recording. Baseline correction of EEG data was
computed by subtracting the mean amplitude in the first 100 ms of the window. The class-discriminability using
optimized combinations of spatio-temporal features was investigated using shrinkage-RLDA (regularized linear dis-
criminant analysis) classification. The first half of target and non-target epochs was used as training set and the second
half was used as test set. The class separability of the RLDA output was assessed using the area under the curve
(AUC) [Fawcett, 2006] measure. The AUC is given by

U:R,M, AUC:L (1)

2 niny

where ny, ny are the number of test data for each class (target, non-target) respectively, R is the Wilcoxon rank
sum statistics of the classifier outputs on test data, and U is the corresponding Mann-Whitney statistics. The known
distributions of R and U provide a non-parametric test for the null hypothesis of zero correlation between classifier
output and class label.

3. Results

Fig. 1 shows the grand average AUC classification accuracy scores computed from the outputs of linear classifier
for each stimulus as a function of classification time relative to the stimulus onset. Furthermore, this figure depicts
classification accuracy of different modalities, which are EEG, EMG and brake/gas pedal deflection. Fig. 1(a) depicts
AUC scores for the brake stimulus, while Fig. 1(b) and Fig. 1(c) show AUC scores for the cutting-in and pedestrian
stimuli respectively. The results show that EEG (neurophysiological response) conveys the same information about
emergency situations faster than the EMG (physiological response) and the Brake (technical response).
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Figure 1: Grand-average AUC scores computed from the outputs of linear classifier for each stimulus. (a) Brake stimulus. (b)
Cutting-in stimulus. (c) Pedestrian stimulus.

4. Discussion

This study demonstrated the possibility of detecting multiple classes of emergency situations in a diversified simulated
driving scenario, extending previous research [Haufe et al., 2011]. While these results are preliminary, we intend
to acquire more data and improve our analysis methodology in order to obtain more stable results and decrease the
number of false alarms.
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Abstract. The tuning of cortical neurons changes as subjects learn to control Brain-Computer Interfaces (BCls). We
hypothesized that these changes may be predicted from patterns of neural activity recorded during natural
movements prior to learning. We analysed neural tuning as monkeys learned BCls with arbitrary mappings between
firing rates and cursor position, and compared two learning models to predict tuning changes: uniform vs.
constrained. We found that the constrained model explained more of the observed variation, with learning restricted
to only a small number of naturalistic dimensions within the neural space.
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1. Introduction

BCls are redundant motor tasks with more control signals (neurons) than output dimensions (cursor axes), so
different strategies at the neural level could drive improvements in performance [Jackson and Fetz, 2012]. Often the
strategy that emerges with training appears sub-optimal (e.g. neurons become tuned for directions different from
their true action on the cursor) suggesting learning is constrained to a limited subset of dimensions within the neural
space. Here we examine whether these constraints reflect activity patterns observed during natural movement.

2. Material and Methods

Spiking activity was recorded from primary motor (M1) and ventral premotor (PMv) cortices of two rhesus
macaques (monkey D: N =20 neurons, monkey R: N = 12) performing 2D wrist- and 1D brain-controlled cursor
tasks over multiple sessions. During brain control, neurons were assigned to up, down and off ensembles according
to an arbitrary mapping (Mapl or Map2) represented by a vector in the neural space (m). Instantaneous cursor
position (y) was determined from neuronal firing rates (v;, normalized by their range during wrist control) according
to:

y=3YN m.v, =mv where m; = {-1, 0, +1} for down, off and up neurons respectively (D)

Monkeys had to move the cursor to targets appearing at random in high and low locations on the screen.
Performance was quantified as the separation between average cursor trajectories following the appearance of high
and low targets (Vrign, Yiow), Which in turn depended on the tuning of each neuron (T;). Therefore, improvement
across consecutive sessions can be expressed as a vector product:

55/ _ _ 557 _ _
Performance = [ (Fnign = Viow)dt = Xioymy. [J" (Tinigh = Urtow) dt = Xioy my. T
=  Improvement = m.AT 2

where the change in tuning across consecutive sessions is also represented by a vector in the neural space (AT). To
maximize improvement, AT should be aligned with the current map vector m (i.e. up neurons should become tuned
for high targets, down neurons should become tuned for low targets) which we call ‘uniform learning’. However, if
learning is constrained, tuning changes will be biased to particular dimensions of the neural space. To estimate these
dimensions we calculated the principal components (PCs) of low-pass filtered (<5 Hz) firing rate profiles observed
during natural movements (wrist control performed prior to the first session of brain control). The ‘constrained
learning’” model assumes that the tuning change along each naturalistic PC should decrease exponentially with
increasing component number:

Uniform learning:  AT', «xm’, Constrained learning: AT, «cm',, . e /N (3)
where AT", and m’, are the projections of AT and m respectively along the n™ PC. To assess significance, the ability

of naturalistic PCs to predict tuning changes of individual neurons was compared against 10000 Monte Carlo
simulations of the same constrained model based on random rotations of the neural space.
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Figure 1. (A) Training over multiple sessions produces map-specific improvements in abstract BCI performance. (B) Changes
in tuning of individual neurons are poorly predicted by their action on the cursor alone. (C) Average tuning changes
are biased towards lower principal components of naturalistic activity patterns. (D) Constrained learning model
improves prediction of tuning changes for individual neurons.

3. Results

For both monkeys, BMI performance increased progressively over consecutive training sessions with Mapl and
Map2 (Fig. 1A). After switching from Mapl->Map2 and Map2->Mapl, performance returned to baseline before
rising again. Map-specific learning resulted from changes in the tuning of individual neurons, but these were only
weakly related to the action of neurons on the cursor (uniform learning model; monkey D: R = 0.15; monkey R:
R =0.12; Fig. 1B). However, when tuning changes were rotated into the naturalistic PC space, map-specific learning
was greater along the lower components, with the first PC in both animals accounting for the largest tuning change
(Fig. 1C). Therefore we fit a model in which tuning changes along each PC decreased exponentially with increasing
component number (Eg. 3), resulting in robust improvements to the prediction of individual tuning changes
(constrained learning model; monkey D: R: R = 0.26; monkey R = 0.18; Fig. 1D). Since this new model included an
additional free parameter, the decay constant N, we compared the predictions based on naturalistic PCs against the
same model applied to random rotations of the neural space. The model performed significantly better when
constrained to naturalistic PCs versus random rotations (monkey D: P = 0.008; monkey R: P = 0.04).

4. Discussion

Successful BCI performance requires searching for control solutions within a high-dimensional neural space.
Constrained learning likely arises from biased exploration along particular dimensions of the space. These
dimensions may reflect neural ‘priors’ appropriate for natural behaviors that are co-opted for BCI control. We have
shown that principal component analysis of activity patterns recorded during natural movement provides one
method to estimate constraints on learning and thereby predict subsequent tuning changes. This or more
sophisticated techniques may in future allow decoders to be tailored to constraints on cortical activity such that
learning over multiple sessions progresses along dimensions that are optimal for BCI control.
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Abstract. Brain-computer interfaces (BCI) are tools that interpret neural signals and translate them into actionable
commands. These systems provide real-time control, and thus real-time performance feedback to the user. Here we
investigate the effect of positive and negative feedback, uncorrelated with user motor imagery, on the ability to control
an EEG-based BCI. We find that when subjects are presented with real-time positive visual feedback, their EEG signal
is more easily classifiable than when they are presented negative feedback. This effect also demonstrates a significant
correlation with success gradient; the more perceived success, the more discernible the signal.

Keywords: EEG, motor imagery, visual feedback, real-time, error potential

1. Introduction

Brain-computer interface (BCI) systems collect and interpret neural signals to provide direct input to a user interface,
typically bypassing the peripheral nervous system. Here, we deal with electroencephalography (EEG)-driven BCI
systems controlled via motor imagery, specifically right hand versus left hand movement.

We are interested in whether perceived performance has an observable effect on the control signal generated by
the subject. Previous studies have demonstrated that negative feedback can generate the feeling of loss of control,
associated with global desynchronization [McFarland et al., 1998]. However, another study has demonstrated that
presenting subjects with negative feedback following periods of motor imagery (uncorrelated with actual performance)
can actually improve the asymmetry of mu-rhythm between hemispheres during motor imagery (a common marker of
successful motor imagery performance). However, this did not result in statistically significant differences in single-
trial classification [Gonzalez-Franco et al., 2011].

Here we investigate the effect of real-time positive and negative feedback uncorrelated with user motor imagery
performance. Real-time feedback is provided throughout the trial (concurrent with task performance), and thus pro-
vides the subject constant, updated feedback during the task.

2. Material and Methods

We collected data from seven right-handed subjects (5 female, mean age = 24). All subjects were led to believe they
were controlling a real BCI while watching a pre-determined visual stimulus. The presented stimulus consisted of a
cursor moving in discrete steps to simulate a typical BCI paradigm. Subjects were instructed to attempt to use right-
and left-hand kinesthetic motor imagery to move the cursor either right or left, respectively, with the goal of reaching
a target (located at either the left or right extremes of the screen). Each experiment consists of 200 trials split into 10
blocks of 20 trials each. Each block had a set ’success rate’ that determined the proportion of trials that ended on the
same side as the target. This value changed randomly from block to block.

Data were recorded using a 64-channel BioSemi ActiveTwo system with a sampling frequency of 512 Hz, bilater-
ally referenced to the mastoids. In addition, EOG activity was recorded at the outer canthus and below the right eye in
order to monitor eye movement. Collected data were visually inspected for excess movement artifacts, and trials with
excess movement artifacts were removed. Infomax Independent Component Analysis (ICA) was also used to reject
data artifacts associated with muscle movements (as determined from scalp maps and spectral patterns).

Motor imagery classification (right vs left) was performed on 600 ms chunks of data, spanning the entire length
of time the cursor was in movement. Feature extraction was conducted first by band-pass filtering (with a FIR filter)
the data from 7-30 Hz, then using the logarithmic power of data filtered through 3 common spatial patterns (CSP)
for each class (total 6) [Miiller-Gerking et al., 1999] to provide the feature set for the classifier, linear discriminant
analysis (LDA). Classifier performance was validated using complete 10-fold cross validation (with a separate CSPs
and a separate classifier generated for each fold), and classification error rate was calculated based on the number of
correct versus incorrect classifications for each trial.
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3. Results

Instead of carrying out classification on all trials available, for this study individual classifiers were trained for each
block of 20 trials. Classification errors within blocks are compared with the pre-determined visually presented success
rate of each block, where we found a considerable level of correlation between the two measures as shown in Table 1.
Correlation coefficients (calculated using the Pearson product-moment correlation coefficient) for 6 of 7 subjects
demonstrate positive correlation between block success and classification rate. This correlation could indicate that
apparent subject performance has some effect on actual subject performance, regardless of its dependence.

Table 1: Correlation between the classification error and failure rate within blocks.

S1 S2 S3 S4 S5 S6 S7
Correlation 0.1224 -0.1401 0.3363 0.3170 0.4791 0.4586 0.3178

3.1. Short-term effect of positive and negative feedback

In order to determine the effect of short-term effect of feedback on task performance, we analyzed the collected data
using a paradigm where classification of each trial is based on the training from the previous 20 trials (using the same
techniques and window size as above). This number of trials was chosen because it is the same as each block size.
The classification rate of that trial was then averaged with the following four trials and correlated with the feedback
success rate of the previous 20 trials. This analysis demonstrated a more global correlation with the feedback from the
previous 20 trials than for block success rate. All subjects indicate a positive correlation between classification and
feedback, indicating that feedback success rate is a predictive indicator of classification success.

Table 2: Correlation between the mean classification error of five trials and failure rate of the previous 20 trials.

S1 S2 S3 S4 S5 S6 S7
Correlation 0.2347 0.1561 0.0817 0.3050 0.2022 0.3949 0.5459

3.2. Spectral analysis

We also looked at the difference in alpha and theta power during motor imagery for blocks with more successful (av-
erage = (.728) and more unsuccessful (average = 0.421) visual feedback and found significant differences (p < 0.05)
between reactions to cursor movements. Differences appear to be primarily in the frontal and parietal regions, which
have been previously implicated in studies on positive and negative emotions [Papousek and Schulter, 2002; Hinrichs
and Machleidt, 1992]. Specifically, we see lower right-lateralized alpha power during negative visual feedback for
trials in blocks with negative feedback. This is in conjunction with higher parietal power in both alpha and theta
frequency bands during periods of negative feedback.

4. Discussion

We have found that perceived subject performance has an effect on actual task performance. This appears to occur
regardless of whether that feedback is grounded in actual performance. However, this effect seems to be predicated
on feedback presented concurrently with motor imagery. This can provide a good basis for training a subject new to
real-time BClIs, as it may be advantageous to present the subject with initial positive feedback in order to induce a
positive mental state and generate a better, more detectable control signal.

In addition, given the characteristics of the detectable signal, we find further evidence for a “satisfaction” signal
underlying the active motor imagery. This could create more of an interactive bidirectional control loop, possibly
improving system performance as well as increasing the number of users who can successfully use a BCIL.

References

Gonzalez-Franco, M., Yuan, P., Zhang, D., Hong, B., and Gao, S. (2011). Motor imagery based brain-computer interface: A study of the effect of
positive and negative feedback. In Annual International Conference of the IEEE EMBS, pages 6323-6326.

Hinrichs, H. and Machleidt, W. (1992). Basic emotions reflected in EEG coherences. Int J Psychophysiol, 13(3):225-232.

McFarland, D., McCane, L., and Wolpaw, J. (1998). EEG-based communication and control: short-term role of feedback. IEEE Trans Rehabil
Eng, 6(1):7-11.

Miiller-Gerking, J., Pfurtscheller, G., and Flyvbjerg, H. (1999). Designing optimal spatial filters for single-trial EEG classification in a movement
task. J Clin Neurophysiol, 110(5):787-798.

Papousek, I. and Schulter, G. (2002). Covariations of EEG asymmetries and emotional states indicate that activity at frontopolar locations is
particularly affected by state factors. Psychophysiol, 39(3):350-360.

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 073



Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-74

Proposing a Novel Feedback Provision Paradigm for
Restorative Brain-Computer Interfaces

S. Darvishi', M. C. Ridding*, D. Abbott', M. Baumert'
The University of Adelaide, Australia

Correspondence: S. Darvishi, School of Electrical and Electronic Engineering, The University of Adelaide.
E-mail: sam.darvishi@adelaide.edu.au

Abstract. Restorative brain-computer interafces (BCIs) have been exploited by a number of BCI labs for the purpose
of stroke rehabilitation. The results that are achieved with commonly used technology are rather promising, but
inconsistent. In this abstract we propose a novel paradigm for restorative BCI designs, which is based on motor
learning theory and the Hebbian learning rule. It is expected to enhance the degree of neuroplasticity in stroke
patients.
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1. Introduction

Stroke is a major cause of paralysis. In traditional stroke rehabilitation, repetitive rehearsal of motor actions is
exploited with the aim that impaired neural paths become reorganized in the same way that they were established
during early development of motor functions. This perspective is based on the activity-dependent plasticity concept
[Koganemaru et al., 2010].

Considering the similarity between activity in the sensorimotor area of the human brain during motor imagery
and that during motor execution, motor imagery has been suggested as an alternative modality for recovering
impaired motor functions after stroke [de Vries et al., 2007]. There is some evidence that application of motor
imagery in healthy subjects activates cortical excitability, which increases the amplitude of motor evoked potentials
(MEP) in response to transcranial magnetic stimulation [Kasai et al., 1997]. This finding suggests that motor
imagery can modulate corticospinal excitability in a similar manner to real motor practice.

However, motor imagery does not involve activation of target muscles and, as a result, does not result in any
movement related sensory feedback. However, sensory feedback is critical for optimal motor learning and provides
an important component for the modulation and fine-tuning of future planning of motor activities. Thus, in this
paper we propose a novel method for providing sensory feedback during motor imagery in restorative BCI. In
particular, we describe an approach for providing sensory feedback at a timing that will be optimal for practice-
dependent learning based upon Hebbian learning rules. We anticipate that this approach will offer significantly
improved therapeutic options for the rehabilitation of stroke patients.

2. Methods

A combination of proprioceptive and visual feedback is thought to be the optimum form of sensory feedback for
motor functions [Ramos-Murguialday et al., 2012]. Even though there have been a number of trials providing such
feedback for motor imagery based restorative BCI designs, there is no clear rationale provided for the latency used
between motor imagery modulation and feedback provision [Ramos-Murguialday et al., 2012; Shindo et al., 2011].

There is evidence that the latency for the efferent route from the primary motor cortex (M1) to the contralateral
median nerve is approximately 20 ms [Samii et al., 1998]. In addition, studies show that the required time for
sensory feedback to travel from the median nerve to the contralateral M1 is approximately 25 ms [Stefan et al.,
2000]. Thus the total time for a motor learning loop is thought to be around 45 ms. Presuming a critical role for the
Hebbian learning rule, in practice-dependent motor learning, it is mandatory to provide sensory feedback during
motor imagery based BCI training at an interval (i.e. 45 ms) similar to that of actual motor training.

2.1. Proposed design specifications

As the first 250-500 ms of motor imagery does not contain useful features regarding sensorimotor cortex
activity [Pfurtscheller et al., 1999], the classification of EEG features is proposed to be carried out using windows of
750 ms length, which slide 20 ms at each classification update cycle. Thus the classifier update rate is defined to be
20 ms (in conformity with efferent latency from the M1 area to the median nerve). In the case of detection of the
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correct imagery by the classifier, stimulatory feedback must be provided. Therefore, a fast and real-time BCI
system, with its total transfer time, signal processing and application delay as low as 20 ms is required.

We propose three channels of electroencephalogram (EEG) recordings to be used in this design to make
classification update results available in the proposed short time frame.

Concerning the feedback modality, we propose visual and proprioceptive feedback through an orthosis such as
the M-28 servomotor to flex 4 fingers of the subject for 1 degree every time that classifier detects the requested
motor imagery based on the classification result, while having the subjects to look at their hand (to provide the
complimentary visual feedback). A similar paradigm is described in [Ramos-Murguialday et al., 2012].

Regarding the trial duration, we propose to use 2 seconds of rest, followed by 1 second of preparation using
showing a “+” sign on the monitor to the subject. Then by showing them an arrow pointing towards their target
hand, we instruct them to perform the motor imagery task for 2 seconds.

As for the software platform, we propose BCI12000 to be used as our software platform for its fast and real time
processing algorithms. For occurrence of Hebbian based plasticity it is crucial that patients keep imagining 4-finger
flexion for a period of 2 seconds, continuously. Regarding the fast proposed update rate (20 ms), sampling
frequency is defined to be 500 Hz so as to provide enough sampling data for signal processing.

3. Discussion

We propose a novel design for a restorative BCI system for stroke rehabilitation that its timing is similar to that
of motor learning. Subjects are instructed to perform motor imagery and then every 20 ms, they are provided with a
proprioceptive/visual feedback. The provided feedback is expected to reach the M1 area after 25 ms and, if the
subject keeps modulation of motor imagery, at the time of feedback arrival in the M1 area, it is expected to
strengthen the connection between S1 and M1. This may provide the basis for reorganization of neural networks
involved in the task leading to improvements in performance. Fig. 1 demonstrates our proposed timing.

Motor Imagery Motor Imagery Motor Imagery Motor Imagery Motor Imagery
(0-20 ms) (21-40 ms) (41-60ms) (61-80 ms) (81-100 ms)
D.T.SP.,AD. |[ DT.SP.,AD. |[ DT.SP.AD. |[DT.SP.AD.
(21-40 ms) (41-60 ms) (61-80 ms) (81-100 ms)
I ' 1% feedback 2ndfeedback 3rd feedback
(45 ms) (65 ms) (85 ms)
Figure 1.  Demonstration of timing plan between motor imagery, data transfer(D.T.), signal processing (S.P.), and application

delay (A.D.) and their consequent feedback arrival time to M1. It is clear that 45 ms after each 20 ms portion of motor imagery,
its correspondent feedback reaches M1. Thus assuming continuous modulation of motor imagery by subject, enhancement in
plasticity is expected upon Hebbian learning rules.
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Abstract. Even though the P300 based speller has proved to be usable by real patients, it is not a user-friendly
system. The necesarry calibration session and slow spelling make the system tedious. We present a machine learning
approach to P300 spelling that enables us to remove the calibration session. We achieve this by a combination of
unsupervised training, transfer learning across subjects and language models. On top of that, we can increase the
spelling speed by incorporating a dynamic stopping approach. This yields a P300 speller that works instantly and
with high accuracy and spelling speed, even for unseen subjects.
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1. Introduction

The P300 speller was introduced in 1988 [Farwell et al., 1988] to allow locked in patients to communicate. A lot
of effort has been put into reducing the calibration time and increasing the accuracy. Our approach goes one step
further, we remove the calibration session altogether without accuracy penalty. We have shown that a P300 specific
unsupervised algorithm [Kindermans et al., 2012a] can compete with state of the art supervised methods in off-line
evaluation. But during on-line usage this method exhibits a warm-up period. The classifier is initialized randomly
and therefore it makes mistakes during the initial learning phase. Enriching the classifier with transfer learning and
language models suppresses this warm-up period completely [Kindermans et al., 2012b]. Transfer learning allows us
to combine subject specific models into a general model, which will be adapted to the new user during on-line
spelling. Language models improve the accuracy by exploiting prior knowledge about text.

In this work, we enhance the model with dynamic stopping. When the classifier is confident of its prediction, a
dynamic stopping strategy stops the stimuli and outputs the symbol. This results in a drastic increase in spelling
speed. We have shown that our approach is very effective in a supervised setting [Verschore et al., 2012]. But the
usage of dynamic stopping in an unsupervised BCI speller is unprecedented.

2. Material and Methods

2.1. Unified Probabilistic Model with Dynamic Stopping

The basic model uses the following assumptions [Kindermans et al., 2012a]. Only the intensifications of the
desired symbol will result in a P300 response. Furthermore, it assumes that the EEG can be projected into one
dimension, where it is Gaussian with a class dependent mean (-1 or 1) and shared variance. This assumption is more
general than the one made by LDA. The transfer learning part [Kindermans et al., 2012b] assumes that the vector
used to project the EEG into a single dimension is similar across subjects. Therefore we encode that the weight
vector for the new subject should be close to those of the other subjects. One should think of this as a special form of
regularization. Finally, we add trigram letter models to improve spelling accuracy by using language statistics
[Kindermans et al., 2012b]. The whole model is probabilistic and it uses Expectation Maximization style training,
where the desired symbols are treated as latent and unknown variables.

This model is reliable from the start, even for unseen subjects. The drawback is that the spelling speed is limited
by using a fixed number of epochs per symbol. We can mitigate this by exploiting the probabilistic nature of our
classifier in a dynamic stopping strategy. We use the dynamic stopping approach from [Verschore et al., 2012].
When the confidence level of the classifier exceeds 0.99 then we predict the symbol and move onto the next one. We
would like to stress that the combination of the unsupervised learning, transfer learning and language models allows
us to combine dynamic stopping with the unsupervised speller. This is because spelling has to be reliable from the
beginning for dynamic stopping to work.
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2.3. Experimental Setup

All our experiments are performed on the Akimpech Dataset (akimpech.izt.uam.mx/p300db/). We used 10
channel EEG data from 22 different subjects with 15 epochs per symbol in the classic 6x6 speller with following
parameters: 125 ms stimulus duration, 62.5 ms inter stimulus interval and 4 s pause between symbols.

We re-used the experimental setup from [Kindermans et al., 2012b]. We start by unsupervised training of 21
subject specific models. These are combined into a general model, which is used to initialize the subject specific
model for the 22nd subject. Then for each symbol, we feed the classifier the EEG one epoch at a time. After each
epoch, we make a prediction. We stop the stimuli and spell the symbol when the confidence level exceeds 0.99 or the
maximum number of epochs is reached. We execute 3 EM iterations to adapt the classifier between symbols. This
update takes no more than 1.1 s, thus it can be completed during the 4 s pause between symbols. Then we repeat this
for the next character.

Table 1. Results for the model with a fixed number of epochs and dynamic stopping. The model uses subject transfer, trigram
letter models and unsupervised learning. DS indicatess dynamic stopping, the numbers indicate the epochs per symbol.

Error Measure TA-5 TA-10 TA-15 TA-DS
Accuracy [%] 87.0 95.0 97.9 95.3
Symbols Per Minute 2.9 2.0 15 4.1

3. Results and Discussion

In Table 1, we have given the results of the setup with transfer learning, a trigram language model for both with
and without dynamic stopping. Results are averaged over 22 subjects. We have used the accuracy and the number of
symbols per minute [Schreuder et al., 2011] as error measures. It is clear that with an average accuracy of 95.3%
across 22 subjects the combination of dynamic stopping and unsupervised learning is very reliable. The average
number of epochs is 4.77 and this results in 4.09 SPM. This is a more than 33% increase over the result obtained
with 5 epochs. For comparison, a supervised version of this model with a trigram achieves 94.6% accuracy and 3.6
SPM with 5 epochs. On top of that, one should keep in mind that supervised training required 10 minutes of training
data. In other words, supervised training wastes as much time in calibration as we need to spell over 40 symbols.

We have discussed the merits of this model in the standard speller, but we feel that it is much more than that.
This model can form the basis of extensive research with respect to unsupervised P300 speller. We plan an on-line
evaluation of this method. Additionally we will verify the compatibility of this method with other P300 paradigms
(e.g. AMUSE [Schreuder et al., 2010]).
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Abstract. This clinical trial investigates the facilitating effects of combining tDCS with EEG-based motor imagery
Brain-Computer Interface (MI-BCI) robotic feedback compared to sham-tDCS for upper limb stroke rehabilitation.
32 hemiparetic stroke patients were recruited and screened for their ability to use EEG-based MI-BCI. Subsequently,
17 of these patients who passed screening and gave further consent were randomized to receive 20 minutes of tDCS
or sham-tDCS prior to 10 sessions of 1-hour MI-BCI with robotic feedback for 2 weeks. The offline and online
accuracies of detecting motor imagery from idle condition for the calibration session and the evaluation part of the
10 rehabiltiation sessions were respectively assessed. The results showed that there were no significant difference in
the accuracies of the calibration session from both groups, but the online accuracies of the evaluation part of 10
rehabilitation sessions of the tDCS group were significantly higher than the sham-tDCS group. Hence the results
suggest towards tDCS effect in modulating motor imagery in stroke.
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1. Introduction

Transcranial Direct Current Stimulation (tDCS) is a noninvasive, safe, and relatively painless brain stimulation
technique for modulating cortical activity, and is also used to facilitate treatments of various neurologic disorders
[Schlaug et al., 2008]. A study had shown that reducing excitability in the contra-lesional hemisphere by cathodal
tDCS and enhancing excitability in the ipsi-lesional hemisphere by anodal tDCS improved motor performance in
stroke [Fregni et al., 2005]. Another study had showed evidence that majority of stroke patients could operate EEG-
based MI-BCI [Ang et al., 2011], and preliminary results had shown that EEG-based MI-BCI with robotic feedback
rehabilitation is effective in restoring upper extremities motor function in stroke [Ang et al., 2010]. Hence the
objective of this clinical trial is to investigate the facilitating effects of combining tDCS with EEG-based motor
imagery Brain-Computer Interface (MI-BCI) robotic feedback compared to sham-tDCS for upper limb stroke
rehabilitation.

2. Material and Methods

27 channels of EEG data were collected using Nuamps acquisition hardware sampled at 250 Hz from 32 sub
acute and chronic patients recruited from a local hospital. Since not all stroke patients could operate EEG-based MI-
BCI [Ang et al., 2011], the patients recruited first underwent a MI-BCI screening session. A total of 160 trials of
EEG that randomly comprised 80 motor imagery of the stroke-affected upper limb and 80 idle condition were
collected. The 160 trials of data were then analyzed offline using the FBCSP algorithm [Ang et al., 2012] without
any removal of artifacts such as electrooculogram. 23 out of the 32 recruited patients passed the screening sessions
and 17 gave consent for further study. Each subject enrolled for the further study was then randomized into either the
tDCS (n = 8) or the sham-tDCS (n = 9) group. Subjects in both groups first underwent a calibration session whereby
the stroke affected-limb of the subject was strapped to the MIT-Manus robot. 160 trials of EEG data that comprised
80 MI of stroke-affected upper limb and 80 idle condition were then collected similar to the screening session.
Subsequently, the subjects in both groups underwent 10 rehabilitation sessions for 2 weeks, 5 times a week. Each
rehabilitation session comprised of 20 minutes of tDCS or sham-tDCS, followed by 8 minutes of evaluation and 1
hour of therapy using EEG-based MI-BCI that comprised 160 MI of the stroke-affected upper limb with online
robotic feedback. For subjects in the tDCS group, direct current was applied using a saline-soaked pair of surface
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sponge electrode from a battery-operated constant current stimulator with at an intensity of 1 mA with the anode
placed over the M1 motor cortex of the ipsi-lesional hemisphere and the cathode placed over the contra-lesional M1.
For subjects in the sham-tDCS group, the current was only applied for 30 s to give the sensation of the stimulation.
During the evaluation part of each rehabilitation session, the online accuracy of detecting motor imagery was first
evaluated by collecting 40 trials that comprised 20 MI of the stroke-affected upper limb and 20 idle condition.
Online robotic feedback was provided during the evaluation part when MI was instructed and detected.

The accuracies of classifying motor imagery of the stroke-affected limb versus the idle condition of the tDCS
group were then compared with the sham-tDCS group by performing session-to-session transfer using the FBCSP
algorithm trained on first 80 trials to the subsequent 80 trials of the data collected from the calibration session.
Subsequently, the accuracies were also compared by performing session-to-session transfer using the FBCSP
algorithm trained on the calibration session to the evaluation part of the 10 rehabilitation sessions.
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3. Results

The results on the screening session-to-
calibration session transfer show that the average
accuracy of classifying the motor imagery of the
stroke-affected limb versus the idle condition from
the tDCS group (74.22%) is higher than the sham-
tDCS group (66.67%), but no significant difference is
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across the evaluation part of the 10 rehabilitation
sessions. The results showed deviation of online

accuracies across subjects and sessions, and the
averaged accuracies of the subjects from the tDCS
group across most of the 10 rehabilitation sessions are
higher than the sham-tDCS group. The average
accuracy of classifying the motor imagery of the
stroke-affected limb versus the idle condition from
the tDCS group (62.22%) is significantly higher than
the sham-tDCS group (57.04%, p = 0.0096).

4. Discussion and Conclusion

idle condition for the tDCS and the sham-tDCS group
during online evaluation part of the rehabilitation sessions
using the FBCSP algorithm trained on data from the
calibration session. The accuracies are computed online by
performing session-to-session transfer using the FBCSP
algorithm trained on data from the calibration session to
the evaluation part of each of the 10 rehabilitation
sessions. The horizontal axis represents the 10
rehabilitation sessions that the patients underwent.

The results showed no significant difference in the accuracies of the calibration session from both groups, but
the online accuracies of the evaluation part of the 10 rehabilitation sessions of the tDCS group are significantly
higher than the sham-tDCS group. This suggest towards tDCS effect in modulating motor imagery in stroke.
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Abstract. An experiment was conducted to determine whether decoding auditory evoked potentials during passive
listening and providing the classifier output as a neurofeedback signal leads to the enhancement of auditory
perceptual discrimination and/or brain responses related to auditory perception. Results indicate an enhancement of
both behavioral discrimination and brain responses to frequency stimuli across four days of measurements.
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1. Introduction

BCls are most commonly developed for use as communication devices for patients with motor impairments [van
Gerven et al., 2009]. Recently, it has been shown that the same multivariate methods underlying many BCls can be
used to provide novel forms of fMRI-based neurofeedback (NFB) that induce visual perceptual learning in healthy
users [Shibata et al., 2011].

An experiment was conducted to determine whether a similar approach is possible using NFB based on decoded
auditory evoked potentials (AEPs) measured using EEG. Stimulus sequences containing high-probability ‘standard’
trials and low-probability ‘deviant’ trials were used. In a passive listening setting, deviant trials in these sequences
are known to elicit both enhanced P3a responses and the mismatch negativity (MMN). We hypothesized that
providing NFB on the differing pattern of AEPs to standards and deviants would lead to a relative enhancement of
these components, along with an induced perceptual learning effect that would improve behavioral discrimination.

2. Material and Methods

2.1. Participants
Six participants completed four days of testing. All participants reported normal hearing.

2.2. Stimuli

Harmonic sinusoidal tones were used for the behavioral, offline EEG measurement and NFB portions of the
experiment. During both the offline and NFB portions, so-called ‘optimal”’ MMN sequences containing 5 types of
deviant stimuli were utilized, as described in [Naatanen et al., 2004]. Two of these deviant stimuli served as NFB
targets: duration (25 ms vs. 75 ms standard) and frequency (550 Hz vs. 500 Hz standard). Half of the participants’
NFB was based on single-trial AEPs measured for duration deviants and the standard stimuli immediately preceding
them, while the other half received NFB on frequency deviants and the standard stimuli preceding them.

2.2. Procedure

At the beginning of the first day, participants completed measurements of their behavioral discrimination
thresholds for both frequency and duration using a 2AFC staircase procedure. For the first three days, participants
completed offline EEG measurements while watching silent films, followed by a NFB session. On the fourth day,
participants completed a NFB session followed by the same behavioral measurements as on the first day.

2.4. Classification analysis and NFB parameters

On the first three days, individual data collected during the initial EEG measurements were used to train two
quadratically regularized linear logistic regression classifiers. The fourth day made use of classifiers trained on the
previous three days’ worth of individual data. A first classifier was trained on a binary problem consisting all
standard trials vs. all deviant trials, and was applied during NFB sessions to the standard trials preceding the target
deviants. A second binary classifier was trained on trials for the NFB target (frequency or duration deviant) vs. an
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equal number of trials in which the same stimulus was measured in an isochronous sequence. During NFB, this
classifier was applied to the target deviant trials. The outputs of the two classifiers for the previous five trials were
combined into a single value during the NFB sessions to control the amount of blurriness of the films viewed by
participants during the NFB sessions.

3. Results

3.1. Behavioral

Behavioral results can be seen in Fig. 1a. Thresholds for frequency discrimination in the post-test were
significantly lower than in the pre-test (p <.01), with 5 out of 6 participants showing reduced thresholds in the post-
test. No effects were observed for duration thresholds, nor were any training group effects observed.

3.2. ERP measurements

ERP plots across the 4 days can be seen in Fig. 1b. For each day and measurement (offline vs. NFB), the mean
amplitude of the MMN and P3a components in the individual grand average deviant — standard difference
waveforms were computed in a 50 ms window around their peaks using the mean of nine fronto-central electrode
locations where AEPs tend to be maximal. These results are plotted in Fig. 1c. For the P3a component, a significant
effect of deviant type (p < .05) and an interaction of deviant type with measurement day (p < .001) were found, with
higher P3a amplitudes for 5 out of 6 participants on the final two days (relative to the first day). No significant
effects were found for the MMN component.
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Figure 1. Behavioral and ERP results. a) Frequency and duration discrimination thresholds on the first and last days for all
participants. b) Grand-average ERPs at fronto-central electrode locations across days and deviant types. ¢) Mean
amplitudes of MMN and P3a components across days, session and deviant types.

4. Discussion

Regardless of which deviant was used to provide NFB to participants, a general enhancement of P3a responses
to frequency deviants was observed along with an improvement in frequency discrimination performance. One
possible explanation is that effortful control of the NFB mechanism leads to top-down modulation of perceptual
processes related to the perception of deviant stimuli, and that this modulation is most apparent in responses to
frequency deviants. While additional research is needed to clarify these effects, the present results suggest the
potential for novel BCI applications for auditory perceptual learning in healthy users.
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Abstract. Brain-computer interface (BCls) for motor rehabilitation might benefit from using brain signals which are
tightly coupled to motor system function. We developed an open-source application to perform neurophysiological
measurements during BCI use. We used this application to identify brain-signal features that correlated with
corticospinal tract excitability independent of their task-related changes. Brain signal features that associate with
desirable motor function are good candidates for use in BCI rehabilitation because the plasticity induced by operant
conditioning of these features might also support improved motor function. Studies to investigate
neurophysiological changes accompanying BCI training of these features are underway.
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1. Introduction

One possible mechanism of BCI-based rehabilitation is that rewarding subjects to generate specific brain signals
induces structural and functional plasticity in the CNS that facilitates the generation of the rewarded brain signals,
and this plasticity also supports improved function [Daly and Sitaram, 2012]. Brain signals that, when rewarded, are
likely to induce adaptive plasticity might be identifiable by their association with desirable motor behavior. We
developed an open-source application to facilitate electrophysiological assessment during BCI use. In this report we
describe the application and its use in identifying brain signals that correlate with corticospinal tract (CST)
excitability indexed by the transcranial magnetic stimulation (TMS) induced motor-evoked potentials (MEP).

2. Material and Methods

We developed our experimental software using the BC12000 platform [Schalk et al., 2004] and its BCPy2000
framework extension [Hill et al., 2007]. Within this environment, we created a flexible application for performing
electrophysiological experiments capable of providing feedback about electrophysiological signals, gating task
progression based on the properties of these signals, and triggering peripheral or central neural stimulation during
the task. Feedback can be driven by electroencephalogram (EEG) activity, electromyogram (EMG) activity, or
previously recorded data (i.e., sham). Feedback is provided as the position of a visual stimulus, the frequency of an
auditory tone, or the intensity of muscle stimulation. The neural stimulation can be delivered via electrodes over the
peripheral nerves or TMS over the brain and the stimulation intensity can be controlled manually or automatically.
The stimulus-evoked response (e.g., M-wave or H-reflex for nerve stimulation, MEP for TMS) and its amplitude —
or its residual amplitude after subtracting the modeled expected amplitude — can be displayed on the screen or used
to control the stimulator intensity.

Seven (3 female) healthy right-handed individuals participated in this study. We recorded 31-channel EEG and
left and right extensor dorsii communis (EDC) EMG low-pass filtered at 2 kHz and digitized at 5 kHz
(BrainProducts). We did not use high-pass or notch filters so as to mitigate the size of the recorded TMS artifact.
Participants were cued to perform right-hand finger extension or imagery upon cue offset. Visual feedback of EMG
activation was provided during finger extension trials and participants were instructed to maintain EMG between 5-
15% of maximum voluntary isometric contraction. Visual feedback of normalized p-rhythm (typically 8-12 Hz)
power from the C3 surface Laplacian derived signal was provided during 50% of imagery trials and participants
were instructed to decrease power as much as possible. Four to six seconds after cue offset, TMS was delivered over
the motor cortical representation of the right EDC at 120% resting motor threshold. Each participant performed 150
trials: 50 each of execution (EXEC), imagery with feedback (IMFB), and imagery without feedback (IMAG). Data
were analyzed offline with EEGLAB [Delorme and Makeig, 2004].
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3. Results

We identified two independent component clusters relevant to the task: the first cluster’s dipoles localized to left
medial frontal cortex (L_MF) and the second cluster’s dipoles localized to left parietal area (L_Par). Activations
from L_MF at cue-offset were greater during EXEC than the other tasks. Both cluster activations exhibited event-
related desynchronization (ERD) in both p- (8-12 Hz) and p- (17-25 Hz) bands. p- and B-ERD persisted longer
during IMFB trials than during IMAG trials.

MEPs were larger during IMFB trials than during IMAG trials. MEP size correlated positively with normalized
upper-B power during IMFB trials (using subject-specific frequency-bands, p <0.001). No other consistent

correlations between spectral power and MEP size were observed.
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Figure 1. Dipoles (A,E), event-related potentials (B,F), u- and 8-ERD (C,G), and signed spectral correlations with MEP size
(D, H) for clusters L_MF (A-D) and L_Par (E-H).Values were calculated separately for motor execution (black),
imagery without feedback (blue), and imagery with feedback (red). Shading indicates + standard error.

4. Discussion

We developed and made-available a flexible application for performing various neurophysiological
measurements during BCI use. In this preliminary study, we used this software to identify brain signal features that
may be suitable for BCl-based rehabilitation. Specifically, signal features that localized to contralateral sensorimotor
cortices exhibited typical u- and p-band ERD, but only those which localized to L_MF activated specifically during
motor execution and only L_MF upper-3 power correlated significantly with CST excitability.

Both p- and B-band ERD, at both tested locations, persisted longer during IMFB trials than IMAG trials. Since
TMS was delivered at the end of a trial, p and B power was greater in the interval preceding IMAG MEPs than the
interval preceding IMFB MEPs. Additionally, IMAG MEPs were smaller than IMFB MEPs. Thus, MEP size
appears to correlate negatively with p and B power when combining IMAG and IMFB trials, opposite to the MEP
correlation with SMA B power observed during IMFB-only trials.

We interpret these conflicting results as follows: topographically diffuse p- and B-ERD indicates engagement in
a motor task and this engagement is also associated with increased CST activation, but within-task CST excitability
is indicated by increased synchronization at upper-p in medial frontal cortex. It is as yet unclear whether adaptive
plasticity would be better facilitated by BCI training with features that indicate motor task engagement or by BCI
training with features that indicate within-task excitability. Studies investigating changes in motor physiology
accompanying BCI training using both types of features are underway.
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Abstract. In the present study we present the initial BCI training period of a cohort of 5 subjects with regular
exposure to yoga, meditation, or a combination of both practices. The investigation of these mind-body awareness
training practices may provide insight into valuable strategies for reducing barriers to BCI fluency that limit the use
of these systems by some individuals. The investigated subjects showed rapid training times, and were able to
achieve competence in the use of two differentiable control signals, left hand vs right hand and both hands vs rest.
Subjects were able to achieve >80% accuracies in these traditional BCI cursor tasks using standard electrode
configurations and with as little as 33 minutes of training time.
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1. Introduction

Mind-body awareness and the capacity to focus for a prolonged period of time are intuitively important skills
that may help to bridge the gap between users who struggle with brain-computer interface control and those to
whom it comes naturally. Here we investigate if experience with yoga and/or meditation, examples of formalized
mind-body awareness training (MBAT) can accelerate the initial learning of a 1D sensorimotor rhythm (SMR) based
BCI. Five practitioners of MBAT were taught to control the movement of a cursor in the left-right and up-down
dimensions using SMR and were seen to adopt these systems fluently with very little training when compared to the
published literature.

2. Materials and Methods

Five subjects (ages 22-30, 1 male, 4 females) attended three sessions of ten 3-minute experimental trials.
Subjects were recruited based on their regular exposure yoga, meditation or a combination of both, having practiced
regularly for at least a year. Task competency required four consecutive 3-minute trials with accuracies > 80% or an
overall session accuracy > 80%. Subjects imagined each hand to move the cursor left or right, then progressed to an
up-down control task, imagining both hands together vs. a volitional rest state. A 64-channel Neuroscan EEG cap
using the international 10-20 system was used to acquire the EEG signal. The amplitudes of the 12 Hz components
of the C3 and C4 electrodes were used to control the cursor. C3 minus C4 produced the left-right control signal,
while C3 plus C4 controlled up-down.

3. Results

The number of 3-minute trials that each subject needed to achieve competency in both tasks is reported in Fig. 1.
The subjects required an average of 16.25 3-minute trials to pass the established criteria for competency in both
tasks. The theoretical minimum training time to pass the competency criteria in each individual task was 12 minutes
(achieved by one of the experimental subjects for right-left and by a separate subject for up-down). The minimum
time that a subject required to achieve competence in both tasks was 33 minutes of training.
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Figure 1. The number of 3-minute trials for each subject to pass the competency criteria for LR and UD control are reported.

4. Discussion

Subjects identified the practices of meditation, Yoga-nidra, and Reiki as most helpful to BCI training. These
sub-disciplines are aimed at learning to direct focused attention to specific regions of the body. Table 1 provides
some of the published literature on SMR BCI training in the general population. In comparison, the dramatic drop in
training time, and the ability of all the presented MBAT subjects to achieve high accuracy suggests that MBAT may
promote the self-awareness needed to intentionally modulate SMR activity before BCI training has begun. There is
an exciting potential to further refine these practices to provide accelerated training times, and enhanced control of
SMR modulation for paralyzed patient populations.

Table 1. 1D classification accuracies and training times for contemporary publications in 1D SMR BCI

Journal, Author, Year Number of Subjects 1D Accuracies Total Training Time
Royer, J. Neural Eng., 2011 20 healthy 60-80% (group mean range) 240 minutes
Pichiorri, J. Neural Eng., 2011 10 healthy 75-96% (subject range) 240-320 minutes
Neuper, Clinical Neurophysiology, 2009 20 healthy 77% (group mean) ~75 minutes
McFarland, Clinical Neurophysiology, 2005 5 healthy -2 SCI 48-100% (subject range) 240 minutes
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Abstract. Most P300 brain-computer interfaces (BCIs) rely on visual stimulation. This is problematic for patients who
have lost gaze control. One alternative P300 BCI design is to use auditory stimuli. We investigated the possibility
of improving spelling accuracy by performing multiple sessions per participant. Online accuracy increased from
4 bits/min in the first session to between 5.5 to 5.9 bits/min in the following sessions.

Keywords: EEG, auditory P300, spelling, training effects, spatial cues

1. Introduction

Visual P300 brain-computer interfaces (BCIs) provide a robust and fast communication method using electroen-
cephalography (EEG) signals [Farwell and Donchin, 1988; Kaufmann et al., 2012]. Due to the fact that many severely
motor impaired people also experience loss of gaze control, P300 BCIs with non-visual stimuli have to be explored.
Among others, auditory stimuli are a promising alternative [Furdea et al., 2009; Schreuder et al., 2010; Kéthner et al.,
2012]. We investigated possible training effects with a sample of healthy participants when using an auditory P300
BCI for spelling.

2. Material and Methods

2.1. Participants

Eight healthy participants took part in the study. All participants performed five sessions which were between two and
five days apart.

2.2. Data acquisition

The EEG was recorded with 16 active Ag/AgCl electrodes. These were located at positions F3, Fz, F4, T7, C3, Cz,
C4, T8, Cp3, Cp4, P3, Pz, P4, PO7, POS, and Oz. The signal was sampled with 256 Hz and filtered between 0.1 and
30 Hz. Stimulus presentation and data recording was performed using the BCI2000 framework [Schalk et al., 2004].

2.3. Auditory speller

A matrix with 25 elements was used (all letters of the latin alphabet except Z). Each column and row was coded
with a specific auditory stimulus (five animal sounds (duck, bird, frog, seagull, and pigeon) with an additional spatial
component ranging from left, diagonal left, center, diagonal right to right). Each sound had a duration of 187.5 ms
followed by an inter-stimulus interval of 250 ms.

The classifier was trained anew for each session using three runs with ten stimulus repetitions in which the participant
had to select the symbols from the diagonal of the matrix (“AGSMY”). These runs were also used to set the number
of repetitions for the following copy spelling task to the number of sequences needed to reach 70 % accuracy plus two
sequences. The calibration was followed by nine copy spelling runs in which a total of 48 selections had to be made.
Stepwise linear discriminant analysis (SWLDA) was used for online classification.

3. Results

The eight participants achieved the following average information transfer rates (ITRs) in sessions one to five: 3.95,
5.92,5.68,5.52 and 5.58 bits/min (see Figure 1). The average ITR across all sessions and participants was 5.33 bits/min.
The highest ITR achieved was 9.76 bits/min and the lowest 1.2 bits/min. The average letter selection accuracy across
all participants and sessions was 79 %. Note that the accuracies are not comparable between participants due to a
varying number of stimulus repetitions (on average 5.35).
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Figure 1: The figure shows the information transfer rate achieved on average by all participants per session.

4. Discussion

Online ITRs of on average 5.33 bits/min and letter selection accuracies of 79 % are sufficient to operate an online
spelling system. In particular, considering that the number of stimulus repetitions was set individually for each partic-
ipate to minimize selection accuracy saturation. By performing multiple sessions, thus giving the user an opportunity
to adapt to the system, and using natural sounds as stimuli, the ITR increased from 2.76 bits/min in [Kéthner et al.,
2012] to 5.33 bits/min. We assume that the training effect is due to an increased ability of the participant to focus on
the task of attending the target stimuli. It seems that the training effects using an auditory P300 BCI are much larger
than during usage of a visual P300 BCI. This should be taken into account when designing and testing new auditory
P300 BCI paradigms for and with severely motor impaired people.
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Abstract. Components of motivation have been shown to affect performance when using a Brain-Computer Interface
(BCI) based on sensorimotor rhythms (SMR). However, usually reported results are based on relatively small sample
sizes of healthy adults. Therefore, neither conclusions about motivation effects on BCI performance in larger
samples nor in clinical samples can be drawn. In this study we correlated the subjective ratings of motivation of
N =51 healthy participants and N =11 stroke patients with their SMR BCI performance and found that
incompetence fear or fear of failure was significantly related to lower performance.

Keywords: Motivation, Brain-Computer Interface (BCI), SMR

1. Introduction

Psychological variables, such as motivation do have an effect on BCI performance as shown by Nijboer and
colleagues (2008) who found the motivation components incompetence fear and mastery confidence to be related to
BCI performance in a relatively small sample of 16 healthy participants when using an auditory SMR BCI. We were
interested in (1) whether we could replicate this result in a larger sample and (2) whether it transfers to motor-
impaired end-users as suggested by Nijboer and colleagues (2010). To address these questions, we quantitatively
assessed components of motivation in healthy subjects and in a sample of stroke patients before BCI training.

2. Material and Methods

We included N =51 healthy participants, all naive to BCI training prior to this study. Mean age was 24.29
(SD =3.81, range 18 to 36, N = 24 participants were female). The clinical sample consisted of N=11 stroke patients
with mean age of 60.00 (SD =9.47, range 41 to 75, N = 4 participants were female, N = 5 with left hemispheric and
N = 6 with right hemispheric lesion).

For motivation measurement prior to the training sessions, the Questionnaire for Current Motivation in BCI was
used, which assesses the four components mastery confidence, incompetence fear, challenge and interest [Nijboer et
al, 2008]. Once before every session, we also measured motivation on a visual analogue scale (VAS) ranging from 0
to 10 (0 = ’extremely unmotivated’ to 10 = ’extremely motivated’). For using the SMR BCI, healthy participants
were instructed to imagine movement with either the left or the right hand. Modulation of SMR was either fed back
online by means of cursor movement or knowledge of result was provided at the end of a trial. In stroke patient
motor imagery was contrasted against a rest condition. While for the healthy participants our results are based on one
session including 300 trials of 4 seconds duration each, stroke patients finalized between 5 and 12 sessions each
including between 80 and 120 trials of 4 seconds duration.

3. Results

Overall, participants’ average accuracy was 71.06% (SD = 14.44, range: 46.0%-95.0%) in their first session. The
R? values were on average M = .25 (SD = .21, range: .01-.70). Spearman’s rho revealed a significant positive
correlation between accuracy and interest (p = .53, p <.001, see Fig. 1) and a negative correlation between accuracy
and incompetence fear (p = -.43, p < .01, see Fig. 1). The QCM-BCI values were measured once prior to testing.

Overall, patients’ average accuracy ranged between 77.90% (SD = 20.32 in N = 11 patients) in session 1 and
52.60% (SD = 27.08 in N = 3 patients) in session 8. Spearman’s rho revealed a significant positive correlation
between mastery confidence and performance (p = .80, p <.05) and between challenge and performance (p = .83,
p<.05) for the whole patient sample in session 8.
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Figure 1. The correlations between QCM-BCI scales Interest and Incompetence Fear and percent accuracy in healthy
subjects.

When investigating individual patients, we found significant correlations between motivation components and
BCI performance in three patients. In patient A we found a negative correlation between incompetence fear and
performance (p = -.61, p < .05, see Fig. 2) and in patient B a significant positive correlation between interest and
performance (p = .62, p <.05). For patient C we found significant positive correlations between the VAS motivation
values and performance (p = .73, p <.01, see Fig. 2), mastery confidence and performance (p = .70, p <.05) as well
as a negative correlation between incompetence fear and performance (p = -.68, p <.05). For patient D we found a
significant positive correlation between incompetence fear and performance (p = .68, p < .05, see Fig. 2).
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Figure 2. The correlations between QCM-BCI motivation components and VAS motivation values with percent accuracy for
three stroke patients. Every circle indicates one session’s accuracy and incompetence fear value.

4. Discussion

In a sample of healthy participants and a sample of stroke patients, we could successfully replicate the relation
between motivation components and BCI performance. Several components of motivation and also the VAS
motivation were related to BCI performance. The most consistent result was that incompetence fear affected
performance in healthy participants and stroke patients alike. To estimate relevance of this effect of motivation on
SMR-BCI performance, the clinical sample size will be increased. We recommend monitoring of motivation when
applying BCls in patients, because it could contribute to inter- and intra-individual fluctuations of performance.
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EEG-Predictors of Covert Vigilant Attention
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Abstract. A brain computer interface (BCl)-based cognitive state monitoring system able to determine the current,
and predict the near-future development of the brain’s attentional processes would bear great theoretical and
practical implications. The present study investigated the evolution of neurophysiological signals preceding an
omission error during a covert sustained attention task. The findings confirm the presence of characteristic EEG
signals anteceding inadequate levels of attention by up to 10 s.

Keywords: EEG, BCI, vigilant attention, cognitive state monitoring, covert attention, P300, N200, a-rythm

1. Introduction

Many work environments, especially in safety critical environments require the continuous and consistent
attention of a human operator. The monotonous nature of these tasks often leads to momentary inattention which can
result in errors and have serious consequences. Brain computer interfaces (BCI) offer a powerful insight into the
mental states of users and an additional channel of information, which can be exploited by devices able to
dynamically adapt to the user’s mood or state [Blankertz et al., 2010]. Several studies have already demonstrated
that brain activity carries information presaging the outcome of behavioral responses [Eichele et al., 2010;
O'Connell et al., 2009] in attention task using stimuli in the foveal field. The present work aimed at obtaining
analogous results in a covert vigilant attention task which more closely mimics a real-world environment where rare
critical stimuli may appear on the periphery of the visual field.

2. Material and Methods

Twelve healthy subjects (4 female; 27.4 + 2.9 years) volunteered for participation in this study. Participants
performed a modified “Mackworth Clock test” [Mackworth, 1948], consisting in identifying and reacting to rare
double jumps of a pointer that produces regular small jumps every second across dots arranged in a circle. The dots
formed a circle with a diameter spanning 10° of the visual field around the center of the fixation cross. Participants
were instructed to gaze at the cross in the center of the screen, keep track of the pointer using covert attention and to
react as fast as possible to the rare double jumps by pressing a button. The task was designed to impose great strain
on cognitive resources [Warm et al., 2008], especially endogenously directed attention, and was chosen to encourage
attentional drifting. Participants completed four blocks & 15.5 min each with an average of one double jump every
10 s equating to a total of 360 double jumps over the course of the whole experiment. Neurophysiological data was
gathered using surface EEG with 64 electrodes arranged according to the international 10/20 system.

3. Results

The average response time (RT) of the participants included in the analysis was 560 + 166 ms with an overall
accuracy of 65.5 + 10%. Behavioral data revealed a strong decline in performance and a steady increase in reaction
time over the course of each block. The blocks were divided into 5 bins of 3 min and 4.4 s each and two 4x5
repeated measure ANOVA were conducted on the dependent variables performance and RT. A highly significant
time-on-task effect on performance, Fy, 35=14.483, p<0.001, and RT were found, F( 35=3.458, p=0.017,
confirming the efficacy of the paradigm in inducing a rapid decrease in vigilant attention.

The grand average ERP waveform and the contrast in P3 amplitude between hits and misses, expressed in terms
of sgn r2 (Fig. 1), show a gradual decline of the amplitude of P3 for trials preceding misses. First signs of the
amplitudinal decline of P3 can be observed on the sixth trial preceding a miss. Examination of the N2 suggests an
increase in amplitude for trials preceding hits. Moreover, a propensity towards an inadequate attentional cognitive
state is also reflected in an increase of a activity over occipital central areas up to 10 trials before target onset. Linear
regression analyses of peak amplitude differences between classes revealed a significant positive correlation for the
P3 component over channel Cz and a significant negative correlation of a activity over channel POz.
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Figure 1. Grand Average ERP waveform and associated sgn r2 scalp topographies for the 6 trials preceding a hit or miss.The sgn r2 scalp
topographies show the contrast between the peak of the P3 of hit- and miss-preceding trials (marked in grey).

4. Discussion

The results of this study confirm that neurophysiological signals harbor information pertaining to the subject’s
current attentional state. ERP features, especially the P3 component, and spectral features of the EEG data seem to
possess predictive value up to ten trials before the occurrence of a critical stimulus. In contrast with Eichele et al.’s
[Eichele et al., 2010] results, this study did not observe a gradual decline in N2 amplitude preceding errors or
misses. This is most likely due to the fact that N2 predominantly reflects visual processing whereas P3 is related to
cognitive processing. Therefore an attenuated N2 and a more discriminative P3 is to be expected in a covert
attention paradigm. Our results clearly show a decrease in P3 amplitude over central areas and an increase of o
activity over central occipital areas for trials preceding misses, corroborating O’Conell et al.’s [O'Connell et al.,
2009] findings.

These results are of particular interest with regard to the fact that the P3 and spectral amplitude divergences
between trials preceding misses and hits carry anticipatory information in a covert attention paradigm. This
strengthens the theoretical feasibility of a BCl-based attention surveillance system in a visually complex
environment (e.g. driving, security or medical screenings, cockpit monitoring etc.). Furthermore, the fact that the
discussed ERP and spectral features are spatially consistent and confined could be exploited in the form of a reduced
subset of electrodes sufficient to predict lapses of attention. Taken together, these findings encourage further
investigation towards a BCl-based attention state monitoring system that would possibly prove beneficial to a wide
range of work environments and human-machine interfaces. Future studies should investigate whether the
propensity towards task disengagement can be detected on a single-trial basis.

References
Blankertz B, Tangermann M, Vidaurre C, Fazli S, Sannelli C, Haufe S, Maeder C, Ramsey L, Sturm |, Gabriel C, Miller K-R. The Berlin Brain—
Computer Interface: Non-Medical Uses of BCI Technology, Front Neurosci, 4, 2010.

Eichele H, Juvodden HT, Ullsperger M, Eichele T. Mal-adaptation of event-related EEG responses preceding performance errors, Front Hum
Neurosci, 4, 2010.

Mackworth NH. The breakdown of vigilance durning prolonged visual search, Quart J Exp Psychol, 1(1):6-21, 1948.

O'Connell RG, Dockree PM, Robertson IH, Bellgrove MA, Foxe JJ, Kelly SP. Uncovering the Neural Signature of Lapsing Attention:
Electrophysiological Signals Predict Errors up to 20 s before They Occur, J Neurosci, 29(26):8604-8611, 2009.

Warm JS, Parasuraman R, Matthews G. Vigilance Requires Hard Mental Work and Is Stressful, Hum Fact, 50(3):433-441, 2008.

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 082



Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-83

The Effect of Task Based Motivation on BCI Performance:
a Preliminary Outlook

K. E. Brown', S. Mesa®, E. W. Sellers*
'East Tennessee State University, TN, USA, 37614

Correspondence: K.E. Brown, East Tennessee State University, Johnson City TN, P.O. Box 70649. E-mail: brownke@etsu.edu

Abstract. Brain-Computer Interface is an alternative method of communication. The present BCI operates via event-
related potentials (ERPs) extracted from the electroencephalograph (EEG). Items (i.e., alphanumeric characters and
keyboard commands) attended to by the subject should produce a P300 ERP; unattended items should not.
Participants are assigned to either a Motivation condition or a Non-motivation condition. We hypothesized that
performance on a copy spelling task will be affected by an individual’s motivation, or drive, to perform well. Before
the BCI task is introduced to the subjects in the motivation condition, they are read a paragraph describing the
importance of the task. Subjects in the non-motivation condition are introduced to the BCI task and begin the
experiment. Mean accuracy in the motivation group was 93%, significantly higher than accuracy in the non-
motivation group, 84% (t <.001). These results show that motivation can be an important factor to successful BCI
use. Motivation should be considered as a factor that will influence BCI performance in disabled populations
because potential BCI users who are less motivated may negate trends in the performance of motivated subjects.
Keywords: EEG, P300, Motivation, Brain-Computer Interface, Event-Related Potential

1. Introduction

A brain-computer Interface (BCI) provides a method of non-muscular communication. The BCI described here
uses event-related potentials (ERPs) of the electroencephalogram (EEG) to select items from an array of
alphanumeric characters. The paradigm is based on the design first described by Farwell and Donchin, 1988.
Subjects observe an array of alphanumeric characters. The items in the array flash in rapid succession, while the
subject attends to the specific item they wish to select. Motivation has been shown to affect BCI performance in
non-disabled subjects and subjects with amyotrophic lateral sclerosis [Kleih et al., 2010]. Here we present a novel
motivation manipulation to further investigate the relationship between BCI performance and level of motivation.
We hypothesized that those with higher task-based motivation (i.e., willingness to participate in a task [Appel and
Gilabert, 2002]), would perform better on a copy spelling task, and that they would produce higher amplitude ERPs.
Given the attentional demands of the BCI, motivation to perform well can have a considerable impact on
performance, especially in an ALS population because they often tire quickly and have limited time and access to
BCl use.

2. Materials and Methods

Subjects (n = 14; 5 male) from the ETSU participant pool were enrolled in the study. BC12000 was used for data
collection and stimulus presentation. The study was approved by the East Tennessee State University Institutional
Review Board.

EEG was recorded with a 32-channel tin electrode cap (Electro-Cap International, Inc.). All channels were
referenced to the right mastoid and grounded to the left mastoid. Impedance was reduced to below 10.0 kOhm
before recording. Two Guger Technologies g.USBamps were used to record EEG data, which were digitized at
256 Hz, and bandpass filtered from 0.5 to 30 Hz. Stepwise linear discriminant analysis was used to classify ERP
responses. Only electrodes Fz, Cz, P3, Pz, P4, PO7, PO8, and Oz were used for online BCI operation [Krusienski et
al., 2006].

Subjects were randomly placed into the motivation condition or the non-motivation condition. Subjects in the
motivation condition (n = 6) were read a paragraph stating the importance of the research. For example, they were
told that people with ALS and other conditions could have their ability to communicate completely abolished by
disease, and because of the importance of this research for these people, they should give 100% of their attention
and effort to the task so that the data would be extremely accurate. After being read the paragraph, the subjects were
given the opportunity to opt out of the study without penalty if they felt unable to give their full attention to the task.
Only one participant chose to leave. Subjects in the non-motivation condition (n=8) were not read the paragraph and
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proceeded with the study. The Stanford Sleepiness Scale [Hoddes et al., 1973] and the On-line Motivation
Questionnaire (OMQ) [Boekaerts, 2002] were administered prior to completing calibration and a copy spelling task.
Calibration consisted of 18 characters; online testing consisted of 24 characters. Following the BCI task, subjects
completed the post task portion of the OMQ and stated their motivating factor for anecdotal purposes.

3. Results

As shown in Table 1, mean accuracy for the motivation group was 93% and mean accuracy for the non-
motivation group was 84% (t < .001). In addition to performance differences, the r? values for the main positive and
negative components of the ERP are visually higher for the motivation group (Fig. 1, top left), than for the non-
motivation group (Fig. 1, top right). The waveforms at Pz for the motivation group suggest higher amplitude
positive peaks and an earlier negative peak than the non-motivation group (Fig. 1, bottom row). Scores on the
Stanford Sleepiness Scale were similar in the two conditions. All except for one subject reported being “wide
awake” or “functioning at a high level”. Scores on the On-line Motivation Questionnaire range from 17-68. All
subjects reported high levels of motivation and the score were statistically similar across conditions (motivation,
57.00, non-motivation 52.71; t < 1).

Motivation NonMotivation
R*200ms . 420ms e 200ms g 380Ms_ Table 1. BCI accuracy by subject in the
H 8 motivation and non-motivation conditions.
[ o Motivation Non-Motivation
H, | @ ) ; Sub Age Acc  Sub Age Acc
i 004 19 1.00 002 23 1.00
005 20 0.92 003 19 0.79
009 22 0.63 006 21 0.63
g o0 g o 012 21 1.00 008 26 0.96
§ 3 :é 3 013 29 1.00 011 23 0.88
N % 015 22 1.00 014 22 1.00
i 4 016 23 0.88
60 200 400 600 800 60 200 400 600 800 017 24 054
time(ms) time(ms) Mean 2217 0.93 2263 0.84
Figure 1. R2 topographies and Pz waveforms for the motivation StDev 354 0.5 207 017
group (left) and non-motivation group (right). SE 059 0.02 034 0.03

4. Discussion

This study examined the effects of a motivation induction on BCI performance. The induction consisted of a
paragraph describing the importance of the research, which was read to the motivation group. All procedures were
identical for the non-motivation group except they were not read the paragraph. Data show that the motivation group
obtained significantly higher accuracy and had larger ERP components than the non-motivation group. Moreover,
the two groups did not differ on measures of sleepiness and motivation. Thus, the data suggest that implicit
motivation affects task performance. This may be especially important for disabled subjects because they stand to
gain the most from BCI use.
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Abstract. EEG-based BCI performance is associated with emotional state like stress or loss of attention of the user. In
that sense, this work presents off-line evaluation of the EEG signal in order to inquiry the occurrence of ERD/ERS in
the alpha and beta rhythms during the perception of acoustic stimulus. This evaluation was conducted with the purpose
of search the correlating EEG signals with user emotional state elicited by unpleasant stimulus. It was found that this
kind of stimulus causes a later ERS in temporal scalp regions. Then, aiming BCI applications, the system could have a
general class for particular emotional state like stress in which the system switches to a mode that classifies the mental
tasks under stress. This approach would improve the BCI reliability, as the number of classes is reduced.

Keywords: BCI, EEG, Unpleasant Sound, Emotional State, ERD/ERS.

1. Introduction

Brain-Computer Interface (BCI) is one of research areas that has been developing relatively fast in the last decades. In
this pathway was noticed that the emotional state of the user affects the performance of BCI because induces changes
in human biological signals [Picard, 2010]. In the case of scalp electroencephalogram (EEG) signals, for example
the loss of attention of the robotic-wheelchair user can cause a decreasing the classification accuracy of EEG-based
BCI [Muller et al., 2010]. For this reason, this preliminary work attempts to evaluate EEG signals from BCI user under
emotional state elicited by unpleasant sound. This evaluation was conducted with the purpose of search a correlation
between EEG signals and user emotional state elicited by unpleasant acoustic stimulus as it is possible that this kind of
stimulus increase neural activity in brain cortex. BCI can benefit from adapting their operation to the emotional state of
the user. By virtue of its known importance for the paradigm of motor imagination [Pfurtscheller and da Silva, 1999]
the goal of the experiments is to verify the occurrence of event-related desynchronization/synchronization (ERD/ERS)
in the a (8—-12 Hz) and § (14-30 Hz) frequency bands, but during the perception of unpleasant stimulus.

2. Material and Methods

Due to the preliminary aspect of this work one volunteer with no previous history of neurological or psychiatric
disorder was stimulated. He has not taken any medication that could have affected the EEG signals and he stated to
feel healthy on the day of the experiment. Electrodes placed upon nineteen positions in according to international
10-20 system (see Fig. 1), one-ear reference and one grounding electrode was used. EEG signals were acquired
with 200 Hz sampling rate, without artifact rejection and with electrode impedances below 10 KQ. Common Average
Reference spatial filter [McFarland et al., 1997] was applied in order to reduce correlation between channels originated
by external noises such as the electric network noise and artifacts of muscular origin.

2.1. Experiment

The experiment consisted of a set of 10 repetitions (epochs), each one lasted 20's, in which the acoustic stimulus was
applied between 5 and 10 s. This stimulus was produced by scraping a sharp knife along the surface of a ridged metal
bottle. This sound was ranked with 8.10 &= 1.47 of unpleasantness level [Kumar et al., 2008]. To find out that emotion
had been elicited after each repetition, the volunteer filled out SAM self-assessment form [Bradley and Lang, 1994].
In all cases the subject marked most extreme alternatives (arousal close to maximal value and valence close minimal
value). These replies would suggest that the volunteer felt himself under negative emotional state like hate or stress
during stimulus in accordance with dimensional study of emotional states [Russell and Mehrabian, 1977].

3. Results

ERD/ERS occurs because in the absence of mental activity the individual neurons in a neural mass synchronize with
the signal thalamic pacemaker and the mass emits signals in a specific band of frequencies. To inquiry the occurrence

Published by Graz University of Technology Publishing House, sponsored by g medical engineering GmbH Article ID: 084


mailto:anibal.atencio@ufes.br

Proceedings of the Fifth International Brain-Computer Interface Meeting 2013 DOI:10.3217/978-3-85125-260-6-84

of ERD/ERS in the o and 8 frequency bands for all channels during the perception of acoustic stimulus was followed
the classic method [Pfurtscheller and da Silva, 1999]. In the graphs of Fig. 1 the relative power of the EEG signal in
o and B3 bands for all electrodes is shown.

Fp1 Fp2
230 230
I a A (%]
0 0
80—k -80
0 5 10 15 20 ([s] 0 5 10 15 20 [s]
F7 F3 Fz F4 F8
T3 C3 Cz C4 T4
T5 P3 Pz P4 T6

O1 02
|

Coaes hftxtCarl)

Figure 1: Relative power of a (black) and 8 (gray) bands. All graphs follow the same scale (-80% to 230% of reference interval).
The amplitude and time scales are shown only in Fpl and F p2 channels and omitted in the others. One can notice that a relative
decrease in the energy (ERD) during the acoustic stimulus in electrodes Fp2 and F8. An ERS related to the beginning of the
stimulus in electrodes Fpl, Fp2, F4 and F8. Also, it worth noting that the energy of  band in electrode 76 gradually increases
after the stimulus, followed by an slower increase of o band. As the electrode T'6 is over associative areas of auditory cortex, the
high energy plateau measured after the stimulus could be associated to early stages of auditory stress.

4. Discussion

It was observed that unpleasant sound stimulus causes neural activity in frontal and temporal cortex. However by
using only ten repetitions we could not observe any significant changes in o and  frequency bands over the frontal
electrodes related with neural basis of emotion. The high energy plateau measured over auditory cortex after unpleas-
ant sound could be associated to early stages of auditory stress. Then, a BCI working with n mental tasks would need
2n classes to include these tasks under stress emotional state. But, instead of dealing with all mental tasks classes and
the new classes under stress, the BCI could have just one more general class for stress in which the system switches
to a mode that classifies only the mental tasks under stress. This approach would improve the BCI reliability, as the
classification problem is reduced from 2n to n+ 1 classes.
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Abstract. A brain-computer interface (BCI) is a method of communication that utilizes the scalp recorded
electroencephalogram (EEG). A BCI requires no movement, making it a viable communication option for people
who are severely disabled. Most BCI research has focused on improving BCI technology through advances in signal
processing and paradigmatic manipulations. Research has recently begun to examine the influence of psychosocial
factors on BCI performance. Examining psychosocial factors may be particularly important for disabled people who
have several co-morbidities. The purpose of the current study is to examine the hypothesis that participants will be
more motivated in a free spelling paradigm than in a copy spelling paradigm. Participants completed copy- and free-
spelling tasks, order was counterbalanced. Motivation was measured after each task. Preliminary data suggests an
increase in motivation after the second task regardless of which task was performed second. No differences were
observed in performance accuracy between the two tasks.

Keywords: Brain-Computer Interface, Motivation, ALS, P300, EEG

1. Introduction

Noninvasive brain-computer interface (BCI) uses electroencephalogram (EEG) to provide non-muscular
communication. Most BCI research has not considered how psychosocial factors affect task performance and
typically considers the participant as a passive observer during BCI use. Recent research has suggested a need for
studies that focus on specific qualities of BCI users, such as their levels of motivation and depression [Kleih et al.,
2010; Nijboer et al., 2010]. Examination of these factors may increase BCI performance by learning more about
individual users, treating them as active participants, and addressing their specific needs. The current study
examined the factor of motivation. Participants completed two tasks: copy- and free-spelling. After each task their
motivation to perform the task was assessed [Boekaerts, 2002]. It was hypothesized that free spelling would lead to
higher motivation ratings and higher accuracy. Learning about how and why a particular person may be motivated
or unmotivated can help determine what tasks may lead to higher BCI performance by fully engaging participants in
the task.

2. Material and Methods

Participants (n=16) were recruited from the East Tennessee State University (ETSU) subject pool. All
participants provided informed consent and the study was approved by the ETSU Institutional Review Board.

An Electro-Cap International, Inc. cap was used to record the EEG. Stimulus presentation, EEG data collection,
and online processing were all controlled using the BC12000 software [Schalk et al., 2004]. The current study used a
stepwise-linear discriminant analysis method (SWLDA) to obtain classification coefficients for each participant.

Participants were fitted with a 32-channel electrode EEG cap and instructed to attend to the screen where an
8 x 9 (72 item) matrix was presented. Participants were then instructed to attend to the target character (the character
the participant is currently trying to select) by mentally saying or counting the character when it flashed. Participants
were also instructed not to attempt to correct mistakes and continue with the next character if the BCI provided
incorrect feedback. Two sets of calibration data for the SWLDA were collected, one for copy spelling and one for
free spelling. For each participant, the words used for calibration and copy spelling were randomly selected from a
database of 6,000 words. Each word consisted of six characters. Copy- and free-spelling conditions were
counterbalanced. Calibration data sets consisted of three words (a total of 18 character selections). The resulting
classifiers were used in the copy- and free-spelling conditions.

In the copy-spelling task, three six-letter words in one string with a space in between each word were presented.
In the free spelling task, participants constructed a sentence, ranging from 20-24 characters, to spell using the BCI.
Before the free spelling task each participant wrote the sentence on a sheet of paper in order to calculate accuracy.
They were also instructed to correct BCl mistakes using the BACKSPACE character (denoted “Bs”). If the
participant had not completed the sentence before the limit of 24 character selections the task was terminated.
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Two surveys were utilized in this study: the Stanford Sleepiness Scale (SSS) was used to measure fatigue
[Hoddes et al., 1973]; the On-Line Motivation Questionnaire (OLMQ) was used to measure motivation [Boekaerts,
2002]. Both instruments are self-report measures and were given three times throughout the session. The OLMQ
consists of pre- and post- task components. The pre-task OLMQ and the SSS were completed immediately after the
first calibration sequence. The post-task OLMQ and SSS were both given after each of the two tasks were
completed. At the conclusion of the session, participants were asked a qualitative question describing their
motivation for participating in the study. This served as additional data to confirm participants’ responses to the
surveys.

70

3. Results
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correct selections by the number of total selections.
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4. Discussion

This study examined the hypothesis that participants will be more motivated in a free spelling paradigm than in
a copy spelling paradigm, and that their accuracy would be higher for free spelling. The current results show that
motivation increased after the second task regardless of whether it was copy- or free-spelling. Furthermore, no
difference was observed in accuracy between the two tasks. One possible explanation for these findings is that
motivation was unaffected because accuracy was similar in both conditions. Another possible explanation is that the
personal relevance of BCI use was low for these participants. Nonetheless, factors such as motivation may influence
the BCI performance of disabled people. Presumably they have a higher personal investment in the technology.
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Abstract. We investigated the impact of gamma-activity in a task-positive network on performance of subjects in a
general measure for attention (D2-test). Subjects modulated their gamma activity previous to each run of the test with
a simple neurofeedback mechanism. Results indicate that visual attention can be increased significantly by tuning
activity in the investigated network into a specific state.
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1. Introduction

Gamma activity in a fronto-parietal network was found to correlate with performance in motor-imagery based
Brain-Computer Interface (BCI) [Grosse-Wentrup et al., 2011]. Specifically it can be used to predict the
performance of a subject before each trial [Grosse-Wentrup and Scholkopf, 2012]. Several studies report that gamma
activity in task-positive networks is correlated to attention [Corbetta, 2008]. These results lead to the assumptions
that the effect found in [Grosse-Wentrup, 2012] could correlate more generally to attention, and that it can be used,
due to its BCl-detectability, to train people to increase their attention on the fly. We have investigated these
hypotheses in a standardized measure for attention, the D2-test [Brickenkamp, 1978], and with an EEG based BCI
approach.

2. Material and Methods

We ran experiments with 20 subjects, not suffering from any neurological or psychiatric disorders. Participants
were equipped with a set of 128 active EEG-electrodes (ActiCap, Brain Products, Gilching, Germany) and sat
comfortably in a chair. Before the experiment, the experimenter advised the participant and answered related
questions. In a first block the D2-test (see Fig. 1) was introduced to the participants. Following, participants were
advised to relax for a period of 5 minutes and fixate a cross in the center of the screen. EEG data recorded in this
part of the experiment was used to assess the activity of the network investigated in [Grosse-Wentrup, 2012] by
beamforming. Then two Blocks of the standard D2-test were performed by the participants. The results of these runs
served as a baseline for each participant’s performance in the D2-test. Four Blocks of D2 followed, where each run
was preceded by a neurofeedback paradigm. The position of the cursor could be controlled by modulating the
gamma activity in the investigated task-positive network. The activity was assessed by the previously defined
beamformer and translated into the position of the cursor. In two of the blocks subjects were advised to level the
cursor up, in the others to move the cursor down. The order of the blocks was randomized between subjects. Also
randomized across subjects was the direction of the neurofeedback — for 10 subjects the cursor would move upwards
if they increase their activity in the gamma network (like described in [Grosse-Wentrup, 2012]) and move
downwards if the activity was decreased. For the remaining subjects this procedure was inverted.

Figure 1. Samples of stimuli of the D2-test. Targets are marked grey, all other stimuli are distractors. Each subject was running
7 Blocks of a computerized D2: 1x Training, 2x Baseline, 4x with Neurofeedback, permuted over subjects.
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3. Results

Performance of the participants was measured by errors per run of the D2-test. For each condition ([1] baseline,
[2] modulating Gamma up, [3] modulating Gamma down) data from two blocks of D2 were available. The results for
each condition were pooled over subjects and tested for statistically significant differences to the other conditions by
a permutation test. The results of this analysis are displayed in Fig. 2. For several seconds (see Fig. 2), participants
had significantly less errors in condition [2] compared to condition [1] (**) and compared to condition [3] (*). There
was no significant difference in errors when comparing conditions [1] and [3].

, Development of differences in Error-Rate
1 T T T T T

Up vs. Down
Up vs. Standard
Down vs. Standard
Up vs, Standard **

= Up vs. Down *

Averaged Dfference in Error-Rate

) ' Numbero'Rospo‘lan [
Figure 2. Differences in error rate between conditions. Solid lines indicate significant differences (*: p<.05/ **: p<.01) within
each comparison. X-axis indicates the number of consecutive responses (starting at first response) taken into account.

4. Discussion

The results of this study show first evidence that attention can be increased by modulating gamma activity in the
investigated network. Results indicate two effects. Firstly, we see a clear decrease of error rate between those trials
where subjects were asked to increase gamma compared to those with where they were asked to decrease it (green
vs. red). Secondly, both neurofeedback conditions show a similar trend (blue) of deceasing error rate over time,
which is not the case in the baseline condition (green, red). As the D2 test is a general measure for attention, we
expect the positive effect of the neurofeedback training presented here also to apply in various situations and
applications. In further studies we will investigate whether the approach presented her could also be used as a
Passive BCI [Zander, 2011] informing users about their level of attention during a given Human-Machine
Interaction. This could lead to a crucial increase in performance in demanding Human-Machine Systems. This study
opens up new fields for applying BCI-technology in a useful way for various populations of users.
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Abstract. We performed a one-dimensional imaginary task for a brain-computer interface (BCI) comparing disc and
tripolar concentric ring electrodes (TCRES). Three human subjects acquired substantial control of the cursor with an

average success rate of 30 - 66% for disc EEG, and 44 - 100% for TCRE EEG (tEEG).
Keywords: BCI, one-dimentional imaginary task, tripolar concentric electrode, TCRE, TCRE EEG, tEEG

1. Introduction

Brain-computer interface (BCIl) is an alternative means of communication with computers that does not depend
on the peripheral nerves and muscles, which implements the direct communication and control between the brain
and computer devices [Wolpaw et al., 2002]. A BCI may be useful for people who are severely paralyzed to
communicate and interact with their environment. Recently, there has been much interest in the area of BCI such as
to “move cursor: up, down, right, and left”. The electroencephalogram (EEG) is a non-invasive recording of neural
brain electrical activity. Digital processing of EEG signals is an important part of the design of BCI [Wolpaw et al.,
2002]. Unfortunately, EEG signals have low signal to noise ratio (SNR), low spatial resolution, and are
contaminated by various artifacts from other sources. These characteristics limit measuring the spatial distribution of
brain electrical activity and thus necessitate significant preprocessing [Wolpaw et al., 2002]. Recently,
enhancements have been applied to EEG making it more accurate by increasing the spatial resolution. One such
enhancement is the application of the surface Laplacian to the EEG. The tripolar concentric ring electrodes (TCRES)
were shown to estimate the Laplacian significantly better than bipolar concentric ring electrodes and conventional
disc electrodes [Besio et al., 2006; Koka and Besio, 2007]. The TCRE EEG (tEEG) provides approximately a four
times enhancement in the SNR, three times enhancement in spatial resolution, and twelve times enhancement in
mutual information compared to disc electrode signals [Koka and Besio, 2007].

2. Material and Methods

This research is based on recording, analyzing, and comparing disc EEG vs. tEEG based BCls for real-time
one-dimensional cursor control. Three healthy male subjects (1-3, ages 24-40) were the BCI users in this study
group. The subject’s task was to move a computer cursor from the center of the screen to a target that appeared in
the left or the right of the periphery of the screen. During BCI operation, subjects were seated in a chair, facing a
computer screen which was placed about 1.5 meters in front of the subject. The subjects were asked to remain
motionless during the recording process. The BCI2000 [Schalk et al., 2004 ] software application was used to
acquire signals recorded from eight surface electrodes (C3, C1, Cz, C2, C4, FC1, FCz, FC2) according to the
international 10-20 system, with reference and ground from the right mastoid process. Signals from all the channels
were amplified (g.tec GmbH, Schiedlberg, Austria), filtered (0.1-100 Hz) and digitized (sampling frequency was
256 Hz). There were 20 trials in each of 10 runs (one session comprises ten runs). Subjects 1 and 2 had one session
and subject 3 had 2 sessions. The mean of the two sessions was used for subject 3. Each trial began with the
appearance of the target. The subject’s goal was to move the cursor so that it hits the target.

3. Results

Table 1 shows the accuracy of imaginary cursor movement for each subject using either disc EEG or tEEG. The
average accuracies achieved by the three subjects ranged from 30 - 66% for disc EEG, and between 44 - 100% for
tEEG. Fig. 1 shows the subjects had significant control from the beginning. A general factorial design of analysis of
variance (ANOVA) was used with a single categorical factor being the type of the electrode used (conventional disc
EEG vs. TCRE Laplacian tEEG) and the response variable being the BCI trial success rate percent. The effect of the
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controllable factor that is the human subject was blocked with three levels of blocking factor corresponding to three
human subjects who participated in the study. The measurements of response variable (10 replications) were
repeated for each type of electrode in three levels of the block factor. There was a significant difference between
EEG and tEEG accuracy.

Table 1. One-dimensional cursor control; accuracy for each subject was calculated for disc and tripolar electrode.
Subject 1 Subject 2 Subject 3

Runs# | Hit Acc (%) | Hit Acc (%) | Hit Acc (%)
EEG | tEEG | EEG | tEEG | EEG | tEEG

1 60 68 43 50 51 62
2 51 64 30 45 55 60
3 54 64 41 58 60 61
4 48 60 35 50 64 57
5 52 58 53 52 61 70
6 54 60 45 47 55 68
7 57 65 47 44 57 85
8 53 63 50 58 60 88
9 60 66 46 78 55 74
10 59 70 51 69 66 100
Mean | 548 | 63.8 | 44.1 | 551 | 584 | 725
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Figure 1. Hit accuracy of (A) disc electrode, and (B) tripolar concentric ring electrode (TCRE).

4. Discussion

These results show there is a significant difference in accuracy of the tEEG to disc EEG for new users in real-
time one-dimensional center-out cursor control. The tEEG accuracy on average was higher than for the disc EEG.
We suspect this advancement is due to the improvement of: four-fold in signal-to-noise ratio, three-fold in spatial
selectivity, and twelve-fold in mutual information of tEEG compared to EEG [Koka and Besio, 2007]. In summary,
this abstract describes the comparison of one-dimensional BCI control using disc EEG and tEEG by beginner
subjects.
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Abstract. Low and stable contact impedance between the electrode-skin interface is crucial for the acquisition of high
quality biopotential signals. A layer of gel or glue containing ions is often introduced between the skin and the
commerical Ag/AgCl electrode. However, a dry electrode, often made from rigid material, seldom has a gel-like
cushion when attached to the skin. This kind of hard contact makes subjects feel uncomfortable due to the higher
stress imposed on the electrode to get good contact necessary for low impedance and high quality biopotential
signals. A flexible dry electrode can adapt to the surface of the skin by bending more than by pressing. In this study,
we developed a flexible dry electrode structure based on a silicon needle array on a PDMS substrate. By coating a
layer of conductor on it, a flexible dry electrode was fabricated. The flexible substrate can keep contact with the skin
in a natural way. Low impedance can be obtained with low pressure.

Keywords: Flexible dry electrode, biopotential, needle array, PDMS

1. Introduction

Commercial wet electrodes have two shortcomings. First, their preparation time is long. The skin should be
cleaned or degreased by soft abrasion to reduce the thickness of the stratum corneum (SC). Electrolytic gel must be
applied between the electrode and skin [Matteucci et al., 2007; Yu et al., 2009]. Second, wet electrodes must be
operated by professionals and the procedures are complex, so it can hardly be used for home care [Griss et al.,
2001]. Dry electrode technology can overcome these disadvantages. There are many types of dry electrodes. One
type has a surface composed of microneedle arrays. With this microstructure, the height controlled needles can
penetrate the SC barrier of the skin to decrease the interface impedance between electrode and skin [Griss et al.,
2001; Griss et al., 2002; Yu et al., 2011]. However, this kind of dry electrode, as shown in Fig. 1A, is fabricated with
silicon, metal, or other rigid materials. Although most of these dry electrodes with lower impedance were reported,
these dry electrodes are far from an application in the potential market. One reason is the uncomfortable experience
[Baek et al., 2008] when one uses the dry electrode. Higher stress must be imposed on the electrode to keep a good
contact between the electrode and skin. In this process, the skin, as well as the tissue under the skin, must endure the
whole deformation. It will cause discomfort including pain and redness. To overcome these shortcomings, we
developed a dry electrode with a micro-needle array on a flexible PDMS substrate. Thus, the electrode can adapt to
the curved skin surface and decrease the deformation degree of the skin.

2. Material and Methods

Four-inch double-sided polished n-type silicon wafer with <100> crystallographic orientation, 200 um thickness
and 0.001 cm resistance was used in this study. A layer of PDMS membrane with a thickness of 2 mm was used as
flexible substrate.

The production process of the flexible dry electrode comprises three steps. The first step is to bond the silicon
wafer to the PDMS membrane. The second step is to produce micro-needle arrays by lithography patterns and deep
dry etching processes. The third step is to dice the wafers and sputter the conductor metal layer on both sides of the
structure. The metal of the structure side wall establishes front-to-back electrical contact. The fabrication process is
shown in Fig. 1B.
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3. Results

The completed flexible dry electrode made with a micro-needle array is shown in Fig. 1C. Due to the very strong
bond force between the silicon and PDMS substrate (the bond is mainly composed of Si-O), the micro-needle can be
fastened on the substrate firmly. The diameter of the micro-needles is 50 um, the height of the micro-needle is
150 um, and the space between the needles is 200 um. The rigid needles combined with flexible substrate can satisfy
impedance demands as well as comfort demands for a dry electrode, especially in a long-term wearing situation.
Thanks to the substrate made from PDMS membrane, the electrode is flexible and can bend easily around the finger.

i
POMS

ask

A C

Figure 1. Rigid dry electrode and improved flexible structure. (A)Rigid dry elctrode made from silicon. (B) Fabrication
process. (C) A completed silicon needle array bonding on a PDMS substrate stretching naturally on a finger (inset
shows another piece of silicon needle on PDMS structure).
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Abstract. We compared the half sensitivity volume and the common spatial subspace decomposition of visual
evoked potentials as measures of spatial resoulion between conventional disc electrodes and tripolar concentric ring
electrodes with a computer simulation. The results suggest that tripolar concentric ring electrodes can achieve much
higher spatial resolution than conventional disc electrodes.

Keywords: EEG, CSSD, Spatial Resolution, tripolar concentric ring electrode, TCRE

1. Introduction

Brain Computer Interfaces (BCIs) can provide persons who cannot use their muscles but are cognitively intact
with an alternative form of communication and control. Electroencephalography (EEG) measures potentials on the
scalp caused by the neural activity of the brain. EEG has high temporal resolution, but suffers from poor spatial
resolution due to the blurring effects of the volume conductor [Nunez et al., 1994]. To improve the spatial resolution
the surface Laplacian, second spatial derivative, has been applied to EEG.

For conventional electrodes, the global surface Laplacian operation is performed on the spline potential
interpolation over the surface. However, a cross validation procedure is required to compute the inverse of an ill-
posed matrix in the construction of the spline interpolation equations, which cannot be performed in real-time EEG
based applications such as BCI. [Besio et al., 2006] have reported on a local surface Laplacian from tripolar
concentric ring electrodes (TCREs), which helps to avoid complex computations in surface Laplacian approximation
while achieving improved spatial resolution [Liu et al., 2011]. Two computer simulations were performed for this
work to compare the spatial resolution for disc electrodes and TCREs.

2. Methods and Results

Both of the simulations were based on a 4-layer Conventional o
concentric spherical human head model developed by ' (@) — f»‘ff"'im (b) = i

[Cuffin and Cohen, 1979].

The half sensitivity volume (HSV) is defined as the
volume where the potential is at least half of the o g
maximum value measured [Malmivuo and Suihko,
1997]. According to the definition, HSV is inversely
proportional to the spatial resolution of corresponding
electrodes. Fig. 1 shows that the HSV of the TCRE is
about 1/10 of the conventional disc electrodes HSV. S S — 145 o o8

Common spatial subspace decomposition (CSSD) Figure 1. HSV of disc and TCRE:s.
was developed to separate specific brain activities from
the background [Wang et al., 1999]. In our simulation an 8 by 8 electrode array, with the electrodes diameter of
1 cm, was placed on the scalp above the visual cortex area with a 1.0 cm center-to-center distance between
electrodes. A signal dipole with eccentricity of 0.9 was placed under the electrode array. Two noise dipoles with
eccentricity of 0.75 were concurrently activated under the array as background brain activity. Ten samples of visual
evoked potentials (VEPs) were generated from the dipoles. In the simulation, we first recorded the background by
setting the magnitude of the signal dipole to zero. Then, we recorded the VEP combined with background. Finally,
the CSSD was applied to the recorded data to extract the VEP. The TCRE EEG (tEEG), which automatically
estimates the Laplacian [Besio et al., 2006], was calculated for comparison.
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Figure 2. The normalized signals of the VEP (4), tEEG VEP (B) and the histograms of their corresponding power.

Fig. 2A shows the normalized VEP from the 64 conventional disc electrodes. Fig. 2B is a histogram of the
normalized power of the VEPs. Fig. 2C and 2D shows the normalized tEEG VEP and histogram of the normalized
tEEG VEP power from the array of TCRE at the same locations, respectively. From Fig. 2D we can see that most of
the TCREs had low power in the tEEG VEP, 0.5 or less, while Fig. 2B shows the disc VEP was distributed over a
wider area of the electrodes array. These results show how tEEG is more specific than EEG.

3. Conclusion

The results of the HSV and the VEP indicate that the TCRE is more focused than the conventional disc electrodes.
The cross correlation of the tEEG VEP for the TCREs that had high CSSD were 1.0 or nearly 1.0 meaning that the
background interference was attenuated. Due to these properties we should be able to achieve higher spatial
resolution with TCREs.
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