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Evaluation Study on Semantic Object Labelling in Street Scenes
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Fig. 1: Overview of our semantic segmentation system.

Abstract— We present a processing pipeline for semantic
scene labelling that was developed in view of autonomous driv-
ing applications. Our study focuses on two different methods
for feature selection - Texture-layout-filter (TLF) and Single
Histogram Class Models (SHCM) - whose influence on the
performance of a random forest classifier is investigated. In tests
on the Cityscapes dataset, we assess the effects of parameter
variation and observe an improvement of the Intersection over
Union score by 44 percent when substituting the TLF by the
computationally more demanding SHCM feature.

I. INTRODUCTION

Advanced driving assistance systems and fully au-
tonomous vehicles require detailed knowledge about vehicle
surrounding and real-time interpretation of street scenes.
Deep learning approaches are computationally demanding
and need powerful and expensive hardware. On the other
hand, conventional machine learning methods can be used
for real-time semantic scene labelling at a fraction of the
computational complexity and on cost-efficient hardware. In
view of a subsequent transfer to an embedded platform, we
implement a semantic scene labelling pipeline based on a
random forest classifier and evaluate its performance regard-
ing the overlap of the predicted semantic segmentation results
and the ground-truth labelling by using the Intersection over
Union score.

Thoma [8] gives a comprehensive survey of different
techniques and features used for pixel-wise semantic seg-
mentation. Several semantic scene labelling approaches rely
on contextural features [9], [1], [4], [2], [7]. We employ two
features that make use of textural and contextural properties
proposed in the literature [7], [6] and analyze and compare
their results on the publicly available Cityscapes dataset [3].
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II. SEMANTIC SCENE LABELLING PIPELINE

Figure 1 visualizes the semantic segmentation pipeline
realized by our system. Our segmentation pipeline consists
of five modules. The preprocessing module serves to prepare
incoming images and datasets. The feature module prepares
the extraction of the features by providing a feature factory
that can create variations of the feature within the pre-
defined parameter ranges. The classification module instanti-
ates features by using the feature module and calculates the
feature response in real-time. It uses the feature responses
in a random forest classifier. The postprocessing module
generates prediction label images from the output of the
random forest. Finally, the evaluation module calculates
the performance of our algorithm in terms of the per-class
prediction accuracy.

The feature module contains the computation of two fea-
tures: the Texture-layout-filter (TLF) feature and the Single
Histogram Class Models (SHCM) feature. The TLF feature
combines textural information represented by textons with
semantic, spatial and scale context by using information of
neighbouring pixels and regions. The computation of the TLF
feature is explained in detail by Shotton et al. [7]. The SHCM
feature is based on the semantic segmentation approach of
Schroff et al. [6]. The authors compare a histogram of a
selected region with precalculated SHCM [5] in a random
forest classifier. The SHCM feature can be seen as an
extension of the TLF feature. While the TLF feature counts
the occurrences of one single texton id within a region, the
SHCM feature calculates the distribution of all texton ids
within a region. Thus, the SHCM feature module extracts a
more dense form of information for a specific region.

III. EVALUATION AND RESULTS

The aim of our evaluation study is to gain insight into how
well a computationally cheap semantic segmentation system
can detect regions and objects in street scenes. Furthermore,
we want to explore how much information of a neighbouring
region of a pixel is needed to semantically classify the pixel.
We use the Intersection over Union score to measure the
performance of our system.
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We evaluate the performance of our system on the
Cityscapes per-category dataset [3]. The data of the dataset
is captured in different seasons, under different weather
conditions and contains crowded street scenes with a high
variety of vegetation, which makes the dataset challenging.

By using the Intersection over Union performance score
and by applying our system on the Cityscapes dataset,
we make it possible to compare the performance of our
system with other approaches published in the Cityscapes
benchmark.

The final prediction result of our semantic scene labelling
system is dependent on several parameters whose influence
we investigate in more detail. Both features use k-means
clustering with κ clusters in their textonization process, a
window size ω and a window offset o. The window size and
offset to the candidate pixel define the size and position of
the region that is used to extract information of neighbouring
pixels. We evaluate the performance of our system with
parameter values within the following ranges: κ = [50,8000],
ω = [4,49] and o = [0,100].

In the first set of experiments, we evaluate the performance
of the TLF by varying the number of clusters, and the ranges
for the window size and the window offset. We achieved
best results with an Intersection over Union score of 26.50
by using the TLF feature with κ = 100, ω = [4,24] and o =
[0,23].

By using the SHCM feature in the second part of our
experiments, we could increase the Intersection over Union
score to 38.29 with κ = 8000, ω = [4,17] and o = [0,23].

By looking at example segmentation results in Figure 3,
we can observe that the TLF feature (column 3) is not able
to distinguish between all object classes. By comparing the
results of the TLF feature in Column 3 with the results of the
SHCM feature in Column 4 of Figure 3, one can recognize a
clear improvement of the semantic segmentation. Especially
region borders are refined by using the SHCM feature.
However, one can see that the classifier has difficulties to
distinguish between the class vehicle and the class human
in Column 4. These missclassifications cannot be observed
in Column 3, because the classifier hardly detects any pixels
that belong to the class human by using the TLF feature.

In particular, we found that the system has a bias towards
classes representing big object regions such as the classes flat
(road), nature and sky, which can be detected to a certain
extent. We assume that a reason for this behaviour is the
context-driven classification approach of both features, which
tends to interpret small objects in large neighbouring regions
as noisy pixels. This bias gets smaller by using the SHCM
feature, because the SHCM feature extracts more detailed
information from neighbouring regions.

IV. CONCLUSIONS

Semantic, spatial and scale context as well as textural
properties play an important role for semantic scene la-
belling. The TLF feature is a computationally cheap way
to extract textural properties and context of data points. In
our experimental evaluation, using the SHCM feature instead
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Fig. 3: Example segmentation results. 1st column: input
image; 2nd column: ground-truth; 3rd column: results by
using the TLF feature; 4th column: results by using the
SHCM feature.

of the TLF feature increases the accuracy by around 44%.
However, the SHCM feature is computationally more com-
plex than the TLF feature. Both features have a bias towards
classes representing big objects when used in a random forest
classifier and applied on the Cityscapes dataset.
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