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Introduction: A P300 classifier's performance depends on the time bin of the target stimulus. For example, a
user may generate a different response when presented with a target early or late in a sequence. Further, knowing
the target to be unique, a user may relax after seeing it such that pre and post-target P300 absent trials are

different from each other.

There is structure to the accuracies and errors of P300 classifier which depend on the time bin a target stimulus is
presented in. We aim to encapsulate and leverage this structure to build a speller which offers a better speed-

accuracy trade-off.
classifier pair for quicker and/or more accurate letter inference [1].

Material: We use g.USBamp, MATLAB and Psychtoolbox to build
and simulate our BCIL.

Methods: We describe the temporal confusion of a user-classifier
pair by P(X|X) where X is the index of the unique time bin where the
P300 is generated and # is our estimate. We estimate this confusion
matrix by normalizing a count of our classifier’s cross validated
performance on a labeled training set. See Fig 1 for example.

The user-classifier pair of Fig 1 shows strong accuracy when the
target is in the 4th time bin. Given this fact, we ought to trust a
classification in favor of the 4™ time bin more as it offers stronger
evidence. We offer a Bayesian update which leverages this temporal
confusion of P300 classifications; it accounts for the varying accuracy
of each time bin in updating letter probabilities.

Results: As a preliminary work, we contrast the performance of an
Aware decision scheme which uses the temporal confusion of Fig 1
against a Naive decision scheme which assumes accuracy is uniform
across different target time bins. We simulate 100 recursive decisions
(querying with a P300 sequence until a sufficient threshold is reached)
under 4 different confidence thresholds. Fig 2 demonstrates that
using this temporal structure can improve the speed-accuracy trade-
off.

Discussion: ~ While our simulation shows strong performance
improvement, note that the Aware decision scheme has knowledge of
the ground truth P(X|X) which the Naive doesn't. In practice we must
estimate this distribution; we cannot provide a benefit without
accurately doing so.

Some time bin classifications offer stronger evidence than others. In
addition to performing letter inference, we seek to leverage the
temporal confusion to construct stronger queries. Namely, we seek to
arrange letters within the stimuli sequence such that we generate, on
average, as strong evidence as possible.

Significance: For some user-classifier pairs, P300 classification
accuracy strongly depends on the position of the target within the
sequence. There may be a speed-accuracy benefit to leveraging this
structure.
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In particular, we incorporate the temporal confusion associated with a particular user-
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Figure 1. The temporal confusion matrix P(X|X) for a
particular user-classifier pair. Note that this user-classifier
shows stronger performance for targets which occur
towards the middle of a sequence.
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Figure 2: Each point represents the average of 100
decisions; probability thresholds are labeled next to their
respective data points. In this simulation, the temporal
confusion aware decision rule offers a better speed-
accuracy tradeoff curve.
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