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1 Introduction

A seemingly infinite number of complex phenomena in science, engineering, medicine
or nature itself share a fundamental ingredient: fluid mechanics. Ranging from the de-
sign of airfoils, jet engines, whole flying vehicles or parachutes, wind-turbines or hydro
powerplants, dam or ship construction, avalanche or mudslide protection, medical device
design or blood flowing through the circulatory network, ventilation or cooling systems
of concert venues, tunnels or computing clusters all the way to large scale phenomena
such as weather forecasts, convection in the earth’s mantle, ocean currents or rivers
flowing. Fluid dynamics have thus been investigated since first curious minds tried to
grasp its underlying principles. During the past decades, mankind’s curiosity, monetary
interests or noble motives such as improving or developing strategies for green energy
production led researchers from academia and industry to explore these endless planes.
In an attempt to categorize, describe and ultimately predict fluid dynamics, mathemat-
ical modelling is indispensable. Naturally, the field of computational fluid dynamics
(CFD) has ever since been an outstandingly active one. As mathematical and numer-
ical concepts improved, together with continuously growing computing power, tackling
larger and ever more complex problems was rendered feasible. Thus, a strong third pillar
of science, being computational techniques alongside theory and experiments allows to
analyse, understand and improve designs, overall processes or even develop fundamen-
tally new concepts in science and engineering. Computational modelling is an immensely
powerful tool, which (only) together with the other two established concepts can help us
move forward in technology and science.
On the other side, many practical applications and phenomena involving fluid mechanics
also have to incorporate effects from transient flow domains. Based on fluid flows in
moving, deforming or even topology-changing geometries, accounting for the flow field’s
interaction with deformable structures leads to the coupled multiphysics problem of
fluid–structure interaction (FSI). Such interactions need to be accounted for, whenever
fluid forces acting on the structure influence the stress state and deformation in the
structure, such that the flow domain is altered in turn, having a possibly drastic impact
on the fluid forces again. Consequently, the engineering design process or any reliable
model of such physical phenomena must consider the coupling of fluid and structure.
Great advances in the field during the past 40 years led to robust, efficient and accurate
solution procedures, and interest grew in direction of applications apart from the classi-
cal engineering contexts already mentioned. The field of biomedicine is among the most
promising fields in this regard, applying CFD and FSI to arterial blood flow, phonation or
respiration. With modern numerical tools and computer hardware, increasingly rich and
detailed models replicating reality in health and disease, so-called digital twins, are being
developed and studied to gain new insights on underlying basic principles, risk factors,
alternative treatment methods, to inspire medical device design and more. However,
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existing methods need to be adapted to incorporate central modelling aspects or avoid
possible performance bottlenecks in such applied scenarios. Including the required mod-
elling aspects capturing effects of central relevance in practice, such as non-Newtonian
rheology or outflow models relating volumetric flow rates to pressure, most often call for
changes and modifications at the heart of the numerical schemes—an often overlooked or
knowingly ignored detail, capable of diminishing or at least greatly reducing predictive
power.

1.1 Goals and outline of this work

Major contributions of the present work are the inclusion of generalised Newtonian,
or so-called quasi-Newtonian, fluid models in finite-element-based incompressible flow
solvers. This key ingredient allows for an inhomogeneous viscosity to account for shear
resistance depending on the shear rate, as is the case, e.g., for shear-thinning fluids such
as blood or polymer melts. Such a modification of the rheological law, leading to a
different representation of the viscous contribution in the fluid’s stress tensor, initiated
the development of two formulations of finite-element-based incompressible flow solvers:
(i) a stable or stabilised approach coupling velocity and pressure unknowns and (ii)
a split-step approach, decoupling velocity and pressure based on a reformulation of the
classical Navier–Stokes equations for incompressible flows via a pressure Poisson equation
(PPE) with consistent boundary conditions. Both these fundamentally different concepts
are used to develop state-of-the-art CFD solvers, including linearisation, decoupling,
stabilisation, preconditioning and more practically relevant aspects. These topics are
covered starting from Ch. 2, where the mathematical problem is presented in Sec. 2.1,
followed by Sec. 2.2, introducing a first CFD solver based on a coupled velocity-pressure
formulation. Ch. 3 then derives a related pressure-Poisson-based split-step approach and
Ch. 4 extends both these formulations towards moving domains. Furthermore, modelling
aspects and numerical techniques relevant for applications in the biomedical context
are introduced. An Arbitrary Lagrangian–Eulerian formulation is combined with well
established methods to counteract dominant convection, incorporate given volumetric
flow data to prescribe velocity profiles on non-circular inlets, backflow stabilisation and
three-element Windkessel models to determine appropriate pressure levels at terminal
ends of the considered computational domain. Here, the main contribution lies in the
careful intergration of these mentioned schemes into the PPE-based split-step scheme,
neither impairing temporal stability nor accuracy.
Thereafter, Ch. 5 introduces displacement-based formulations for the structural solver
including nearly incompressible hyperelastic continua with fiber reinforcement. Con-
tributions of this work regarding the structural solver are an improved algorithm to
generate fiber orientations in configurations with thin structural layers wetted from both
sides as encountered, e.g., in aortic dissection and a pseudo-timestepping and continu-
ation method to ease construction of prestress tensor fields to account for prestressed
reference geometries.
The FSI problem is then finally introduced in Ch. 7, starting from the basic problem
based on the previously considered subproblem formulations, sketching variants of the
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pressure-Poisson-based, partitioned FSI scheme, semi-implicit coupling and algorithms
combining Robin interface conditions with classical black-box acceleration schemes. To
the best of the authors knowledge, this work is the first to combine semi-implicit cou-
pling schemes with Robin interface conditions and the Interface Quasi-Newton Inverse
Least-Squares method, allowing for added-mass stable, fast coupling of the structural
displacement and fluid pressure, while the remaining subproblems are treated explicitly.
Moreover, the investigated interplay of modelling aspects introduced in the fluid’s and
structure’s subproblems with the coupling scheme and adaptive timestepping is a topic
rarely commented on in literature and can thus be considered viable contributions to the
field.
Some selected variants of the proposed schemes are then applied to problems in the car-
diovascular context in Secs. 8.5–8.7, namely to blood flow in an idealised abdominal aortic
aneurysm, an iliac bifurcation and in a dissected aorta. The tremendous improvements
achieved compared to basic setups are highlighted in smaller problem settings, whereas
a patient-specific geometry of an aortic dissection case shows the scheme’s performance
in a clinical context. Lastly, applicability in the aeroelastic regime is demonstrated by
investigating human phonation in Sec. 8.8, which differs substantially in terms of present
physical parameters.
This outline already indicates the scope of this work being on the development of non-
Newtonian flow solvers, an extension towards FSI problems and application in patient-
specific scenarios in the cardiovascular context. At the core of this work, there are com-
binations of physical models and their finite element formulation, but rigorous proofs
thereof go beyond the scope of this work. Also, we do not aim at thoroughly intro-
ducing the fundamentals of fluid dynamics, continuum mechanics, temporal- and spatial
discretisation or basic algorithms and concepts of linear algebra and numerics, as these
topics are thoroughly covered in literature.

1.2 Contributions and acknowledgements

The work presented within this thesis is partially funded by the LEAD project “Mechan-
ics, Modeling and Simulation of Aortic Dissection” (biomechaorta.tugraz.at) at Graz
University of Technology and hence profited immensely from the interdisciplinary project
group, ranging from computer graphics and vision over theoretical phyics to biomechan-
ical modelling and characterisation of healthy and diseased aortic tissue. Therefore,
several contributions entering this thesis one way or the other are thus naturally con-
tributed by other people than the author. The fluid mechanics contributions presented
herein are closely related and interconnected with D.R.Q. Pacheco’s work, where the
PPE-based inf-sup stabilisation for incompressible flows is joint work published in [1]
laying the foundation and [2] extending the scheme towards non-Newtonian fluids and
further incoporating adaptive timestepping strategies, linearisation techniques and suit-
able preconditioner design. The second flow solver based on a split-step scheme is joint
work as well, which lead to a first publication [3], such that a partial overlap of the basic
formulations presented in Chs. 2–3 with D.R.Q. Pacheco’s thesis [4] is natural. Several
extensions of the basic scheme [3] towards practical applications in the haemodynamic

biomechaorta.tugraz.at
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context presented in Ch. 4 and [5, 6] are further contributions by the author. Similarly,
the application within an accelerated, semi-implicit FSI scheme is joint work presented
in [5, 6] with large parts contributed by the author. As PPE-based splitting schemes are
further developed at the Graz Center of Computational Engineering (gcce.tugraz.at),
further extensions to multi-phase flow [7] or thrombus formation [8] are constantly im-
proved and developed within the current research team.
Regarding the applications of the computational methods in the cardiovascular con-
text, close collaboration with a focus on aortic dissection with G.A. Holzapfel, M. Rolf-
Pissarczyk and K. Bäumler lead to a series of publications in this context [9–12], which
enter this thesis as input data for the abdominal aortic aneurysm, iliac bifurcation and
aortic dissection cases presented in Secs. 8.5–8.7. In a similar manner, M. Kaltenbacher
both inspired and guided the application of the FSI solver in an idealised human phona-
tion setup in Sec. 8.8, which highlights the split-step scheme’s applicability in aeroelas-
ticity.
It is also emphasised that all work of the author is carried out in close collaboration
with T.P. Fries, who contributed to all of the work presented herein in various ways
ranging from implementational details, guidance regarding model choice or mathematical
formulation to general advice on presentation, project development and funding.
Main contributions of this work are thus flow solvers for generalised Newtonian flu-
ids, namely, a stabilised coupled (monolithic) velocity-pressure formulation presented in
Ch. 2, and a split-step scheme introduced in Ch. 3, both of which are based on a pres-
sure Poisson equation with fully consistent boundary conditions. Moreover, practically
relevant modelling and numerical aspects are included into the introduced CFD solvers
in Ch. 4. After presenting the adopted structural dynamics formulation in Ch. 5, the fol-
lowing Ch. 6 demonstrates inclusion of prestressing strategies into the algorithm, suitable
creation of local material orientations and how viscoelastic support can be considered.
Ch. 7 then couples the split-step scheme and the displacement-based structural dynamics
solver in a partitioned way, accounting for Robin coupling conditions and acceleration
schemes, which in combination tremendously speed-up and robustify the fluid–structure
interaction scheme. In Ch. 8, several variants of the coupling scheme are critically com-
pared in examples ranging from academic setups to showcase expected mathematical
properties up to realistic simulations in the cardiovascular setting such as flow through
an iliac bifurcation or a patient-specific case of aortic dissection. Owing to this broad
range of topics and their high complexity, corresponding literature surveys are given in
the respective chapters for the sake of a better overview.

gcce.tugraz.at






2 Incompressible viscous flows:
coupled approach

Flows of complex fluids in engineering and medical applications are amongst the most
challenging simulations today. Even with access to modern supercomputer systems and
novel computational methods, practical applications can easily require thousands of CPU
hours to obtain reliable solutions—meaning runtimes of days, weeks or even months de-
pending on the problem at hand. In this context, so-called non-Newtonian fluids increase
computational demand further, introducing more involved rheological laws and associ-
ated fields to the flow problem. To counteract the rapidly increasing computational com-
plexity, generalised Newtonian (or quasi-Newtonian) fluids are often considered a well
balanced middle-ground in terms of phenomenological accuracy and associated numerical
effort. In such models, viscoelastic effects (see, e.g., [13–15]) are neglected, but a spa-
tially varying viscosity allows reproducing flow characteristics of particular importance
for example in polymeric flows [16] or pathologic vessel configurations or malformations
such as aneurysms, stenoses or aortic dissections [13, 17, 18]. However, adapting the
rheological law being at the very heart of any flow solver, subtle differences can have
drastic consequences on the performance of the overall method. The developments re-
garding flow solvers introduced in the present work are the formulation of new schemes
to incorporate generalised Newtonian rheological laws and adaptation of existing con-
cepts available for incompressible flow of Newtonian fluids to account for inhomogeneous
viscosity.

A fundamental ingredient for the methods presented in this chapter is the reformulation
of a pressure Poisson equation (PPE) by Pacheco and Steinbach [19], that includes fully
consistent boundary conditions, and allows for inhomogeneous viscosity and variable
density. This work exploits the first two of these features, while the fluid density is
assumed constant. This modified PPE leads to several possibilities: first, it can be used
as part of a stabilisation when applying equal-order interpolation of velocity and pressure,
initially introduced for stationary flows of Newtonian fluids in [1] and extended to a
stabilised generalised Newtonian flow solver with semi-implicit, adaptive timestepping
and an effective preconditioner in [2]. Second, the PPE can be used to recover fluid
pressure from a given velocity field in a split-step framework, such that velocity and
pressure fields may be separated. This second idea builds on the work of [20, 21] which
decouples momentum and continuity equations in the Newtonian case. A non-trivial
generalisation to quasi-Newtonian fluids is introduced in [3], while an extension via the
Arbitrary Lagrangian–Eulerian (ALE) framework to account for a moving and deforming
reference fluid domain is presented in [5]. Herein, we focus on the accomplishments
from [2] and [5], but also introduce the necessary ingredients and motivations from [1]
and [3], all of which build the basis for Chs. 2 and 3.
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Before focusing on any of these two options being a coupled velocity-pressure formula-
tion or a PPE-based split-step scheme, the joint basic problem description is introduced
first in Sec. 2.1. Then, the remainder of this chapter focuses on the solution approach
treating velocity and pressure in a monolithic, coupled form, discussed in Sec. 2.2. Af-
terwards, Ch. 3 considers a split-step approach decoupling the velocity and pressure
fields. Closing the discussion of the fluid subproblem, Ch. 4 presents numerical tech-
niques and modelling aspects extending applicability of these two frameworks in the
context of haemodynamics. Therein, flows in moving and deforming domains, stabilisa-
tions of convective-dominant and re-entrant flow and in- and outflow conditions in the
cardiovascular setting are discussed.

2.1 Governing equations

Let us consider a domain Ω ⊂ Rd in d = 2 or 3 spatial dimensions with Lipschitz
boundary Γ := ∂Ω, which we further decompose into two non-overlapping Neumann and
Dirichlet segments ΓN and ΓD, respectively, where ΓD ∪ ΓN = Γ and ΓD ∩ ΓN = ∅. The
balance of linear momentum and continuity equations for incompressible flow compose
the standard Navier–Stokes system given as

ρ∂tu+ ρ (∇u)u−∇ · σ = b in Ω× (0, T ], (2.1)
∇ · u = 0 in Ω× (0, T ], (2.2)

with the sought fluid velocity u and pressure p as unknowns, the fluid’s density ρ and
a volumetric force b acting on the fluid in the time interval It := (0, T ] from t = 0 to
a specified target time t = T . In Eqn. (2.1), the nonlinear term, (∇u)u, is written in
convective form, which is obtained from the conservative form, ∇ · (u⊗ u), using

∇ · (u⊗ u) = (∇u)u+ u∇ · u = (∇u)u, (2.3)

since ∇ · u = 0 due to the incompressibility constraint (2.2). The Cauchy stress σ can
be split into the viscous stress tensor S and an isotropic contribution in terms of the
pressure as

σ := −pI + S, where S := 2µ∇su. (2.4)

Therein, I is the d× d unit tensor, the symmetric velocity gradient ∇su is defined as

∇su := 1
2
(
∇u+∇>u

)
, with ∇>u := (∇u)> (2.5)

and the viscosity is denoted by µ. In the case of Newtonian fluids, µ = const. linearly
relates strains to stresses, which for quasi-Newtonian fluids, however, is generalised using
a nonlinear relation η(γ̇) : R+ → R+\{0} capturing more complex rheological behaviour
and effects such as bulk flow, shear-thickening or shear-thinning. These phenomena are
incorporated by modelling the apparent fluid viscosity dependent on the shear rate γ̇,
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µ := η (γ̇) , (2.6)

where the shear rate is given by

γ̇ :=
√

1/2∇su : ∇su. (2.7)

The rheological models considered herein are of particular importance in the fields of
biomedical engineering and medicine for the modelling of blood flow, but also in industrial
applications such as flows of polymer melts. As we shall see in the following sections,
generalised Newtonian fluid models are easily exchanged in all of the presented solution
approaches, but a first more general rheological law is given by [13]

η (γ̇) := η∞ + (η0 − η∞) [κ+ (λγ̇)a]
b−1
a , (2.8)

where η∞ and η0 denote lower and upper viscosity limits, respectively, and the remaining
constants κ, λ, a and b are fitting parameters specifying the transition from η∞ to η0.
Eqn. (2.8) boils down to the Power law for κ = η∞ = 0, but at the same time can
also represent the Carreau (κ = 1 and a = 2) and Carreau-Yasuda (κ = 1) models of
particular relevance in haemodynamic flows. Finally, when choosing η∞ = η0, we retrieve
the standard Newtonian model with constant viscosity.

The standard Navier–Stokes system (2.1)–(2.2) is then supplemented by an initial con-
dition for the velocity at t = 0,

u = u0 in Ω, (2.9)

with ∇ · u0 = 0 for consistency and Dirichlet conditions prescribing the fluid’s velocity
vector on the Dirichlet boundary segment ΓD,

u = g on ΓD. (2.10)

Natural boundary conditions enforced weakly via boundary integrals stemming from
integration by parts differ depending on the specific formulation chosen for the viscous
stress tensor. Using the stress-divergence form, i.e.,

∇ · σ = ∇ · (−pI + S) ,

applying Gauss’ divergence theorem on the entire stress term allows prescribing real
tractions in direction of the unit outward normal n, since

t = σn = (−pI + 2µ∇su)n on ΓN , (2.11)

which directly corresponds to the Cauchy stress present in the fluid. Hence, this for-
mulation is preferred especially when considering interface-coupled problems such as
fluid–structure interaction. Alternatively, we can rewrite the stress term to obtain the
generalised Laplacian form,
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∇ · σ = −∇p+∇ · (2µ∇su)
= −∇p+ µ [∇ · (∇u) +∇ (∇ · u)] + 2∇su∇µ
= −∇p+ µ∆u+ 2∇su∇µ, (2.12)

which can be used to prescribe boundary data in terms of so-called pseudo tractions

t̃ = (−pI + µ∇u)n on ΓN , (2.13)

integrating only the velocity Laplacian and pressure gradient by parts. The reason
for enforcing such an artificial boundary condition is that prescribing the real traction,
e.g., as t = 0 is not desired in scenarios, where the computational domain has to be
truncated. Setting real tractions at the outlets leads to more fanned velocity vectors on
the outlet and redirection of the velocity field towards the exterior, whereas enforcing
pseudo tractions t̃ = 0 allows the fluid to exit the domain with little to no disturbance
and additionally enforces a mean zero pressure on a planar outlet (see, e.g., [22–25]
for a more in-depth discussion on outlet conditions). For generalised Newtonian fluids,
however, pseudo tractions do not enforce mean pressures over planar outlets exactly,
but approximately [26]. Also note here that the difference between the two variants is
simply

t = t̃+ µ
(
∇>u

)
n, (2.14)

which will be used at a later point to augment the final weak forms, switching from one
traction condition to the other by simply adapting a single scalar parameter. However,
this comes at the cost of considering an additional boundary integral depending on
the formulation of the stress term, which might further influence the linear solver and
obtained solution of the momentum balance equation. Thus we shall use both forms in
the following, but stick to the most natural viscous stress term, meaning, the viscous
stress term resulting in the natural boundary condition we wish to enforce.
For pure Dirichlet problems, i.e., when ΓD = Γ (in contrast to our requirements posed
initially), two additional complications need to be considered: first, the Dirichlet datum
needs to comply to∫

Ω
∇ · u dΩ = 〈∇ · u, 1〉Ω = 0 = 〈u,n〉ΓD = 〈g,n〉ΓD =

∫
ΓD
g · n dΓD (2.15)

for solvability, denoting by 〈·, ·〉Ω and 〈·, ·〉ΓD the standard L2 scalar products in Ω and
on ΓD, respectively. Second, the pressure is in this setting only uniquely defined up to
a constant. A suitable pressure scaling can be achieved requiring a mean pressure equal
to zero in the whole domain or over the boundary via

〈p, 1〉Ω, or 〈p, 1〉ΓD . (2.16)

This augmentation is admissible in the context of pure flow problems and can easily
be included. In fluid–structure interaction, however, the interface coupling conditions
include fluid tractions, where the pressure scaling directly enters. Despite being relevant
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in scenarios where the fluid is fully enclosed by the structure, we will not focus on pressure
uniqueness in enclosed flow problems and hence refrain from a more detailed discussion
at this point.

Before diving deeper into the two solution paradigms of coupled and split-step schemes,
let us introduce an alternative to the classical Navier–Stokes system comprised of momen-
tum balance and continuity equations (2.1)–(2.2) and initial and boundary conditions
as given in Eqns. (2.9)–(2.11). This presentation follows Pacheco [4], is closely related
to joint work presented in [1–3, 5] and further incorporates adaptations of [19–21]. The
formulation shown here allows switching from the generalised Laplacian (χ = 0) to the
stress-divergence form (χ = 1) using a single scalar parameter χ. The system (2.1)–(2.2)
and (2.9)–(2.11) is rewritten as

ρ [∂tu+ (∇u)u]− µ [∆u+ χ∇ (∇ · u)]− 2∇su∇µ+∇p = b in Ω× (0, T ], (2.17)
−∆p+∇ · [2∇su∇µ− ρ(∇u)u]− [∇× (∇× u)] · ∇µ = −∇ · b in Ω× [0, T ], (2.18)

u = g on ΓD × (0, T ], (2.19)(
−pI + µ∇u+ χµ∇>u

)
n = t̄ on ΓN × (0, T ], (2.20)

u = u0 at t = 0, (2.21)
∇ · u0 = 0 in Ω, (2.22)

−µ∇ · u+ n ·
[
µ
(
∇u+ χ∇>u

)
n− t̄

]
= p on ΓN × [0, T ], (2.23)

n · [b− ρ∂tu− ρ(∇u)u+ 2∇su∇µ− µ∇× (∇× u)] = n · ∇p on ΓD × [0, T ]. (2.24)

Herein, t̄ := t̃ + χµ
(
∇>u

)
n denotes the given traction prescribed on the Neumann

boundary, which is equal to pseudo tractions t̃ or real tractions t, depending on the
parameter χ. The homogeneous Newtonian case is also included in the above relations,
since several terms vanish when ∇µ ≡ 0, and the formulation by Liu [21] is recovered.
Eqn. (2.18) is a Poisson equation in the pressure (PPE) with Neumann and Dirichlet
boundary conditions given in Eqns. (2.23) and (2.24) which will be of use in both a
coupled solution approach and a split-step scheme. Thm. 2.1.1 states equivalence of
the original Navier–Stokes system given in Eqns. (2.1)–(2.2), and (2.9)–(2.11) and the
proposed alternative system (2.17)–(2.24).

Theorem 2.1.1. For sufficiently regular p,u, b, g, t̄, systems (2.1)–(2.2), (2.9)–(2.11)
and (2.17)–(2.24) are equivalent.

Proof. First, show that the standard Navier–Stokes system (2.1)–(2.2), (2.9)–(2.11) im-
plies the alternative system (2.17)–(2.24). We obtain the modified momentum balance
equation (2.17) from Eqn. (2.1) rewriting the stress terms as

∇ · σ = −∇p+ µ [∇ · (∇u) + χ∇ (∇ · u)] + 2∇su∇µ, (2.25)

including the parameter χ being 0 or 1 for the generalised Laplacian and stress-divergence
formulations, respectively.
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Applying the divergence operator to the momentum equation (2.1) or the just rewritten
Eqn. (2.17), the acceleration term vanishes, since we have

∇ · (∂tu) = ∂t (∇ · u) = 0, (2.26)

assuming sufficient regularity. The viscous stress contribution is

∇ · (µ∆u) + χ∇ · [∇ (∇ · u)] + 2∇ · (∇su∇µ)
= ∇µ ·∆u+ µ∇ · (∆u) + 2∇ · (∇su∇µ)
= ∇µ · [∇ (∇ · u)−∇× (∇× u)] + µ∆ (∇ · u) + 2∇ · (∇su∇µ)
= −∇µ · [∇× (∇× u)] + 2∇ · (∇su∇µ) , (2.27)

using ∇ · u = 0 repeatedly together with the identity

∆u ≡ ∇ (∇ · u)−∇× (∇× u) , (2.28)

such that we directly obtain

−∇ · (∇p) = −∆p = ∇ · [ρ(∇u)u− 2∇su∇µ] + [∇× (∇× u)] · ∇µ−∇ · b,

which is identical to Eqn. (2.18). The Dirichlet condition on the pressure is obtained
dotting the Neumann boundary condition of the standard Navier–Stokes system by the
unit outward normal n

n ·
[(
−pI + µ∇u+ χµ∇>u

)
n
]

= n · t̄

−pn · n = −p = n ·
[
t̄− µ

(
∇u+ χ∇>u

)
n
]
,

and adding µ∇ · u = 0 being an arbitrary multiplicity of the continuity equation to get

p = −µ∇ · u+ n ·
[
µ
(
∇u+ χ∇>u

)
n− t̄

]
, (2.29)

which gives Eqn. (2.23) when restricted to the Neumann boundary ΓN . To complete
the first part of the proof, the Neumann condition on the pressure is constructed dot-
ting the momentum balance equation with n, which results with the identity (2.28)
directly to (2.24). Now, the remaining equations are simply Dirichlet conditions on the
velocity (2.20), the initial condition for the velocity (2.21) and the continuity equation
restricted to t = 0 to obtain Eqn. (2.22).

Now, it remains to show that the proposed alternative system (2.17)–(2.24) implies
the standard Navier–Stokes system (2.1)–(2.2), (2.9)–(2.11). Start off by taking the
divergence of Eqn. (2.17) and add the result to the PPE (2.18), giving

ρ∇ · (∂tu)−∇ · (µ∆u)− χ∇ · [µ∇ (∇ · u)]− [∇× (∇× u)] · ∇µ = 0,
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where we insert

∇ · (µ∆u) = ∇µ ·∆u+ µ∇ · (∆u) = ∇µ ·∆u+ µ∆ (∇ · u) ,
∇ · [µ∇ (∇ · u)] = ∇µ · [∇ (∇ · u)] + µ∇ · [∇ (∇ · u)] ,

such that we end up with

ρ∂t∇ · u− (1 + χ)µ∆ (∇ · u)− [∇× (∇× u)] · ∇µ−∇µ · [χ∇ (∇ · u)] = 0.

Then, using Eqn. (2.28), this can be rewritten as

ρ∂t∇ · u− (1 + χ)µ∆ (∇ · u)− (1 + χ)∇µ · [∇ (∇ · u)] = 0,

which is a heat equation in the auxiliary variable Φ := ∇ · u,

ρ∂tΦ− (1 + χ)∇ · (µ∇Φ) = 0, (2.30)

with variable diffusion coefficient (1 + χ) µ/ρ. Due to Eqn. (2.22), i.e., ∇ · u0 = 0, we
have Φ = 0 as initial condition at t = 0, while boundary conditions for Eqn. (2.30) on
ΓD are derived subtracting the modified momentum balance equation (2.17) dotted with
the unit outward normal n from the pressure Neumann condition (2.24), which gives

n · [µ∆u+ χµ∇ (∇ · u) + µ∇× (∇× u)] = 0 on ΓD,

which, again using Eqn. (2.28), reduces to

µ(1 + χ)n · [∇ (∇ · u)] = µ(1 + χ)n · ∇Φ = 0 =⇒ n · ∇Φ = 0 on ΓD. (2.31)

On the Neumann boundary ΓN , we dot the traction condition (2.20) with n and add
the Dirichlet condition on the pressure (2.23) to directly obtain

µ∇ · u = 0 =⇒ Φ = 0 on ΓN . (2.32)

To sum up, we have a heat equation in Φ := ∇·u with zero initial, Dirichlet and Neumann
conditions, hence, we have Φ ≡ 0. The velocity field u obtained from the alternative
system (2.17)–(2.24) thus implicitly fulfils the continuity condition. At this point, all
that remains is showing that the modified momentum equation (2.17) implies the original
one (2.1), which trivially follows from using Eqn. (2.25) again. The alternative system
fulfils the initial and boundary conditions of the standard Navier–Stokes system, enforces
momentum balance and continuity of mass, concluding the proof for both the stress-
divergence and Laplacian form of the viscous stress tensor.

The alternative system (2.17)–(2.24) can be used to replace the original Navier–Stokes
system, but has some fundamentally different properties as shall be seen considering a
coupled velocity-pressure formulation in the following section or, alternatively, adopt-
ing a split-step approach decoupling the momentum balance equation and the PPE as
introduced in Ch. 3.



14 2 Incompressible viscous flows: coupled approach

2.2 Residual-based stabilisation

Adopting a mixed formulation coupling velocity and pressure, care must be taken when
selecting velocity and pressure basis functions, as violating the famous Ladyzhenskaya–
Babuška–Brezzi (LBB) condition leads to unstable methods [27, 28]. This stability
condition necessitates the use of appropriate function spaces, e.g., choosing a polyno-
mial degree one order higher for the velocity interpolation than for the pressure ansatz,
so-called Taylor–Hood finite element pairs [29]. In a coupled solution approach, but
also when using standard projection-type schemes, the incompressibility constraint does
not allow for equal-order interpolation irrespective of the viscous model employed (see,
e.g., [27, 28, 30] and references therein).

One possible remedy to circumvent this restriction consists of stabilising the variational
formulation and thereby breaking the saddle-point structure of the monolithic velocity-
pressure block system. One of the earliest methods of this class by Brezzi and Pitkäranta
[31] bypasses the compatibility condition by perturbing the continuity equation, which re-
sults in a non-zero pressure-pressure block. In order to improve accuracy, residual-based
stabilisations such as the pressure-stabilised Petrov–Galerkin [32] (PSPG) or Galerkin
Least-Squares [33] (GLS) methods and similar schemes [32, 34, 35] additionally scale
added terms with the momentum balance residual. This leads to small perturbations
where the solution is already accurate enough and a relaxation of the incompressibility
constraint not only vanishing with decreasing element size he, but also with the strong
form residual itself.

Within this work, the subscript Ω in 〈·, ·〉Ω is omitted whenever possible, while other
domains of integration are clearly defined, keeping the subscripts for these terms only.
Then, the standard PSPG method seeks for (u, p) ∈ Xu

h × Xp
h, with Xu

h ⊂ [H1(Ω)]d,
Xp
h ⊂ L2(Ω), and uh|ΓD = gh, such that

〈wh, ρ [∂tuh + (∇uh)uh]〉+ 〈∇swh, 2µ (∇suh)∇suh〉 − 〈∇ ·wh, ph〉
= 〈wh, t〉ΓN + 〈wh, b〉, (2.33)

〈qh,∇ · uh〉+
Ne∑
e=1
〈τe∇qh, ρ [∂tuh + (∇uh)uh] +∇ph −∇ · Sh − b〉Ωe = 0, (2.34)

holds for all (wh, qh) ∈ Xu
h ×X

p
h with wh|ΓD = 0 and

∇ · Sh = µ(∇suh)∆uh + 2∇suh∇µ(∇suh).

Here, real tractions t are enforced on ΓN and the stabilisation term is composed of
element contributions summed over all Ne elements Ωe. The stabilisation parameter τe
is defined in a variety of ways in literature, e.g., as



2.2 Residual-based stabilisation 15

τe := 1
ρ

( α1

ρh2
e

µh

)2

+
(
α2

he
||uh||

)2
+
(
α3

∆t

)2
−1/2

, (2.35)

with the element size he defined as

he := meas (Ωe)
1/d =

(∫
Ωe

1 dΩ
)1/d

, (2.36)

and where popular choices are α3 = 0 for stationary flow, α2 = 0 in diffusion-dominated
scenarios, and consequently α2 = α3 = 0 for stationary, diffusive flows [27]. Alternatively,
one might consider α1 = 2α2 = 2α3 = 4 being a popular choice [36–38]. Recommen-
dations also exist for linear elements, α1 = 12 [39], some of which were also extended
towards higher-order elements [27, 40].
Viable alternatives include schemes based on artificial compressibility [14, 41], penalty
formulations [42], residual-free bubbles [43] or polynomial pressure projections [44].
Nonetheless, residual-based stabilisations remain attractive for practical applications due
to their simple implementation without the need for unusual data structures, negligible
added computational cost and favourable accuracy. One downside of residual-based
stabilisations becomes apparent when using linear elements: the diffusive contribution
to the momentum residual cannot be represented appropriately, since the second-order
derivatives in

Ne∑
e=1
〈τe∇qh,∇ · Sh〉Ωe =

Ne∑
e=1
〈τe∇qh, µ (∇suh) ∆uh + 2∇suh∇µ (∇suh)〉Ωe ,

may vanish completely, independent of the rheological law applied. That is, even if
∇µ (∇su) ≡ 0 as in the Newtonian limit, the viscous contribution to the residual is lost.
Unfortunately, a loss of accuracy results especially in regions with dominant diffusion [45,
46], even though the PSPGmethod remains consistent, having τe → 0 as he → 0. In order
to eliminate the spurious pressure boundary layers triggered by the incomplete residual
being responsible for the reduced accuracy or even spoiling the solution entirely, one may
resort to interior penalty techniques [45, 47], reconstruction of the velocity Laplacian [46,
48], pressure gradient projection [49, 50] or local projection stabilisations [51, 52].
In the context of non-Newtonian fluids, unfortunately, the matter increases in complexity:
above mentioned methods relying on or assuming homogeneous viscosity are not directly
applicable. Consequently, inf-sup stable finite element pairs, e.g., the classical Taylor–
Hood finite element is often resorted to [53–62]. Stabilisation methods based solely on
the pressure are directly applicable to the generalised Newtonian case, among them are
the penalty method [63–66] or the pressure Poisson stabilisation [31, 67], which were
shown to perform rather poorly in the case of inhomogeneous viscosity.
In contrast to that, the pressure gradient projection method by Codina and Blasco [49]
does not suffer from such drawbacks, but is considerably more expensive. Moreover, John
et al. [17] successfully applied local pressure projection stabilisation [44] to haemody-
namic flows with inhomogeneous viscosity. Similar to the Newtonian case, residual-based
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formulations such as PSPG and variational multiscale (VMS) methods may also be em-
ployed [38, 68–70], but again, their incomplete residual for linear elements can lead to
numerical artifacts such as spurious pressure boundary layers and poor conservation in
low-order discretisations [1]. One might also treat the viscous stress as an additional
tensor-valued unknown [71, 72], which might be necessary in the case of viscoelastic
fluids to begin with, but this leads to considerably increased computational costs for
three-dimensional flow problems.

Summing up, an improvement of residual-based stabilisations for coupled velocity-pressure
formulations of generalised Newtonian fluids in the diffusive-dominant regime is highly
needed. As it turns out, we can reformulate terms with second-order derivatives in
the stabilised incompressibility-preserving continuity equation as first-order boundary
integrals. The resulting structure of the equations is similar to standard residual-based
formulations, but the continuity equation is considered in an element-weighted manner,
whereas the added stabilisation terms stemming from a consistent PPE are considered
globally. The stabilisation parameter is in this sense a scaling parameter blending the
continuity equation and the PPE—both enforcing incompressibility. Hence, we are able
to substantially increase accuracy by incorporating the full residual while at the same
time making the volume integration per element cheaper and widening the range of
admissible stabilisation parameters when compared to the traditional PSPG method.

It shall be noted at this point that the proposed stabilisation aims at low Reynolds
number flows, where diffusive effects are dominant. This present method is thus not to
be confused with other residual-based stabilisations also incorporating stabilising terms
to counteract dominant convection or to enhance mass conservation such as streamline
upwind Petrov–Galerkin [73, 74] (SUPG), Galerkin Least-Squares [33] (GLS), variational
multiscale [38, 68–70] (VMS), artificial diffusion [75] or grad-div stabilisation [76, 77]
methods. However, the present method can be combined with some of these concepts
to yield methods effective under more general flow conditions, as shall be commented
on in Sec. 2.4. The interested reader is referred to, e.g., [27, 78–81] for a more rigorous
introduction and in-depth discussion of stabilised finite element methods in the context
of incompressible flow problems.

2.3 PPE-based inf-sup stabilisation

The stabilised formulation is built combining the PPE-based system (2.17)–(2.24) with
a scaled continuity equation β∇ · u added to the PPE (2.18), yielding

ρ [∂tu+ (∇u)u]− µ [∆u+ χ∇ (∇ · u)]− 2∇su∇µ = b−∇p in Ω× (0, T ], (2.37)
β∇ · u+∇ · [2∇su∇µ− ρ(∇u)u+ b]− [∇× (∇× u)] · ∇µ = ∆p in Ω× [0, T ], (2.38)

u = g on ΓD × (0, T ], (2.39)[
−pI + µ∇u+ χµ∇>u

]
n = t̄ on ΓN × (0, T ], (2.40)
u = u0 at t = 0, (2.41)

n · [b− ρ∂tu− ρ(∇u)u+ 2∇su∇µ− µ∇× (∇× u)] = n · ∇p on Γ× [0, T ], (2.42)
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with a constant β to be defined later and χ ∈ {0, 1} to switch between the generalised
Laplacian (χ = 0) and stress-divergence forms (χ = 1). Since β∇ · u is added to the
PPE, Thm. 2.1.1 is slightly adapted in the following.

Theorem 2.3.1. For sufficiently regular p,u, b, g, t̄, systems (2.1)–(2.2), (2.9)–(2.11)
and (2.37)–(2.42) are equivalent.

Proof. Following Thm. 2.1.1, we show that the classical Navier–Stokes system in (2.1)–
(2.2) and (2.9)–(2.11) implies the proposed stabilised monolithic system (2.37)–(2.42).
This can be shown by applying an identical series of manipulations given in Eqns. (2.25)–
(2.28) and adding β∇ · u to the left-hand side, resulting in the PPE (2.38),

β∇ · u+∇ · [2∇su∇µ− ρ(∇u)u+ b]− [∇× (∇× u)] · ∇µ = ∆p.

The rest of the first part of the proof remains unaltered up to the Dirichlet condition
on the pressure, which is not included in the new system, and the pressure Neumann
condition, which is not restricted to ΓD, but holds on the whole Γ := ∂Ω.
Starting from the PPE-based stabilised method (2.37)–(2.42), equivalence is shown ap-
plying the divergence to the rewritten momentum balance equation (2.37) and adding it
to the PPE (2.38) to get

∇ · (ρ∂tu+ βu)−∇ · (µ∆u)− χ∇ · [µ∇ (∇ · u)]− [∇× (∇× u)] · ∇µ = 0,

which can be rewritten in a similar manner as before, yielding

ρ∂t∇ · u+ β∇ · u− (1 + χ)µ∆ (∇ · u)− (1 + χ)∇µ · [∇ (∇ · u)] = 0.

This is a diffusion-reaction equation in Φ := ∇ · u

ρ∂tΦ + βΦ− (1 + χ)∇ · (µ∇Φ) = 0, (2.43)

for which initial- and boundary conditions are constructed very much similar to the
procedure in Thm. 2.1.1, giving

Φ = ∇ · u = ∇ · u0 = 0 at t = 0, (2.44)
n · ∇Φ = 0 on Γ. (2.45)

Thus, Φ ≡ 0 is the solution to (2.43)–(2.45), and consequently, the alternative sys-
tem (2.37)–(2.42) also ensures ∇ ·u = 0 implicitly. All that remains is to show that the
modified momentum balance equation implies the original form, which directly follows
from Eqn. (2.25), thereby completing the proof.

Note, however, that with introducing the PPE and replacing the incompressibility con-
straint by Eqn. (2.38), we also increased regularity requirements on velocity and pres-
sure. In addition to that, a weak form corresponding to the newly devised strong form
in Eqns. (2.37)–(2.42) remains to be derived such that discretisation with standard C0-
continuous Lagrangian finite elements is admissible. Also, second-order derivatives are
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still present at a first glance, such that the viscous contribution to the residual might
be lost once again. As turns out, an improvement upon the classical PSPG formula-
tion can be derived, addressing these issues simply by rewriting the variational form
corresponding to the alternative system (2.37)–(2.42).

2.3.1 Pressure Poisson equation

The starting point for deriving a suitable variational formulation of the PPE with an
added term β∇ · u as given in Eqn. (2.38) is

−∆p = ∇ · [ρ(∇u)u− 2∇su∇µ− b] + [∇× (∇× u)] · ∇µ− β∇ · u.

Multiplying with a continuous test function q ∈ H1(Ω) and applying Green’s formula
results in

〈∇q,∇p〉 − 〈q,n · ∇p〉Γ = 〈q,∇ · [ρ(∇u)u− 2∇su∇µ− b]〉
+ 〈q, [∇× (∇× u)] · ∇µ− β∇ · u〉, (2.46)

where integrating the first term in the right-hand side by parts and inserting the pressure
Neumann condition (2.42) yields

〈∇q,∇p〉 = 〈∇q, 2∇su∇µ− ρ (∇u)u+ b〉 − 〈qn, µ∇× (∇× u) + ρ∂tu〉Γ
+ 〈q, [∇× (∇× u)] · ∇µ〉 − 〈q, β∇ · u〉. (2.47)

A key point is to rewrite the boundary term in Eqn. (2.47) via the divergence theorem,

〈qn, µ∇× (∇× u)〉Γ = 〈q, µ∇ · [∇× (∇× u)]〉+ 〈∇(qµ),∇× (∇× u)〉
= 〈∇(qµ),∇× (∇× u)〉
= 〈∇q, µ∇× (∇× u)〉+ 〈q,∇µ · [∇× (∇× u)]〉,

and additionally using

〈qn, ρ∂tu〉Γ = 〈∇q, ρ∂tu〉+ 〈q, ρ∇ · (∂tu)〉 = 〈∇q, ρ∂tu〉.

With these two relations, a term in Eqn. (2.47) cancels and the boundary integral is cast
as a domain integral such that one ends up with

〈∇q,∇p〉 = 〈∇q, 2∇su∇µ− ρ [∂tu+ (∇u)u] + b− µ∇× (∇× u)〉 − 〈q, β∇ · u〉.

Notice, however, that there are still second-order derivatives of u present. This is similar
to the PSPG formulation we took as a baseline and leads to an incomplete representation
of the strong form’s residual with piecewise linear finite elements. Contrary to the PSPG
method, the term in question,
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〈∇q, µ∇× (∇× u)〉

may, in fact, be integrated by parts once again, giving

〈∇q, µ∇× (∇× u)〉 =〈∇q × n, µ∇× u〉Γ + 〈∇ × (µ∇q) ,∇× u〉,

which can be reformulated as

〈∇ × (µ∇q) ,∇× u〉 = 〈µ∇× (∇q) +∇µ×∇q,∇× u〉 = 〈∇µ×∇q,∇× u〉
≡ 〈∇q, (∇× u)×∇µ〉 ≡ 〈∇q,

(
∇u−∇>u

)
∇µ〉.

Hence, the viscous stress term involving ∇µ in the PPE is

〈∇q, 2∇su∇µ− µ∇× (∇× u)〉 = 〈∇q,
(
∇u+∇>u

)
∇µ−

(
∇u−∇>u

)
∇µ〉

= 〈∇q, 2
(
∇>u

)
∇µ〉,

resulting finally in a suitable weak form of the PPE with first-order derivatives only

0 = 〈∇q,∇p+ ρ [∂tu+ (∇u)u]− 2
(
∇>u

)
∇µ− b〉

+ 〈∇q × n, µ∇× u〉Γ + 〈q, β∇ · u〉. (2.48)

As can be seen from Eqn. (2.48), the boundary term involving the vorticity ∇ × u
alone recovers the full viscous stress in the Newtonian case, which is why we refer to
this stabilisation method as boundary vorticity stabilisation (BVS). Note here also that
for quasi-Newtonian fluids with inhomogeneous viscosity, ∇µ 6= 0, only a single term is
added and hence a single implementation covering both Newtonian and quasi-Newtonian
fluid flow problems is easily designed.
Two issues remain with Eqn. (2.48), namely that (i) ∇µ, with µ = η(γ̇(∇su)) in general
depending on the velocities’ first-order derivatives increases regularity requirements on
the velocity interpolant u again, and (ii) that the parameter β is still left to be defined.
We overcome issue (i) borrowing ideas from related works in non-Newtonian fluids [19, 82]
and introduce the viscosity as an additional continuous unknown. Here, the rheological
law expressed in terms of u as in Eqn. (2.8) can be utilised to project the fluid viscosity
onto a continuous space, µ ∈ H1(Ω), such that

〈r, µ〉 = 〈r, η(γ̇(∇su))〉 ∀ r ∈ L2(Ω), (2.49)

which is an L2-projection onto a C0-continuous space and translates to a mass matrix
solve at the discrete level.
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Regarding (ii), the choice of β, we compare the stabilised continuity equation of the
PSPG formulation as presented in (2.34), that is

0 = 〈qh,∇ · uh〉+
Ne∑
e=1
〈τe∇qh, ρ [∂tu+ (∇uh)uh] +∇ph − µ∆uh − 2∇suh∇µ− b〉Ωe

to the PPE in the BVS formulation given in Eqn. (2.48),

0 = 〈q, β∇ · u〉+ 〈∇q, ρ [∂tu+ (∇u)u] +∇p− 2
(
∇>u

)
∇µ− b〉

+ 〈∇q × n, µ∇× u〉Γ,

motivating the simple choice

β|Ωe = 1/τe, (2.50)

with the standard stabilisation parameter τe as defined in Eqn. (2.35) for the PSPG
formulation. With this definition of β, we see two important differences of the BVS
scheme compared to other residual-based stabilisations, namely, that (i) the continuity
equation is considered in an element-weighted manner and (ii) the stabilising terms can
be fully reproduced by piecewise linear, standard Lagrangian finite elements due to the
viscosity introduced as an additional continuous unknown.

2.3.2 Momentum equation

To derive a suitable variational formulation of the fluid’s linear momentum balance
equation, we start from the strong form in Eqn. (2.37)

ρ [∂tu+ (∇u)u]− µ [∆u+ χ∇ (∇ · u)]− 2∇su∇µ = b−∇p,

again having χ to switch from the generalised Laplacian (χ = 0) to the stress-divergence
form (χ = 1). We aim to find u ∈ [H1(Ω)]d, u|ΓD = g, such that there holds

〈w, ρ [∂tu+ (∇u)u]− b〉+ (1− χ/2)〈∇w + χ∇>w, µ∇u+ χµ∇>u〉
−(1− χ)〈w,

(
∇>u

)
∇µ〉 − 〈∇ ·w, p〉 − 〈w, t̄〉ΓN = 0, (2.51)

for all w ∈ [H1(Ω)]d with w|ΓD = 0 and where t̄ = t̃+χµ
(
∇>u

)
n again denotes a given

Neumann datum being either pseudo tractions t̃ for χ = 0 or real tractions t = σn for
χ = 1. The stress-divergence form, identical to the weak form of the momentum equation
used in the PSPG method given in Eqn. (2.33), trivially follows from integrating by parts
the whole stress term and additionally using the identity

∇w : ∇su ≡ ∇sw : ∇su,
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while recovering the desired boundary terms in the generalised Laplacian form is more
involved. Focusing on the viscous stress term, we have for a test function w ∈ [H1(Ω)]d
with w|ΓD = 0

−〈w, µ∆u+ 2∇su∇µ〉 = 〈∇u,∇(µw)〉 − 〈w, (µ∇u)n〉ΓN − 〈w, 2∇
su∇µ〉

= 〈∇u, µ∇w +w ⊗∇µ〉 − 〈w, (µ∇u)n〉ΓN − 〈w, 2∇
su∇µ〉

≡ 〈∇w, µ∇u〉+ 〈w,∇u∇µ〉 − 〈w, (µ∇u)n〉ΓN − 〈w, 2∇
su∇µ〉

= 〈∇w, µ∇u〉 − 〈w,
(
∇>u

)
∇µ〉 − 〈w, (µ∇u)n〉ΓN ,

which gives together with the partially integrated pressure term pseudo tractions t̃ on
ΓN and is identical to the viscous stress term in Eqn. (2.51) when setting χ = 0. Now,
we removed any second-order derivatives on u, p and µ, allowing us to finally state the
full weak formulation.

2.3.3 Coupled variational formulation

Based on the coupled velocity-pressure system with BVS (2.37)–(2.42), appropriate weak
forms as presented in Secs. 2.3.1–2.3.2 are available, lowering the continuity requirements
by introducing the viscosity as an additional C0-continuous field, but restricting us to
a continuous pressure. So, for generalised Newtonian fluids, the problem is to find
(u, p, µ) ∈ [X]d ×X ×X, with X ⊂ H1(Ω) and u|ΓD = g, such that there holds

〈w, ρ [∂tu+ (∇u)u]− b〉+ (1− χ/2)〈∇w + χ∇>w, µ∇u+ χµ∇>u〉
−(1− χ)〈w,

(
∇>u

)
∇µ〉 − 〈∇ ·w, p〉 − 〈w, t̄〉ΓN = 0, (2.52)

〈∇q,∇p+ ρ [∂tu+ (∇u)u]− 2
(
∇>u

)
∇µ− b〉

+〈∇q × n, µ∇× u〉Γ + 〈q, β∇ · u〉 = 0, (2.53)
〈r, µ− η (γ̇ (∇su))〉 = 0, (2.54)

for all (w, q, r) ∈ [X]d × X × X, with initial condition u = u0 at t = 0, w|ΓD = 0
and χ = 0 for the generalised Laplacian and χ = 1 for the stress divergence form.
Then, the traction vector t̄ = t̃ + χµ

(
∇>u

)
n yields pseudo- or real tractions, i.e., t̃

or t, respectively. In the case of Newtonian fluids, terms involving ∇µ ≡ 0 vanish, also
rendering the introduced additional field µ superfluous. Consequently, above weak form
reduces to finding (u, p) ∈ [X]d ×X, in X ⊂ H1(Ω) with u|ΓD = g, such that

〈w, ρ [∂tu+ (∇u)u]− b〉+ (1− χ/2)〈∇w + χ∇>w, µ∇u+ χµ∇>u〉
−〈∇ ·w, p〉 − 〈w, t̄〉ΓN = 0, (2.55)

〈∇q,∇p+ ρ [∂tu+ (∇u)u]− b〉+ 〈∇q × n, µ∇× u〉Γ + 〈q, β∇ · u〉 = 0, (2.56)

for all (w, q) ∈ [X]d ×X, with w|ΓD = 0 and u = u0 at t = 0.

Both the weak forms are suitable for discretisation in space via standard continuous
Lagrangian finite elements, leading towards the derivation of a fully discrete scheme to
be discussed in the following section.
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2.4 Discretisation in space and time

Discretisation in space follows the standard isoparametric finite element concept which
we will briefly introduce here. Therein, the spatial domain Ω is approximated by Ωh,
which is the union of Ne shape-regular, non-overlapping finite elements Ωe

Ω ≈ Ωh =
Ne⋃
e=1

Ωe.

These simplex or tensor-product finite elements are mapped from corresponding refer-
ence elements, denoted by Ωref. In these reference elements, Lagrangian basis functions
denoted by Ni(ξ) with reference coordinate ξ are constructed. The basis functions fulfil
the Kronecker-δ property, i.e., they take unit value only in a single node, while they are
zero in all other nodes. Then, these reference element functions Ni(ξ) are utilised to
construct a mapping from the reference element Ωref to a specific element Ωe in the real
domain Ωh by

χe(ξ) :=
Nref∑
i=1

Ni(ξ)xi,

where Nref is the number of nodes on the respective reference element and xi are nodal
coordinates of the corresponding real element. The core of the isoparametric concept
is that the Nref element functions Ni(ξ) are at the same time used to construct spaces
of Lagrange polynomials of degree k in the reference elements, denoted by Pk (Ωref)
and Qk (Ωref) for simplex and tensor-product elements, giving rise to the standard C0-
continuous finite element space Xh(Ωh) ⊂ H1(Ωh) composed of mapped element func-
tions,

Xh(Ωh) :=
{
qh ∈ C0

(
Ωh

)
: qh ◦ χe (ξ)|Ωe = qref(ξ)|Ωref ∈ Pk (Ωref) ∀Ωe ∈ Ωh

}
,

or Xh(Ωh) :=
{
qh ∈ C0

(
Ωh

)
: qh ◦ χe(ξ)|Ωe = qref(ξ)|Ωref ∈ Qk (Ωref) ∀Ωe ∈ Ωh

}
, (2.57)

for simplex or tensor-product elements, respectively. Important consequences of this
choice are that (i) restrictions on the function spaces to incorporate essential boundary
conditions are easily imposed by directly setting nodal degrees of freedom, (ii) the node
functions composed of all mapped element functions of unit value at that node have a
limited support leading to sparse system matrices, and (iii) curved domains Ωh can be
approximated with higher-order precision, directly related to the polynomial degree k.
The choice of reference element and associated Lagrange basis, Pk (Ωref) or Qk (Ωref), as
a central element to the spatial discretisation motivates denoting by Pk or Qk elements
the finite elements resulting from a specific choice. When considering incompressible
flow problems, we frequently refer to QmQn or PmPn element pairings to interpolate
(u, p) ∈ [Xh]d × Xh using the respective reference element with polynomial degrees m
and n for the vector-valued velocity and scalar pressure.
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Inserting this finite element discretisation into Eqns. (2.52)–(2.53), we obtain the semidis-
crete weak form, seeking for (uh, ph, µh) ∈ [Xh]d ×Xh ×Xh, with Xh ⊂ H1(Ωh) (2.57)
and uh|ΓD = gh, such that

〈wh, ρ∂tuh〉+ a(wh,uh,vh, ph, µh, t) = 0, (2.58)
〈∇q, ρ∂tuh〉+ b(qh,uh,vh, ph, µh, t) + c(qh,uh) = 0, (2.59)

d(rh,vh, µh) = 0, (2.60)

for all (wh, qh, rh) ∈ [Xh]d×Xh×Xh, with wh|ΓD = 0, introducing shorthand notations
for terms including data evaluated at time t = ti, all terms only involving spatial opera-
tors and splitting off the element-wise contribution to the incompressibility constraint,

a(w,u,v, p, µ, ti) := 〈w, ρ(∇u)v − b|t=ti〉+ (1− χ/2)〈∇w + χ∇>w, µ∇u+ χµ∇>u〉

− (1− χ)〈w,
(
∇>u

)
∇µ〉 − 〈∇ ·w, p〉 − 〈w, t̄|t=ti〉ΓN , (2.61)

b(q,u,v, p, µ, ti) := 〈∇q,∇p+ ρ (∇u)v − 2
(
∇>u

)
∇µ− b|t=ti〉

+ 〈∇q × n, µ∇× u〉Γ, (2.62)

c(q,u) :=
Ne∑
e=1
〈q, 1

τe
∇ · u〉Ωe , (2.63)

d(r,v, µ) := 〈r, µ− η (γ̇ (∇sv))〉, (2.64)

with τe as defined for the PSPG method in Eqn. (2.35). Above, we additionally in-
troduced a velocity vector v entering the convective term and the rheological law with
v = u being a straight-forward choice, resulting in a nonlinear problem with coupled
viscosity and velocity fields.
Similar to the standard PSPG formulation, we may combine the PPE-based inf-sup
stabilisation with other techniques, e.g., to further improve mass conservation via grad-
div stabilisation [76, 77] or to counteract instabilities due to dominant convection by
SUPG [73, 74] or artificial diffusion [75] methods. Some of the residual-based stabil-
isation techniques such as the SUPG method might in fact suffer from an incomplete
residual as well, but given the flow regime in which they are actually needed, the draw-
backs from using an “inviscid” residual are most often negligible. That being said, a
transition region might obviously exist, such that some practical applications can lead
to configurations where areas with dominant diffusion are present and at the same time
convective effects dominate in other parts of the domain. Adding SUPG stabilisation
in the latter regions (automatically scaled by an appropriate choice of τe) can suppress
convective instabilities even in such scenarios, accepting the incomplete residual in the
lower-order case, knowing it is of lesser importance. Then, still employing the PPE-based
stabilisation can increase accuracy by eliminating spurious pressure boundary layers in
zones with dominant diffusion.
For now, we restrict ourselves to low Reynolds numbers, meaning the diffusion-dominant
regime and additionally consider grad-div stabilisation [76, 77], even though it is not
strictly necessary. The penalty term lending its name to this stabilisation technique is
derived from
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−〈w,∇ (∇ · u)〉Ωe = 〈∇ ·w,∇ · u〉Ωe + 〈w,n∇ · u〉∂Ωe = 〈∇ ·w,∇ · u〉Ωe ,

where the boundary term vanishes due to ∇ · u = 0. A corresponding stabilisation
is commonly used for LBB-stable and especially for stabilised formulations to enhance
mass conservation by adding [27]

e(wh,u
n+1
h ) :=

Ne∑
e=1
〈γe∇ ·wh,∇ · un+1

h 〉Ωe , (2.65)

to the momentum equation (2.58), where the stabilisation parameter γe is given as [27]

γe :=

he/2 or O(he) for equal-order pairs,
1/10 or O(1) for inf-sup stable pairs.

(2.66)

Discretising in time, we employ the generalised θ-scheme, dividing the time interval of
interest It = (0, T ] from start time t = 0 to t = T into Nt steps of possibly non-uniform
length ∆tn = tn+1 − tn, n = 0, . . . , Nt and approximate the time derivative by

∂tu|t=θtn+1+θ′tn ≈
1

∆tn
(
un+1 − un

)
,

with time integration parameters θ and θ′ := 1 − θ, and introducing superscripts indi-
cating time ti, i.e., ui := u|t=ti for the velocity, pi := p|t=ti for the pressure and likewise
for all other fields, data or other quantities to be introduced later.
With this, we finally arrive at the fully discrete problem of finding (un+1

h , pn+1
h , µn+1

h ) ∈
[Xh]d × Xh × Xh with Xh (2.57), given data unh and pnh from previous time steps and
un+1
h |ΓD = gn+1

h , such that

〈wh,
ρ

∆tn
(
un+1
h − unh

)
〉+ θa(wh,u

n+1
h ,vn+1

h , pn+1
h , µn+1

h , tn+1)

+e(wh,u
n+1
h ) + θ′a(wh,u

n
h,v

n
h, p

n
h, µ

n
h, t

n) = 0, (2.67)

〈∇q, ρ

∆tn
(
un+1
h − unh

)
〉+ θb(qh,un+1

h ,vn+1
h , pn+1

h , µn+1
h , tn+1)

+θ′b(qh,unh,unh, pnh, µnh, tn) + c(qh,un+1
h ) = 0, (2.68)

d(rh,vn+1
h , µn+1

h ) = 0, (2.69)

for all (wh, qh, rh) ∈ [Xh]d ×Xh ×Xh, where wh|ΓD = 0.
In Eqns. (2.67)–(2.69), the time integration parameters θ and θ′ can be chosen to re-
trieve specific single-step time integration methods. Fixing, e.g., θ = 1 and θ′ = 0
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yields the implicit Euler timestepping scheme, while θ = θ′ = 1/2 results in the Crank–
Nicolson (CN) scheme. A consistent time integration of the pressure term as in so-called
pressure-corrected θ-schemes [83], however, requires an initial pressure field p|t=t0 = p0

since θ′ 6= 0. Several strategies to overcome this complication have been presented. The
initial pressure field is either assumed given, obtained from a preceding ramp-up phase
from the quiescent state, recovered solving a suitable PPE with u0, or—as most fre-
quently done—simply computed using a single (small) initial implicit Euler step, which
does not require p0 at all.

Note here also that the element-weighted incompressibility constraint in the PPE (2.68)
is enforcing a divergence-free un+1

h . This is equivalent to integrating the constraint in
time starting from an initially divergence-free velocity field, but does not accumulate
errors in mass conservation over time [84, 85]. In analogy, we base the rheological law in
Eqn. (2.69) on the auxiliary velocity field evaluated at tn+1, vn+1

h . This auxiliary velocity
field vn+1

h determines, whether or not the viscosity and velocity are implicitly coupled in
a nonlinear fashion and if the convective term introduces the usual nonlinearity as shall
be explained in more detail in the following section.

2.5 Nonlinear solver and preconditioning

The discrete spaces Xh are constructed in a standard manner using vector- or scalar-
valued, C0-continuous nodal basis functions ϕu, ϕp and ϕµ for the respective physical
fields. Then, the fully discrete weak form of the BVS scheme given in Eqns. (2.67)–(2.69)
leads to (non-)linear systems of equations, depending on the choice of vn+1

h .

When choosing vn+1
h = un+1

h , a nonlinear solution procedure has to be applied, with
popular choices in this regard being Newton’s method or a fixed-point iteration, the so-
called Picard scheme. Both of these nonlinear solvers require several iterations per time
step given a reasonable initial guess and convergence criterion. Herein, we settle for the
latter option, because (i) Newton’s method introduces additional coupling terms, which
hinder the decoupling of the equation governing viscosity, and (ii) Picard and Newton’s
method have been shown to be equally efficient for time-dependent three-dimensional
incompressible flow problems in [86].

Hence, to compute the new iterates, i.e., the discrete coefficient vectors uk+1, pk+1 and
µk+1, based on the given initial guess or past iterates, uk, pk and µk, a single step of the
Picard scheme consists of solving the linearised 3× 3 block system

A B 0
C D 0
0 0 M


u

k+1

pk+1

µ̃

 =

fg
h

 , (2.70)

where we introduce the intermediate variable µ̃ := 1/η̃ µk+1 for the viscosity scaled by
η̃ = η∞. As can easily be seen, due to the linearisation η(γ̇(∇sun+1

h )) ≈ η(γ̇(∇sukh)),
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the systems decouple into a projection of the viscosity and a velocity-pressure subsystem
with the matrices and vectors defined as

[A]ij := ρ〈ϕui ,ϕuj + θ̃(∇ϕuj )u?h〉+ θ̃(1− χ/2)〈∇ϕui + χ∇>ϕui , µ?h∇ϕuj + χµ?h∇>ϕuj 〉

− θ̃(1− χ)〈ϕui ,
(
∇>ϕuj

)
∇µ?h〉+ ∆tne(ϕui ,ϕuj ), (2.71)

[B]ij := − θ̃〈∇ · ϕui , ϕ
p
j〉, [D]ij := τ̃iθ̃〈∇ϕpi ,∇ϕ

p
j〉, [M]ij := 〈ϕµi , ϕ

µ
j 〉, (2.72)

[C]ij := τ̃i〈∇ϕpi , ρ
[
ϕui + θ̃

(
∇ϕuj

)
u?h
]
− 2θ̃

(
∇>ϕuj

)
∇µ?h〉

+ τ̃iθ̃〈∇ϕpi × n, µ?h∇×ϕuj 〉Γ + τ̃i∆tnc(ϕpi ,ϕuj ), (2.73)

[f]i := 〈ϕui , ρun〉 − θ̃′a(ϕui ,unh,unh, pnh, µnh, tn) + θ̃〈ϕui , bn+1〉+ θ̃〈ϕui , t̄
n+1〉ΓN , (2.74)[

g
]
i

:= τ̃i〈ϕpi , ρunh〉+ τ̃iθ̃〈∇ϕpi , bn+1〉 − τ̃iθ̃′b(ϕpi ,unh,unh, pnh, µnh, tt), (2.75)

[h]i := 1/η̃〈ϕµi , η(γ̇(∇sukh))〉 (2.76)

with u?h := ukh and µ?h := µkh, slightly adapted time integration parameters θ̃ := ∆tnθ
and θ̃′ := ∆tnθ′ and a scaling parameter τ̃i for pressure test function ϕpi , computed up
front as the volumetric average stabilisation parameter of elements adjacent to vertex i
with stabilisation parameters τe, which effectively rescales the equations to counteract
numerical difficulties arising for τe → 0 as he → 0.

Note here that the zero blocks in the momentum equation, PPE and also the viscosity-
velocity block on the lower left of the 3×3 block system (2.70) would be filled if we were
to apply Newton’s method as mentioned above, which is a strong reason for choosing
Picard’s method. But even when employing a Picard scheme, linearising the viscosity is
only one of a few options. However, it is the single and most natural one introducing
zeros in those blocks mentioned. On the other hand, it may not be possible to factor
out linear coefficients of the discrete velocity vector from η(γ̇(∇sun+1

h )) depending on the
considered constitutive equation, which might complicate incorporating other rheological
laws and is hence avoided within this work.

System (2.70) thus naturally decouples, allowing for a sequential solve per nonlinear
step, starting from either the viscosity projection or velocity-pressure step. We choose
to start with the viscosity step, computing µk+1 from uk,

M µ̃ = h and µk+1 = η̃ µ̃, (2.77)

which is the single place where the rheological law enters, rendering adaptations in this
regard effortless. Once the viscosity is updated, the just computed µk+1 can be inserted
into the velocity-pressure system, i.e., set µ?h = µk+1

h and u?h = ukh and solve
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(
A B
C D

)(
uk+1

pk+1

)
=
(
f
g

)
(2.78)

for uk+1
h and pk+1

h until relative or absolute stopping criteria,∣∣∣∣∣∣xk+1 − xk
∣∣∣∣∣∣ ≤ εnl

abs and
∣∣∣∣∣∣xk+1 − xk

∣∣∣∣∣∣ ≤ εnl
rel

∣∣∣∣∣∣xk+1
∣∣∣∣∣∣, (2.79)

on the combined solution vector of the velocity-pressure system (2.78) are fulfilled.
Inserting the most recent viscosity update corresponds to a Gauss-Seidel elimination,
whereas alternatively, a Jacobi-iteration might be considered, inserting the old iterate
µ?h = µkh for linearisation. Interestingly, the latter option enables parallel execution, but
was not considered, as one expects lower iteration counts using a Gauss-Seidel approach
and the viscosity projection step is much cheaper than the velocity-pressure system solve
or might even be lumped, rendering its inversion trivial.

To improve the nonlinear solver’s convergence behaviour, we apply Aitken’s accelera-
tion [87–89]. This relaxation scheme consists of modifying the two velocity-pressure and
viscosity subproblem’s solutions via

yk+1 = ωk ỹk + (1− ωk) yk, (2.80)

referring to the results after a full solve of (2.70) in nonlinear iteration k by ỹk for both
subsystems and with a scalar parameter ωk, which is recursively defined as [88]

ωk = −ωk−1
rk−1 · (rk − rk−1)
||rk − rk−1||2

with rk = ỹk − yk−1, (2.81)

and an initial relaxation parameter ω0 to be defined.

This fixed-point iteration scheme converges within a few steps, depending on the toler-
ances set. A standard approach would be to start from the quiescent state and ramping
up the solution, which can result in non-convergence, if only the relative stopping cri-
terion were used. Thus, the absolute criterion is effective, if the solution’s norm itself
is rather small compared to the tolerances in the linear solvers applied. Setting εnl

abs
accordingly can prevent stalling of the nonlinear solver, and still result in a negligi-
ble absolute error

∣∣∣∣∣∣xk+1 − xk
∣∣∣∣∣∣, which can become relevant in (pseudo) time-dependent

problems using rather small time steps.

However, having a good initial guess, possibly extrapolated from previous (pseudo) time
steps, performing just a single iteration of the nonlinear solution scheme might be enough.
This is clearly the case for time-independent problems, since we have greater freedom
when applying pseudo-timestepping or solving one single nonlinear problem. For in-
stationary problems, on the other hand, the construction of an initial guess remains a
crucial aspect in order to not spoil temporal accuracy and stability.

In the time-dependent setting, we thus propose a much simpler alternative to solving
nonlinear problems (2.70): extrapolate uh from known time step data with coefficients
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Tab. 2.1: Coefficients βmj for extrapolation of order m = 1, 2 [90].

j 1 2

m = 2 1 + ∆tn
∆tn−1

∆tn
∆tn−1

m = 1 1 −

given in Tab. 2.1, depending on the extrapolation order m in time, via

un+1
h ≈ u?h :=

m−1∑
j=0

βmj+1u
n−j
h (2.82)

This effectively uses u?h as an initial guess for the nonlinear scheme, or—when performing
only a single iteration—completely linearises and decouples the overall system (2.70). In
the latter case, this leads to a number of simplifications, and has also been shown to be
a good compromise between speed, accuracy and stability in the context of Newtonian
fluids [91–93] and buoyancy-driven flow problems [94]. Moreover, recovering the viscosity
via η(γ̇(∇su?h)) has two distinct advantages over using an implicit approach: (i) only
a simple projection decoupled from the velocity-pressure system and involving only a
mass matrix solve is needed, and (ii) exchanging or modifying the rheological law is
rendered trivial, since it boils down to adjusting the right-hand side of the projection.
Both these arguments directly translate from the discussion regarding the Picard scheme
and even lead to an identical sequence of linear subsystems (2.77)–(2.78) to be solved,
simply employing only a single iteration of the fixed-point method, while starting from
a higher-order accurate initial guess.
Then, the timestepping algorithm including an initialisation phase reads

1. Viscosity initialisation: Given the initial velocity field u0
h, compute the viscosity

at t0 and t1, µ0
h = µ1

h by solving Eqn. (2.77) with u0
h, which is identical to a first

order extrapolation u?h = u0
h.

2. Implicit Euler step: Solve the velocity-pressure system (2.78) for u1
h and p1

h with
θ = 1 and θ′ = 0 and a first order extrapolation u?h = u0

h.
3. Timestepping:

FOR n = 1, . . . , Nt

a) Extrapolate the velocity based on unh and un−1
h via Eqn. (2.82), giving u?h.

b) Compute µn+1
h via projection (2.77) with u?h.

c) Solve the linearised velocity-pressure system (2.78) and time integration pa-
rameters θ and θ′ as desired to obtain un+1

h and pn+1
h .

END FOR

The linear algebraic systems corresponding to the velocity-pressure subsystem (2.78)
and viscosity projection step (2.77) are solved in each iteration of the fixed-point scheme
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or once per time step for the linearised, fully decoupled approach. Naturally, iterative
linear solvers with suitable preconditioners are employed for each solve, where we heavily
rely on algebraic multigrid (AMG) methods provided by PETSc Hypre’s BoomerAMG
package [95], easily accessible within the finite element toolkit deal.II (see, e.g., [96–
99]). For the projection to recover the viscosity from velocity, which is a mass matrix
problem, a conjugate gradient method (CG) [100] is found effective. Using a single V-
cycle of an AMG method with Chebyshev smoother as preconditioner might already be
considered an overkill, but is chosen nonetheless for its robustness. As an alternative,
we might also lump the mass matrix entirely, and invert the resulting diagonal matrix
just performing a vector scaling as will be discussed in Sec. 2.7.
Solving the velocity-pressure subsystem is known to be delicate—a typical standpoint
might be (see, e.g. [92, 101]) that coupled solvers treating the velocity-pressure system
as a monolithic one are preferred for stationary problems, while projection methods de-
coupling velocity and pressure unknowns shine in time dependent flow problems [82].
However, the downside of treating decoupled systems being at the core of any projec-
tion scheme or similar methods is that the maximum stable time step size is reduced.
Depending on the problem at hand, this further restriction might not be critical, e.g.,
when the desired time integration error dictates the chosen time step size compared to
the Courant-Friedrichs-Lewy (CFL) condition, but can be.
However, tackling the coupled velocity-pressure system is not an easy task. A standard
and more traditional approach might be to use an incomplete LU-factorisation combined
with Cuthill-McKee [102] or King [103] reordering algorithms for minimal bandwidth,
which is in our case applicable given the non-zero pressure-pressure block. But during
the past decades, faster and more robust algorithms have been developed, which are
particularly performant in instationary flow problems (see, e.g. [27, 104–108]). Combi-
nations of Krylov subspace solvers (see, e.g., [107, 109, 110]) with geometric or algebraic
multigrid methods on individual blocks in physics-based preconditioners are among the
best options available up to date. Multigrid methods as scalable solvers and precondi-
tioners are attractive choices, while the algebraic counterpart is entirely based on the
discrete matrices and hence easily applicable through open-source scientific software such
as BoomerAMG [95] or Trilinos’ ML package [111]. Thus, we focus on the class of Schur-
complement-based, so-called physics-based, preconditioners, where the key to an effective
preconditioner lies in approximating the inverse of the pressure Schur complement suf-
ficiently. This has been and is still a very active area of research, leading to numerous
articles [112–117], reviews [105, 106, 118, 119], and books [107, 109, 110] we recommend
to the interested reader for a rigorous introduction and more in-depth discussion.
Already in the 1970’s, Patankar and Spalding [120] introduced the so-called SIMPLE
method, which was used as a preconditioner by Vuik et al. [121] and later further de-
veloped in [122]. With this method based on the diagonal of the velocity-velocity block,
diag(A), good results can be achieved for instationary problems and/or flows in the
diffusive regime, but performance falls off for larger time steps, dominant convection or
when elements with high aspect ratio are present. To enrich the approximation of the
inverse pressure Schur complement, Silvester et al. [123] and Kay et al. [124] designed
the pressure convection-diffusion (PCD) preconditioner building on an operator acting
on the pressure space analogously to the velocity operator. While this idea is directly
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applicable to both stable and stabilised incompressible flow problems, its purely alge-
braic counterpart, the least-squares commutator preconditioner [125] was later extended
in that regard [126].

Another promising concept roots in consistent manipulation of the block system. The
aim is to ease the approximation of the pressure Schur complement considerably, which
unfortunately comes at the cost of increasing the numerical effort spent in solving the
velocity-velocity block. Impressively, these so-called augmented-Lagrangian-based ap-
proaches lead to low iteration counts (almost) entirely independent of the spatial dis-
cretisation or present flow regime, including high-Reynolds problems [127]. For stabilised
formulations, such schemes were extended in Benzi et al. [128], while adding a standard
grad-div term (2.65) with suitable parameter yields similar results for inf-sup stable fi-
nite element pairs as shown by Heister and Rapin [129], and yet does not rely on large
matrix-matrix products.

Studies comparing these different options in terms of computational cost and robustness
revealed that the augmented-Lagrangian preconditioner is in stationary high-Reynolds
flow clearly superior to least-squares commutator and PCD alternatives, which them-
selves showed to be more robust than SIMPLE and related methods [119, 130, 131]. Such
a statement does not hold for instationary problems, though, since a strong reaction term
scaling with the time step size helps with performance issues even for stretched grids and
dominant convection. If we have the CFL condition or a targeted time integration error
enforcing a small enough time step size, all of the mentioned methods yield (at least to
some extent) satisfactory results. And while the just mentioned ranking is not as strict
in the time-dependent case, it does still hold. In the context of practical applications,
important aspects besides the achieved iteration counts and robustness such as setup and
execution costs, ease of implementation and parallel scalability gain additional weight.

Since the focus herein lies on (highly) variable viscosity in flows of generalised New-
tonian fluids, concepts already extended in this regard, e.g., [132–134], are favourable
candidates. Borrowing these ideas, slightly modified versions of well-established pre-
conditioners are then directly applicable in the present context. So, within this work
we propose to combine some of the aforementioned methods and start from the flexible
generalised minimal residual method (FGMRES) [135] as the iterative linear solver. For
the velocity-pressure system as given in Eqn. (2.78),(

A B
C D

)(
uk+1

pk+1

)
=
(
f
g

)
,

a physics-based right preconditioner P−1 is then defined as [106]

P−1 :=
(

A B
0 S

)−1

=
(

A−1 0
0 I

)(
I −B
0 I

)(
I 0
0 S−1

)
, (2.83)

with the pressure Schur complement

S := D−CA−1B, (2.84)
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where one can easily verify(
A B
C D

)(
A−1 0

0 I

)(
I −B
0 I

)(
I 0
0 S−1

)
=
(

A B
C D

)(
A−1 0

0 I

)(
I −BS−1

0 S−1

)

=
(

A B
C D

)(
A−1 −A−1BS−1

0 S−1

)
=
(

I 0
CA−1

(
D−CA−1B

)
S−1

)
=
(

I 0
CA−1 I

)
,

meaning that exact application of P−1 leads to a triangular block system with ones on
the main diagonal, such that the outer Krylov method would converge in at most two
iterations [106]. Computing P−1 or rather its application to a vector in an exact fashion,
however, is unfeasible since we do not have a matrix representation of S available. The
critical point here is that constructing the exact Schur complement S := D − CA−1B
is costly, given that one would need to compute the exact inverse of the full velocity-
velocity block matrix A and additionally perform a triple matrix product, which is in
general much denser than D. Luckily, the action of the inverses A−1 and S−1 within the
preconditioner can be approximated when applying P−1 on a given vector within the
FGMRES iterations. To this end, we employ a single AMG V-cycle to account for A−1,
whereas designing a good approximation of S−1 is more involved.

Following Turek [104], the velocity-velocity block is split into its components,

A = ρMu + Nu(u?h,∇µ?h) + Lu(µ?h, γe),

with the velocity mass matrix Mu, Nu containing the convective and transposed velocity
gradient times viscosity gradient terms and the diffusive contributions plus the grad-div
stabilisation gathered in L. Then, each of these components is accounted for individually,
i.e., we consider

S−1 ≈
(
D−C diag (ρMu)−1 B

)−1
−M−1

p Fp L−1
p + M−1

µ,γ, (2.85)

using the PCD preconditioner by Elman et al. [107], Kay et al. [124] for the convective
term and incorporate ideas from [129, 134] to account for variable viscosity and grad-div
terms.

The first part involving reaction and stabilisation terms is explicitly computed, which
automatically accounts for correct boundary conditions and stabilisation terms and was
found to perform better in the small time step limit than an alternative strategy involving
approximate inversion of the pressure Laplace matrix Lp. The pressure matrices are
defined as in the Newtonian setting,

[Mp]ij := 〈ϕpi , ϕ
p
j〉 , [Lp]ij := 〈∇ϕpi ,∇ϕ

p
j〉,

and [Fp]ij := ρ〈ϕpi , ϕ
p
j + θ̃∇ϕpj · u?h〉+ 〈∇ϕpi , θ̃µ?h∇ϕ

p
j〉, (2.86)
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since no notable differences were seen in numerical tests when using a straight forward
extension adopting operators corresponding to the specific formulation targeting gener-
alised Newtonian fluids:[

F̃p

]
ij

:= 〈ϕpi , ρϕ
p
j + θ̃∇ϕpj · (ρu?h −∇µ?h)〉+ θ̃(1 + χ)2〈∇ϕpi , µ?h∇ϕ

p
j〉, (2.87)

such that the standard Newtonian variant is considered from here on. Regarding bound-
ary conditions for these operators, we use

ph = 0 on ΓN , and n · ∇ph = 0 on ΓD,

when assembling the pressure Laplace matrix Lp, while Fp incorporates Robin boundary
conditions of the form [136]

−µ?hn · ∇ph + (u?h · n)ph = 0 on Γ. (2.88)

To account for potentially highly variable viscosity, we take inspiration from [129, 132]
and include scaling terms in Mµ,γ, which leads to

[Mµ,γ]ij := 〈ϕpi , (µ?h + ∆tnγe)−1 ϕpj〉. (2.89)

Comparing matrices as obtained from a standard stabilised discretisation with the present
ones, the only terms not vanishing as ∆tn → 0 are found in the pressure-velocity block,
C, where instead of only having 〈q,∇ · u〉, we have instead

ρ/∆tn〈∇q,u〉+ 1/τe〈q,∇ · u〉,

which are in the worst case of equal magnitude. Apparently, one might rewrite the first
part as a boundary integral again, but since this peculiarity was also not found to be of
much influence, we keep the form as is.
With this, all necessary parts of the preconditioner are defined and all inverses in the
Schur complement approximation can be approximated, e.g., by AMG V-cycles. Alto-
gether, a single application of P−1 on a vector thus uses four multigrid cycles on pressure
matrices and one on the velocity-velocity block and several matrix-vector products.

2.6 Timestepping schemes

Based on the specific choice of time integration parameters θ and θ′ in the generalised θ-
scheme, different methods result for advancing the coupled problem in time. Prescribing
a fixed uniform time step size for the whole solution process based on accuracy or stability
requirements at a single time instant or a subinterval may result in a tremendous waste of
resources. But luckily, we are not restricted to a uniform time step size, and in practice,
choosing an appropriate time step ∆tn depending on the solution allows capturing rapid
changes while keeping the integration error low and improving stability. Thus, adaptive
timestepping is a vital ingredient of any effective solver [137–140]. In addition to that,
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one might decrease step sizes resulting in a better initial guess for linear and/or nonlinear
solvers, or one might even get away with linearising the governing equations in the first
place.
To adapt the time step size based on the time integration error, we resort to two different
methods building on the generalised θ-scheme: one is a stabilised predictor-corrector
approach combining Crank–Nicolson (CN) or alternatively Rannacher (R) timestepping
with an explicit Adams–Bashforth method of second order (AB2), while the other is
a pressure-corrected fractional-step θ-scheme (FS) with an embedded method of first
order.

2.6.1 Predictor-corrector approach

The CN time integration scheme is a particularly popular method, as it is easy to im-
plement, second-order accurate and A-stable [141]. Its non-dissipative nature is an at-
tractive feature when pure convection or convection-dominated problems are consid-
ered. Unfortunately though, applying the CN scheme with (too large) fixed time steps
can be problematic as thoroughly investigated in literature, including works critically
comparing CN to other available timestepping algorithms or operator-splitting meth-
ods [101, 142]. Various remedies have been presented to consistently introduce subtle
numerical dissipation, counteracting instabilities triggered by rough initial or boundary
data. Strategies like introducing intermediate implicit Euler steps [143, 144], periodic
averaging [138, 139, 145, 146] or shifting the parameter θ slightly to the implicit side [141]
are among the available remedies. Here, we settle for the first strategy, using a variant of
Rannacher timestepping and introduce intermediate backward Euler steps periodically
between CN steps as an alternative to the “pure” CN scheme.
Employing a predictor-corrector approach (for details, see, e.g., [94, 138, 139, 147]), we
control the time step size of the CN or Rannacher (R) scheme by comparing it to an
explicit Adams–Bashforth method of second order (AB2), which, however, is based on
the last time steps’ implicit solutions, as it would not be stable enough considering it in
a fully explicit manner. The AB2 scheme approximates the velocity via

ũn+1
h = unh + ∆tn

2

[(
2 + ∆tn

∆tn−1

)
u̇nh −

∆tn
∆tn−1 u̇

n−1
h

]
, (2.90)

with accelerations at previous time instants, ∂tunh ≈ u̇nh and ∂tun−1
h ≈ u̇n−1

h , incorporat-
ing solutions obtained with the implicit CN or R scheme, un+1

h and unh, as

u̇nh = 2
∆tn (un+1

h − unh)− u̇n−1
h . (2.91)

Then, comparing the solution from the implicit velocity-pressure system, un+1
h , with the

explicit one, ũn+1
h , the new time step size is set to

∆tn+1 = ξ∆tn
(
εu
en+1

)1/3

, with en+1 =

∣∣∣∣∣∣un+1
h − ũn+1

h

∣∣∣∣∣∣
3(1 + ∆tn−1/∆tn) , (2.92)
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and a specified tolerance εu on the velocities’ truncation error in the L2-norm and a
safety factor ξ ∈ (0, 1].

Now, two issues with the AB2 scheme remain to be addressed. First, it is not self-
starting, since u̇n−1

h is not available. Here, simple remedies are to use finite difference
formulas based on a few implicit steps and start the explicit method afterwards, or
set u̇n−1

h ≈ 0, which is of course only correct if the boundary conditions are smoothly
ramped in a consistent way starting from the quiescent state [104]. Second, the explicit
AB2 integrator is prone to the ringing phenomenon, which describes the approximation
fluctuating around the true solution, even for perfectly smooth functions. This effect
can be reduced by stabilising, i.e., averaging and re-initialising the solution vectors of
the AB2 scheme given the implicit solution vectors (cf. [94, 138, 139])

u̇n−1
h = 1

2
(
u̇nh + u̇n−1

h

)
, and u̇nh = 1

∆tn (un+1
h − unh), (2.93)

in every N?-th step. A similar linear combination might be employed to resolve the
issue regarding the initialisation of the AB2 scheme as mentioned above. In the numer-
ical examples presented herein, the averaging steps and intermediate Euler steps of the
Rannacher scheme are synchronised although this is not strictly necessary.

Differing from the stabilised time integrators in [94, 138, 139], we do not apply an
averaging such as (2.93) to the implicit solutions’ velocity components, but resort to
Rannacher timestepping, i.e., intermediate implicit Euler steps. The main motivation is
to stabilise the pressure in the implicit scheme as well, which is otherwise left untouched.
Furthermore, the parameter N? is considered a fixed, user-defined and (mildly) problem-
dependent value. A compromise between accuracy and stability has to be found, since
choosing N? too low leads to excessive numerical dissipation and reduces accuracy too
much. Setting N? too high, on the other side, causes the integrator to stall at a certain
step size, even if the target tolerance is not violated. In this case, fluctuations caused by
ringing hinder the integrator from increasing the step size further as is demonstrated in
numerical examples in Sec. 2.7.

2.6.2 Fractional-step θ-scheme

As an alternative to comparing discretisations from explicit and implicit time integra-
tion schemes in a predictor-corrector approach, Runge–Kutta methods with embedded
lower-order schemes also allow estimating the error and adapting the time step size ac-
cordingly. The beauty of embedded methods lies in the fact that no additional implicit
steps are required, but reusing the already computed intermediate steps allows com-
puting another approximation of the solution with lower accuracy. Herein, we compare
the stabilised predictor-corrector approach with a second-order accurate and strongly
A-stable pressure-corrected fractional-step θ-scheme [83]. This is easily achieved by
grouping three steps of the generalised θ-scheme to a macro step from tm to tm+1 and
selecting time integration parameters and substep lengths according to Tab. 2.2, where



2.6 Timestepping schemes 35

Tab. 2.2: Time integration parameters and step lengths for the FS scheme.

Step θ θ′ ∆tn tn tn+1

1 α β κ∆tm tm tm + κ∆tm

2 β α κ̃∆tm tm + κ∆tm tm + (1− κ)∆tm

3 α β κ∆tm tm + (1− κ)∆tm tm+1

the auxiliary coefficients

κ := 1− 1
2
√

2, κ̃ := 1− 2κ, α := κ̃

1− κ, β := 1− α (2.94)

are introduced for ease of notation.
Following Rang [83], the fractional-step θ-scheme is readily interpreted as a Runge–Kutta
method presented in the popular format of a Butcher tableau [148]

c A

b>
=

0 0 0 0 0
κ κβ κα 0 0

κ+ κ̃ κβ (κ+ κ̃)α κ̃β 0
1 κβ (κ+ κ̃)α (κ+ κ̃)β κα

κβ (κ+ κ̃)α (κ+ κ̃)β κα

, (2.95)

where a modified coefficient vector b̃ [140], given as

b̃ =


0.11785113033497070959
0.49509379160690495120
0.29636243203812433921
0.09069264621404818692

 , (2.96)

yields an embedded method of first order, which is entirely based on the intermediate
time steps’ solutions.
Note here, however, that starting from three steps of the generalised θ-scheme to compute
the intermediate solutions, the embedded method can not be employed in a straight
forward way. Put as an open problem in [83], the reason for this peculiarity comes
from the fact that Runge–Kutta methods are usually formulated in terms of coefficient
vectors approximating the time derivative of the solution at intermediate time steps and
not in terms of the solution itself, which are computed with the standard generalised
θ-scheme. It is, however, possible to recover a single coefficient vector per macro time
step using a simple projection, which then allows re-use of existing implementations
based on the generalised θ-scheme. To illustrate this work’s contribution, we give a very
brief introduction to Runge–Kutta methods at this point, but refer the interested reader
to [83, 140, 149] and the references therein for a more detailed discussion.
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So, for the coupled velocity-pressure formulation of the Navier–Stokes equations, we can
write the momentum and continuity equations as

∂tu = f(t,u, p) := 1/ρ [b− (∇u)u−∇p+ µ∆u+ χµ∇ (∇ · u) + 2∇su∇µ] , (2.97)
0 = g(t,u, p) := ∇ · u, (2.98)

where all terms independent of time derivatives are grouped into f and g, respectively.
When employing the PPE-based stabilisation, Eqn. (2.98) is replaced by

0 = g(t,u, p) := ∆p+∇ · [ρ(∇u)u− 2∇su∇µ− b]
+ [∇× (∇× u)] · ∇µ− β∇ · u, (2.99)

which is the PPE in strong form (2.38). From the current viewpoint, however, Eqn. (2.99)
is completely equivalent to Eqn. (2.98) in the sense that the equation governing the pres-
sure variable lacks a pressure time derivative. Consequently, one might use Eqns. (2.98)
and (2.99) interchangeably in what follows. Furthermore, we assume fully consistent
boundary conditions u|t=t0 = u0 and p|t=t0 = p0 given, as this issue has been discussed
in the context of generalised θ-timestepping.

Then, an s-stage Runge–Kutta method advances the solution components u and p in
time via

um+1 = um + ∆tm
s∑
i=1

bik
i, pm+1 = pm + ∆tm

s∑
i=1

bil
i, (2.100)

where a total of s auxiliary variables ki and li are defined via i = 1, ..., s in

ki = f

tm + ci∆tm, um + ∆tm
s∑
j=1
Aijk

j, pm + ∆tm
s∑
j=1
Aijl

j

 , (2.101)

0 = g

tm + ci∆tm, um + ∆tm
s∑
j=1
Aijk

j, pm + ∆tm
s∑
j=1
Aijl

j

 . (2.102)

The issue of not having a time derivative on the pressure in neither the original con-
tinuity equation nor the PPE for fully incompressible fluids leads to the coefficients li
not well defined by Eqn. (2.102). To circumvent this complication, we insert the update
rule (2.100) into the auxiliary equations (2.101)–(2.102), which results in

k1 = f (tm,um, pm) , 0 = g (tm,um, pm) , (2.103)
k2 = f

(
tm + κ∆tm,uI, pI

)
, 0 = g

(
tm + κ∆tm,uI, pI

)
, (2.104)

k3 = f
(
tm + (κ+ κ̃)∆tm,uII, pII

)
, 0 = g

(
tm + (κ+ κ̃)∆tm,uII, pII

)
, (2.105)

k4 = f
(
tm+1,uIII, pIII

)
, 0 = g

(
tm+1,uIII, pIII

)
, (2.106)
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with the intermediate time steps’ solution components of the velocity, uI, uII and uIII,
given by

uI = um + κ∆tm
(
βk1 + αk2

)
, uII = uI + κ̃∆tm

(
αk2 + βk3

)
, (2.107)

uIII = uII + κ∆tm
(
βk3 + αk4

)
, (2.108)

and intermediate pressures pI, pII and pIII as

pI = pm + κ∆tm
(
βl1 + αl2

)
, pII = pI + κ̃∆tm

(
αl2 + βl3

)
, (2.109)

pIII = pII + κ∆tm
(
βl3 + αl4

)
. (2.110)

As pointed out by Rang [83], one of course obtains uIII ≡ um+1 and pIII ≡ pm+1, when
inserting the intermediate time steps’ solutions into the update rule (2.100), but even
better, we see that Eqns. (2.103)–(2.110) are exactly the systems corresponding to the
intermediate steps solved in the fractional-step θ-scheme.
The embedded scheme computes the solution at tm+1 via

ũm+1 = um + ∆tm
s∑
i=1

b̃ik
i, (2.111)

but unfortunately, we cannot use any combination of the update formula (2.100), the
definitions of the intermediate solutions (2.107)–(2.110) or A4j = bj to reconstruct the
ki, even though all the relevant solution vectors, i.e., um, uI, uII and uIII = um+1 are
available after solving the full macro time step.
As shown by the authors in [2], the crucial point enabling adaptive timestepping based
on the embedded scheme keeping the formulation in fluid velocity and pressure is an
additional single projection per macro time step to compute the coefficient vector k1 as
follows. Given the solution (u, p, µ) ∈ [Xh]d×Xh×Xh, we can directly use Eqn. (2.103)
to project the fluid acceleration k1 onto [Xh]d. The variational problem is thus to find
k1 ∈ [Xh]d with k1|ΓD = ∂tg, such that at t = tm there holds

〈w, ρk1〉 = 〈w, b− ρ(∇u)v〉 − (1− χ/2)〈∇w + χ∇>w, µ∇u+ χµ∇>u〉
+ (1− χ)〈w,

(
∇>u

)
∇µ〉+ 〈∇ ·w, p〉+ 〈w, t̄|t=tm〉ΓN , (2.112)

for allw ∈ [Xh]d withw|ΓD = 0. This can be rewritten with the help of a(w,u,v, p, µ, ti)
as defined in Eqn. (2.61) as

〈wh,k
1
h〉 = −1

ρ
a(wh,u

m
h ,u

m
h , p

m
h , µ

m
h , t

m). (2.113)

This corresponds to a mass matrix problem, which is easily solved adopting similar
strategies as for the viscosity projection step. Again, a single V-cycle of an AMG method
with Chebyshev smoother [95] to precondition the CG solver [100] is found robust and
effective, but might be replaced by cheaper alternatives such as Jacobian preconditioning
or even lumping the mass matrix, reducing the associated cost further.
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The remaining auxiliary variables kih, i = 2, 3, 4 are then easily recovered rewriting
Eqns. (2.107)–(2.108) as

k2
h = 1

α

(
uI
h − umh
κ∆tm − βk1

h

)
, k3

h = 1
β

(
uII
h − uI

h

κ̃∆tm − αk2
h

)
,

k4
h = 1

α

(
uIII
h − uII

h

κ∆tm − βk3
h

)
, (2.114)

which finally allows computing the solution at the end of the macro step tm+1 with the
embedded scheme’s coefficients b̃. The macro time step size of the next step ∆tm+1 is
then selected via [150]

∆tm+1 = ξ
(∆tm)2

∆tm−1

√
εu em

(em+1)2 , with em+1 =
∣∣∣∣∣∣um+1

h − ũm+1
h

∣∣∣∣∣∣, (2.115)

where, again, ξ ∈ (0, 1] is a safety factor and εu denotes the tolerance in the L2-norm
of the velocities’ truncation error. Note here that the time step is thus adapted at the
end of each macro time step, which will become relevant in the numerical experiments
presented in Sec. 2.7.

To summarise, we enable adaptive timestepping based on a classical implementation
of the fractional-step θ-scheme by introducing a single mass matrix solve per macro
time step to project the auxiliary variable k = ∂tu. This projection could even be
decomposed into the d individual components or one might apply mass-lumping, since
it is used for time step selection only, but the computational effort is close to negligible
in any case—already when comparing the vector-valued mass matrix solve to the three
intermediate steps’ solves of the linearised, but coupled velocity-pressure system.

In addition to the safety factor ξ, we also repeat time steps that lead to a reduction of
the time step size by more than 30% or resulted in divergence of the linear or nonlin-
ear solvers with halved step size. This additional safety measure popular in adaptive
timestepping further robustifies the solver, especially if rapid changes in the time step
size are encountered, which may lead to reduced quality in the initial guesses computed
via extrapolation in time (see, e.g., [139, 147, 151]).

2.7 Computational results

Now, having established the stabilised velocity-pressure formulation, suitable timestep-
ping schemes and preconditioners, this section is devoted to assessing its accuracy and
performance in various numerical examples. In particular, we compare the newly devised
scheme with available methods from literature, starting from two-dimensional, station-
ary, Newtonian flow problems working our way up to a realistic setting in haemodynam-
ics. After showcasing convergence in space and time in classical benchmark scenarios
and a manufactured solution, we discuss the different timestepping schemes in terms
of nonlinear and linear solver iterations per time step in pulsatile flow problems and
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within a pseudo-timestepping approach to critically evaluate the scheme’s performance.
In the last numerical test, we simulate blood flow in an idealised cerebral aneurysm to
demonstrate the solvers’ capabilities in the cardiovascular context under physiological
flow conditions and to highlight relevance of rheological modelling in hemodynamics. In
some of the initial examples focusing on the accuracy of the formulation itself, varying
stabilisation parameters or computing convergence rates, we will partly use a parallel
direct solver [152] since the linear systems are rather small and we can in fact use a direct
solver to rule out any ambiguities stemming from linear solver tolerances and to avoid
small pseudo timesteps. In the later examples, when investigating solver performance
or time integration schemes, the tolerances chosen do play an important role, in which
case we will specifically mention them—in any other case, however, tolerances are set
appropriately, such that the solution is not affected. The implementation is based on the
open-source finite element toolbox deal.II [96–99] and heavily relies on its interfaces
to the AMG methods provided by [95, 111].

The convergence rates are measured in relative L2-norms defined as

||p− ph||0 :=
||p− ph||L2(Ω)

||p||L2(Ω)
and ||u− uh||0 :=

||u− uh||L2(Ω)

||u||L2(Ω)
, (2.116)

for stationary problems. If we consider time-dependent cases, we use

euQ :=
||uh − u||L2(0,T ;L2(Ω))

||u||L2(0,T ;L2(Ω))
and euΩ :=

||uh − u||L2(Ω)

||u||L2(Ω)

∣∣∣∣∣∣
t=T

epQ :=
||ph − p||L2(0,T ;L2(Ω))

||p||L2(0,T ;L2(Ω))
and epΩ :=

||ph − p||L2(Ω)

||p||L2(Ω)

∣∣∣∣∣∣
t=T

. (2.117)

Moreover, we employ the generalised Laplacian form of the momentum equation, i.e., set
χ = 0 if not specified otherwise and introduce a parameter α to scale the stabilisation
parameter τe (2.35) additionally, yielding τe ← ατe.

2.7.1 Kovasznay flow problem

We start off with the classical Kovasznay flow problem [153] as presented in [1], which
describes the stationary, laminar flow of an incompressible, Newtonian fluid behind an
array of cylinders and features a zero volumetric force, that is, b = 0. The domain
Ω = (−1/2, 1/2)× (−1/2, 1/2) is considered, wherein the solution is given as

u =
(

1− ekx cos 2πy
k

2πe
kx sin 2πy

)
and p = 1/2

(
ek − e2kx

)
,

with k := Re
2 −

√√√√(Re
2

)2

+ (2π)2



40 2 Incompressible viscous flows: coupled approach

and Re being the Reynolds number. We solve the corresponding pure Dirichlet problem,
i.e., ΓD = ∂Ω, with linear triangular elements for Re = 100 and stabilisation parameters
chosen as α = α1 = 1 and α2 = α3 = γe = 0 (stationary, diffusion-dominant case without
grad-div stabilisation). The initial grid as shown in Fig. 2.1 is seven times uniformly
refined and errors in the relative L2-norms for velocity and pressure shown in Fig. 2.2
result. For comparison, errors obtained with the PSPG method and the PPE-based
splitting scheme by Johnston and Liu [20], the former one presented in Eqns. (2.34)–
(2.34) and the latter obtained when α → ∞, which is related to the split-step scheme
discussed in detail in Ch. 3.
We observe that for both PSPG and the proposed boundary vorticity stabilisation (BVS)
velocity and pressure errors converge at the same rates. However, the errors obtained
with the latter are considerably smaller. Using linear triangular elements, we directly
see the drastic consequences of having an “inviscid” residual in the PSPG formulation:
the asymptotic convergence rate is reached two global refinements later than with the
BVS method. This behaviour is caused by artificial pressure boundary layers, which
are only becoming negligible once the element size he is sufficiently small [27]. In this
specific example, this leads to an improvement of velocity and pressure errors by an order
of magnitude. Comparing to the splitting scheme denoted by PPE in Fig. 2.2, we see
convergence rates of order one [20, 154] in the velocity and pressure and a tremendous
gain in accuracy achieved by adding the penalty term only.

x
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0.5

Fig. 2.1: Kovasznay flow problem: initial grid refined up to seven times uniformly in the course
of the convergence study [1].

This effect of spurious pressure boundary layers spoiling the coarse-grid accuracy can be
illustrated nicely in the Kovasznay benchmark, since the exact solution features perfectly
vertical pressure isolines. Comparing the pressure isolines as obtained with the PSPG
and BVS methods at mesh level 5 and Re = 40, α = 100 in Fig. 2.3, we observe a
noticeable impact of the incomplete residual. Note here that the stabilisation parameter
was chosen outside of the optimal range to showcase the effect better. This highlights
the vast differences between the methods once the stabilisation parameter is chosen
somewhat less optimal, which quickly leads to distortions polluting the pressure field
in the whole domain for the PSPG method. The pressure as obtained via the BVS
method, on the other side, is only mildly affected, and shows distortions in the corners
of the domain only.
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Fig. 2.2: Kovasznay flow problem: errors in the relative pressure (left) and velocity (right)
norms comparing the BVS method (“Present”), PSPG and splitting scheme
(PPE) [20]. The BVS scheme yields expected orders and outperforms the PSPG
method by an order of magnitude [1].

Fig. 2.3: Kovasznay flow problem: pressure isolines obtained with the PSPG (left) or BVS
formulation (right), where exact solution’s pressure isolines are perfectly vertical.
The BVS scheme shows only mild distortions in the corners, whereas the PSPG
solution is polluted by spurious pressure boundary layers [1].
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So far we have seen that the incomplete residual in the PSPG method does cause spurious
pressure boundary layers and can reduce accuracy by a subtantial margin, especially if
the stabilisation parameter is not chosen optimally. Now, this naturally leads to the
question of how the PSPG and BVS methods compare, when the viscous contribution to
the residual is not lost. To investigate this matter, we employ equal-order interpolations
up to order k = 4 using stabilised QkQk elements and vary the stabilisation parameter
α in a uniform 64× 64 grid at a Reynolds number of Re = 100. The errors obtained in
the relative velocity and pressure norms are depicted in Fig. 2.4 and one clearly observes
that (i) the BVS scheme yields errors orders of magnitude lower than the PSPG method,
if the stabilisation parameter is out of the optimal range and performs at least as good as
the PSPG method, and (ii) the BVS has a much wider range of admissible stabilisation
parameters compared to the PSPG method, whereas the latter one even fails to converge
for unsuitable α given a zero initial guess for the nonlinear Picard solver.
In both methods, using α too small leads to increased errors due to the lack of sta-
bilisation, after which the suitable range for α follows giving comparable errors which
then increase again as α → ∞. In the PSPG method for polynomial degrees higher
than k = 1, the diffusive terms in the residual are not lost as opposed to the linear
case, but choosing a stabilisation parameter α too large leads to an excessive relaxation
of the divergence-free constraint, causing the increased errors. On the contrary, letting
α→∞ in the BVS formulation, the incompressibility constraint is replaced by the fully
consistent PPE, which also weakly enforces a divergence-free velocity, but with reduced
accuracy [154]. Therefore, the errors obtained with the BVS scheme are considerably
lower than those of the PSPG method for large α and vary much smoother.
Additionally, note that the admissible parameter range is considerably wider for the
BVS method, which is a crucial property of any stabilisation technique, as selecting
the stabilisation parameters is a critical, problem-dependent task often left unattained.
The BVS formulation is thus undoubtedly less sensitive to the stabilisation parameter,
which for k = 4 yields excellent results over the entire parameter range α ∈ [10−5, 105],
unlike the PSPG method, for which the error can shoot up as the stabilisation parameter
moves away in any direction from the potentially narrow optimal range. If we compare
the errors for α = 1, i.e., the standard recommended choice for the PSPG method,
the BVS using the identical parameter can yield errors of up to one order in magnitude
lower in both pressure and velocity, which corresponds well with the previously presented
results using P1P1 discretisation.
In a final variation of this numerical test, we consider an anisotropic, graded mesh
motivated by the fact that capturing the physical boundary layers is vital in practical
flow simulations. A coarse discretisation of the domain with a variation in element size
of up to 1:9 between neighbouring elements and a maximal aspect ratio of 1:9 as shown
in Fig. 2.5(a) is repeatedly refined uniformly as depicted for levels 2 and 3 in Fig. 2.5(b).
We set α = 10 to compute relative velocity and pressure norms shown in Fig. 2.6, which
correspond to solutions on a sequence of 7 grids, where we can once again verify optimal
convergence rates and good stability properties, but this time with a more pronounced
pre-asymptotic range due to a coarse initial mesh used in the bulk of the domain. Similar
effects are to be expected for three-dimensional problems with graded meshes, which are
covered in the following.
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Fig. 2.4: Kovasznay flow problem: pressure (left) and velocity errors (right) in a 64 × 64
uniform grid of QkQk elements. The BVS scheme (“Present”) has a considerably
wider admissible parameter range than PSPG, which fails to converge for large α [1].
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Fig. 2.5: Kovasznay flow problem: anisotropic discretisations used in the refinement study
with a maximal aspect ratio of 1:9 and size ratio of up to 1:9 between elements [1].
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Fig. 2.6: Kovasznay flow problem: relative velocity and pressure norms obtained with the
anisotropic grid and the BVS scheme with α = 10. The pre-asymptotic range is
larger compared to the uniform grid case, which is due to the large elements used in
the bulk of the domain [1].

2.7.2 Poiseuille flow problem in 3D

Within this numerical test taken from [1], we consider a cylindrical pipe in three dimen-
sions with radius R and length L, given as

Ω =
{

(x, y, z) ∈ R3 : r :=
√
y2 + z2 ≤ R, 0 ≤ x ≤ L

}
,

and restrict ourselves to stationary flow of a Newtonian fluid, which gives the classical
Poiseuille flow with zero body force, b = 0,

u = (u1(r), 0, 0)> , p = 4µLû1

R2

(
1− x

L

)
, with u1(r) := û1

[
1−

(
r

R

)]
,

resulting in the volumetric flow rate Q := 1
2πû1R

2. We prescribe this solution at the
inlet at x = 0 and set u = 0 at r = R, that is, no-slip conditions at the walls. At the
outlet, x = L, zero pseudo tractions are enforced, t̃ = 0, aiming for minimal upstream
disturbance.

First, we investigate the effect of a variation in the stabilisation parameter, for which
we employ the mesh depicted in Fig. 2.7. This discretisation using ≈ 92 × 103 trilinear
hexahedral elements yields for both the BVS and PSPG methods ≈ 39× 104 degrees of
freedom (DoFs) given that the mesh contains ≈ 97×103 nodes. The finite element mesh
features a standard boundary layer with elements refined in radial direction towards the
boundary at r = R, as is typical for pipe flow.

We proceed in setting L/R = 3, Re = 150 and choose stabilisation parameters α1 = 1 and
α2 = α3 = γe = 0, i.e., the standard setting for stationary, diffusion-dominant scenarios
without grad-div stabilisation. In this case, we again observe that the proposed BVS
scheme outperforms the classical PSPG method in terms of accuracy and sensitivity
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Fig. 2.7: Poiseuille flow problem: mesh for the cylindrical pipe with L/R = 3, consisting of
≈ 92 × 103 trilinear hexahedral elements and ≈ 97 × 103 nodes with refinement
towards the boundary at r = R [1].

for various α as Fig. 2.8 highlights. Note here, that non-Cartesian grids in fact do
not completely loose the Laplacian contribution to the residual, but nonetheless, PSPG
does not perform as well as BVS. Similar to the previous two-dimensional setting using
higher-order finite elements, there is a noticeable difference in the solutions obtained.
For large enough α, the PSPG relaxes the incompressibility constraint too much, while
for the BVS, the continuity equation is replaced by the PPE scheme converging with
comparably lower accuracy. That is, the same trends as in the previously presented
Kovasznay benchmark are observed.
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Fig. 2.8: Poiseuille flow problem: relative pressure (left) and velocity (right) norms with pa-
rameter α ∈

[
10−5, 105]. The optimal parameter range for BVS (“Present”) is con-

siderably wider than for PSPG. In this scenario, BVS outperforms PSPG by two
orders of magnitude for α chosen too big [1].
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Performing a convergence study, we construct a series of uniformly refined meshes with
cross-section as depicted in Fig. 2.9 and an element length of L/3 in x-direction. Relative
errors in the velocity and pressure in the normalised setting 2R/L = ρQ/µR = 1 are com-
puted using a direct solver. The resulting errors are listed in Tab. 2.3, clearly showing
an estimated convergence rate of two in both solution components, which is optimal as
expected for smooth solutions.

Fig. 2.9: Poiseuille flow problem: cross-sections of the meshes at refinement levels 1 to 4
considered in the convergence study [1].

Tab. 2.3: Poiseuille flow problem: relative velocity and pressure errors under uniform refine-
ment and resulting estimated order of convergence (eoc) [1].

Level ||u− uh||0 eoc ||p− ph||0 eoc

1 7.2×10−2 − 3.5×10−2 −
2 1.3×10−2 2.4 6.0×10−3 2.5
3 3.3×10−3 2.0 1.5×10−3 2.0
4 8.3×10−4 2.0 3.6×10−4 2.0

2.7.3 Lid-driven cavity flow

A final example of stationary Newtonian fluid flow within this section focuses on a more
challenging setup: a non-smooth solution with high Reynolds number, specifically the
lid-driven cavity benchmark with Re = 5000 as presented in [1]. The classical setup
enforces circulatory flow in the unit square Ω = (0, 1) × (0, 1) driven by discontinuous
Dirichlet boundary conditions. Setting u = (1, 0)> at the upper boundary combined
with no-slip conditions, i.e., u = 0 prescribed at x = 0, y = 0 and x = 1, discontinuities
result in the upper corners. This jump in the boundary conditions is resolved employing
the regularised variant of the benchmark as proposed by de Frutos et al. [155], however,
the pressure still has a strong peak at x = y = 1.

The discretisation in space is carried out employing a mesh consisting of 128×128 bilinear
Q1Q1 elements, while stabilisation parameters are set to α = α1 = α2 = 1, α3 = 0 and
γe = 0.3he, i.e., the standard setting for stationary, convection-dominated scenarios with
grad-div stabilisation. Note here that the grid considered is fine enough to not suffer
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from instabilities caused by convective effects, not necessitating the use of other residual-
based methods such as Streamline upwind/Petrov–Galerkin [73, 74] (SUPG) or Galerkin
Least-Squares [33] (GLS) stabilisations.
Results obtained with the BVS and PSPG methods are shown in Fig. 2.10, where an
excellent agreement with reference values of the velocity components at x = 1/2 and
y = 1/2 as published by Erturk et al. [156] and Ghia et al. [157] is found. The pressure
fields obtained via the stabilised schemes do not show any spurious oscillations despite
of their non-smooth character. Note also the good agreement of the BVS and PSPG
schemes, which stems from the combination of (i) a high Reynolds number present,
rendering the viscous contribution in the residual of the momentum balance rather small
to begin with, (ii) the stabilisation parameter chosen in the expected optimal range
(α = 1) and (iii) grad-div stabilisation added on top.
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Fig. 2.10: Lid-driven cavity flow: comparison of velocity results with reference values given
by Erturk et al. [156] and Ghia et al. [157].

Fig. 2.11: Lid-driven cavity flow: pressure distribution in the domain Ω = (0, 1)× (0, 1) with
a strong peak in the upper right corner [1].

In the numerical tests presented up to now, only stationary flow of Newtonian fluids is
considered, showing the improved robustness of BVS compared to PSPG, an enlarged



48 2 Incompressible viscous flows: coupled approach

admissible parameter range and lower errors in both the pressure and velocity solution
components. Both the BVS and PSPG formulations can be employed for inf-sup stabili-
sation of generalised Newtonian fluid flows, which will be demonstrated in the following.
In addition to that, the effectiveness of the proposed time integration and linearisation
schemes is showcased.

2.7.4 Manufactured solution in 2D

Let us now turn our attention to a test case with non-constant viscosity involving a
generalised Newtonian fluid. To investigate temporal and spatial convergence rates and
to prescribe interpolated boundary- and initial conditions, we derive fields u = (u1, u2)>
and p in two space dimensions based on the classical form of the Navier–Stokes equations
for incompressible flow of viscous fluids given in Eqns. (2.1)–(2.2). Starting from

u1(x, t) = sin x cos y cos t and p(x, t) = cos(x y) cos t,

we plug u1 into the continuity equation (2.2) to get

u2(x, t) = − cos t cos x sin y and γ̇(x, t) = cos t cos x cos y,

by simply inserting u into the shear rate’s definition (2.7), that is,

γ̇ :=
√

1/2∇su : ∇su.

With the shear rate fixed, we can recover the fluid’s viscosity as µ(x, t) = η(γ̇(∇su)),
where we settle for the Carreau law as given in Eqn. (2.8) with a = 2 and κ = 1, i.e.,

η = η∞ + (η0 − η∞)
[
1 + (λγ̇)2

] b−1
2 .

Then, we finally derive an expression for the body force b from the balance of linear
momentum (with χ = 0) with b = (b1, b2)> given the components as

b1 = + 2 cos t cos y sin x
(
η∞ + (η0 − η∞)

[
1 + (λγ̇)2

] b−1
2

)
− ρ cos y sin t sin x− y sin(x y) cos t+ ρ cos2 t cos x sin x

+ 2ρ(b− 1) (λγ̇)2 cos t cos y sin x(η0 − η∞)
[
1 + (λγ̇)2

] b−3
2 ,

and

b2 =− 2 cos t cos x sin x
(
η∞ + (η0 − η∞)

[
1 + (λγ̇)2

] b−1
2

)
+ ρ cos x sin t sin y − x sin (x y) cos t+ ρ cos 2t cos y sin y

− 2ρ(b− 1)(λγ̇)2 cos t cos x sin y(η0 − η∞)
[
1 + (λγ̇)2

] b−3
2 .
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The initial conditions for u are simply interpolated given the velocity field, but also the
pressure is considered given at t = 0 to rule out any ambiguities coming from the start-
up procedure employed. Therefore, we can consider both ujh and pjh, j = n− 1, n given
at any step n = 0, . . . , Nt, including n = 0, that is, we interpolate the exact solution
at t = −∆t0. Regarding boundary conditions, we enforce inhomogeneous Dirichlet
conditions given u along the lines x = 0 and y = 0, while on the other boundaries, a
nonzero pseudo traction t̃, derived from the given solution, is inserted into the boundary
integral. As for the stabilisation parameters, we set τe according to Eqn. (2.35) with
α1 = 2α3 = 4 and α2 = 0, and add grad-div stabilisation with γe according to Eqn. (2.66).
No sharp gradients are present in the solution by design and we do not suffer from
spurious oscillations triggered by dominant convection given the selected parameters.
With this in place, we can investigate temporal and spatial convergence rates in a general
setting.

Convergence in time Consider the domain Ω = (0, 0.1)× (0, 0.1) together with a time
interval It = (0, 1] and choose the fluid parameters as ρ = 103 kg/m3, η0 = 10 mPa s,
η∞ = 1 mPa s, b = 0.5 and λ = 1 s. To keep spatial discretisation errors low while
decreasing the time step size in the temporal convergence study, we employ a uniform
grid of 256 × 256 Q1Q1 elements throughout the convergence study. Then, we double
the number of (macro) time steps in each level from an initial single one and com-
pare the results obtained via the pressure-corrected Crank–Nicolson integrator (CN),
pressure-corrected fractional-step θ-method (FS) and Rannacher timestepping (R) with
the constructed exact solution.
The resulting errors euQ, e

p
Q and eµQ as defined in Eqn. (2.117) are illustrated in Fig. 2.12,

where we only included results obtained with the BVS formulation. Note, however,
that almost identical errors result for the Q1Q1 pair stabilised via BVS or PSPG and
Q2Q1 elements, due to the fact that the spatial discretisation error is negligible and the
minimum error level reached is dominated by the nonlinear solver tolerance of εnl

rel = 10−6

in Eqn. (2.79). The first thing that comes to notice inspecting Fig. 2.12 carefully is that
most of the lines indicate convergence rates close to 2, which is just as expected and
optimal considering the second-order accurate time integration schemes used. However,
two lines clearly show linear convergence rates in the pressure for the R and FS methods,
which we want to further elaborate.
Recall that the R scheme is based on CN time integration, but further introduces in-
termediate backward Euler steps (θ = 1, θ′ = 0) every N? steps. The second order
convergence rates in the velocity and viscosity were only achieved with a fixed number
of total Euler steps, meaning that we actually double N? from level to level (keeping the
error introduced by a single intermediate Euler step almost constant). Otherwise, i.e.,
when keeping N? = 2 fixed, linear convergence rates result as the first-order accurate
implicit Euler scheme dominates the error. Thus, when using R timestepping, we start
with 4 steps in total, and N? = 2 translates to the third step being an Euler step. Doing
so leads to linear convergence in the pressure (+) and a shift in the velocity error (×)
comparing R (−) with the optimally-convergent CN (--) scheme, but second-order rates
in the velocity and viscosity. The temporal stability is at the same time noticeably
improved compared to the CN scheme.
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Fig. 2.12: Temporal convergence study: relative errors in the primary variables u (×, blue), p
(+, red) and µ (◦, green) using a uniform grid of 256×256 Q1Q1 BVS elements and
pressure-corrected Crank–Nicolson (CN, --), Rannacher (R, −) or fractional-step θ
(FS, -·) schemes.

These convergence rates are consistent with the error bounds established in [141], but
fully implicit pressure time integration was employed therein, not the pressure-corrected
variants we employ here. In the present case, when using the pressure-corrected form
of R timestepping, we do not observe the expected second-order convergence in the
pressure, while the velocity and viscosity errors behave as expected. Comparing to sim-
ilar temporal stabilisation techniques in [138, 139] and [94], where periodic averaging
is introduced every N? steps, we note that in addition to stabilising the velocities, and
thereby counteracting the ringing phenomenon occurring for CN time integration with
time steps chosen too large, the intermediate Euler steps act on all involved variables.
Thus, possible pressure fluctuations or oscillations in time are also damped in a (globally
first-order) and locally second-order accurate way. In practice, the parameter choice for
N? is problem dependent and left to the user, as it controls the specific amount of nu-
merical diffusion, which inevitably increases the overall time integration error compared
to basic CN timestepping. For a given number of time steps, it is thus more natural
to think of an error corresponding to N? which can, but does not have to dominate the
time integration error of the basic CN scheme.

The second curve showing linear convergence is the pressure in the FS scheme. This order
reduction in the pressure approximation (+) for the FS scheme (-·) is to be expected,
though, owing to the stiffness of the problem (see, e.g., [83] or [158] for a detailed
discussion on this matter). Note that the macro time step size is reported in Fig. 2.12
for the FS scheme, meaning we compare pn+1

h at the end of the macro step, not the
intermediate steps’ solutions, which would not be second-order accurate even in the
velocity or viscosity. Summing up, we trade increased temporal stability for accuracy in
the pressure variable, which holds for both the FS and the R stepping schemes.
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When considering adaptive time step selection, however, even the CN scheme is limited
to a first-order accurate pressure, as shown by Jay [159]. This effect might be reduced
employing averaging techniques to guarantee a limited increase in time step size [151],
since abrupt variations in ∆tn decrease temporal stability and accuracy [160]. The FS
scheme suffers from order reduction even in the uniform time step setting as already
mentioned, a property which persists when choosing ∆tn nonuniform [83, 159].

In conclusion, all of the presented methods lead to linear convergence in the pressure
variable when temporal adaptivity is considered. Consequently, one ends up with lin-
ear convergence in time for pressure using any of the above mentioned methods when
adaptively choosing the time step size without including any postprocessing. Suitable
postprocessing, however, potentially increasing accuracy lies beyond the scope of this
work, but might be straight-forwardly included without altering the presented methods.
Here, we will focus on performance gains measured in overall time steps and individual
field solves for the time interval of interest disconnected from the achieved accuracy.

Convergence in space Now, let us investigate the spatial convergence rates for the case
of time-dependent problems. This is to confirm that previous findings for constant viscos-
ity carry over to the generalised Newtonian case. Compared to the foregoing numerical
experiment, the setting is slightly adapted, considering t ∈ (0, 0.1] and integrating in time
with 100 CN steps to reduce time integration errors. The spatial approximation error as
defined in Eqn. (2.117) is computed at the end of the time interval at t = T = 0.1 s, while
refining the grid uniformly. Starting from a decomposition of Ω = (0, 0.3)× (0, 0.3) into
4× 4 elements, we perform a series of uniform refinements to achieve 256× 256 elements
at the final level. Regarding the ansatz spaces, we employ BVS or PSPG stabilised
Q1Q1 elements or the LBB-stable Q2Q1 pair. The physical parameters η0 = 10 mPa s,
η∞ = 1 mPa s, ρ = 10 kg/m3, b = 0.5 and λ = 1 s are chosen. This leads to a Reynolds
number in the range of Re = 3000 or Re = 300 depending which one of the viscosity
limits, the lower η∞ or upper η0 limit, is taken into account.

The spatial errors are reported in Fig. 2.13, showing the expected rates in the velocity,
pressure and viscosity fields. Owing to the moderate to high Reynolds number, the
BVS (×) and PSPG (+) schemes yield almost identical errors with rates of 2 for all the
involved primary variables, whereas the Taylor–Hood pair (◦) delivers a cubic conver-
gence rate in the velocity (−) and is second order accurate in both the pressure (--) and
viscosity (-·). In this setup, the stabilised methods deliver much worse pressure approx-
imations compared to the inf-sup stable Q2Q1 pair, while the difference here depends
on the physical parameters. The experimentally observed spatial convergence rates thus
naturally extend from the Newtonian case.

Standard velocity-pressure formulations with an inf-sup stable choice of function spaces,
i.e., using Taylor–Hood pairs such as QiQj or PiPj with i > j, in fact allow using
discontinuous pressure spaces, p ∈ L2(Ω). Choosing a higher polynomial degree i > j
for the continuous velocity u ∈ [H1(Ω)]d, convergence of order j + 1 in the L2-norm of
the pressure can be expected. Choosing a stabilised equal-order interpolation such as
the BVS scheme or a PSPG stabilised formulation, only convergence of order j can be
guaranteed in ||ph − p||L2(Ω), see [32, 34]. Many of the presented results, however, show
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Fig. 2.13: Spatial convergence study: relative errors in the primary variables u (−, blue), p
(--, red) and µ (-·, green) using the pressure-corrected Crank–Nicolson scheme with
∆tn = 10−3 and Q2Q1 or Q1Q1 elements stabilised via BVS (×) or PSPG (+).

perfectly quadratic convergence using linear interpolation—an effect that is often seen in
practice. For a linear pressure ansatz, rates between 1 and 2 are often observed, which
depends on the flow regime [27]. The initial higher-order convergence in the pressure
variable can not be expected indefinitely, as element sizes where it might be expected
depend on the problem parameters as theoretical results suggest [161, 162]. This does
not only affect the BVS formulation, but all equal-order methods in general, and hence
should be kept in mind when considering stabilised methods such as, e.g., [31, 32, 34,
44, 48, 49].

2.7.5 Carreau fluid channel flow in 2D

Having established the convergence rates for the instationary generalised Newtonian case,
let us focus again on the differences between the classical PSPG and the newly proposed
BVS schemes starting with the stationary case. A constant pressure drop per unit length
k along a two-dimensional channel Ω = (0, L)× (−H/2, H/2) leads to a developed flow
profile of a Carreau fluid, i.e., a = 2 and κ = 1 in Eqn. (2.8), which is given as

u(x) =
(
u1(y)

0

)
, p(x) = |k|(L− x), with u1(y) =

∫ |y|
H/2

f(s) ds,

where f(s) is governed by

{
η∞ + (η0 − η∞)

[
1 + (λ/2f(s))2

] b−1
2

}
f(s) = −|k| s, s ∈ [0,H/2] . (2.118)
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The nonlinear equation for f(s) is solved using a fixed-point iteration, and then inte-
grated numerically to obtain u. Regarding boundary conditions, no-slip conditions are
enforced at the upper and lower domain boundaries, y = −H/2 and y = H/2, while we
choose the generalised Laplacian form (χ = 0) and the corresponding pseudo stress in-
and outflow conditions at x = 0 and x = L, respectively, inserting t̃ based on u and
p, which yields t̃|x=0 = (pin, 0)> and t̃|x=L = 0 with a pressure drop of magnitude pin,
giving k = pin/L. This (stationary) exact solution is then used to compute approximation
errors of the solution components in the relative norms defined in Eqn. (2.116).

We fix the problem dimensions to L = 3H = 3 mm and enforce a pressure difference of
pin = 9 Pa from x = 0 to x = L as typical in the context of blood flow in small vessels.
Additionally, rheological parameters representative for the haemodynamic regime are
chosen as ρ = 1050 kg/m3, η∞ = 3.45 mPa s, η0 = 56 mPa s, b = 0.3568 and λ =
3.313 s taken from [163]. The stabilisation parameters are considered as α1 = 1 and
α2 = α3 = γe = 0, that is, the standard setting for stationary, diffusion-dominant
scenarios without grad-div stabilisation. Similar to previous investigations, we first set
the additional scaling parameter α = 1, meaning, we use a PSPG parameter in the
optimal range, and perform a spatial convergence study.

Doing so, we start from a grid of 6×2 quadrilaterals divided along their diagonals to get
in total 24 triangular elements as depicted in Fig. 2.14 and perform uniform refinement.
The resulting relative L2-errors as defined in Eqn. (2.116) are reported in Fig. 2.15.
As can be seen, the velocity errors are rather similar for both considered stabilisations,
while the pressure approximation is clearly better employing the BVS formulation, even
though we employ the recommended α = 1. The observed convergence rates are the
same in the asymptotic range, but prior to that, the BVS method achieves increased
accuracy especially at the domain boundary, where no boundary layers were considered
in this numerical test.
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Fig. 2.14: Carreau channel flow: coarsest mesh of P1P1 elements uniformly refined in the
course of the refinement study.

The observed similarity in the velocity error, however, does only hold, if the stabilisation
parameter is chosen in the optimal range. This is demonstrated by varying α while
keeping the grid fixed at 4 levels of uniform refinement: resulting errors are shown in
Fig. 2.16. In analogy to the Newtonian case, we note that a large α used in the PSPG
formulation tends to over-relax the incompressibility constraint due to excessive weight
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Fig. 2.15: Carreau channel flow: relative errors in the pressure (left) and velocity (right) using
P1P1 elements stabilised via BVS or PSPG methods.

put on the stabilising residual terms, whereas in the BVS method, using α→∞ replaces
the continuity equation with the fully consistent, but lower-order accurate PPE. For
optimal α, the divergence-free constraint dominates over the stabilisation terms, and, as
is to be expected, choosing α too small triggers instabilities as we approach the LLB-
stability limit. Note also that the error is increasing when α is chosen too high, as, e.g.,
going from α = 0.1 to α = 10—which actually covers the optimal α—the PSPG method
experiences a drastic increase by a factor of 10 in the velocity error, whereas the same
norm increases by merely 12% adopting the BVS formulation.
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Fig. 2.16: Carreau channel flow: relative pressure (left) and velocity (right) norms with scaling
parameter α ∈ [10−5, 105]. The optimal parameter range for BVS is wider and the
errors up to ≈ 1.5 orders of magnitude lower compared to the PSPG method.

In a nutshell, we see exactly the same trends as in the Newtonian case. In addition to
the presented convergence studies, however, this simple setup also allows demonstrating
how spurious pressure boundary layers emerge when using standard residual-based sta-
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bilisations and lower order elements. This can be beautifully shown starting from the
stationary momentum equation (∂tu = 0), which simplifies to

∇p = µ∆u+∇u∇µ,

since we have b = 0, ∇ · u = 0, but also u2 = 0, ∂xu1 = 0 and ∂xµ = 0, meaning, the
solution does not vary along the channel’s longitudinal axis. Then, dividing by µ 6= 0
and taking the divergence, we get

∇ · (1/µ∇p) = ∆ (∇ · u) + ∂x (1/µ∂yu1∂yµ) = 0,

which is equivalent to requiring

∇ · u− τ∇ · (1/µ∇p) = 0 (2.119)

for any arbitrary τ 6= 0. Now, let us compare this with a standard residual-based
stabilisation, exemplarily taking PSPG (2.34), where one ends up with

〈qh,∇ · uh〉+
Ne∑
e=1
〈τe∇qh,∇ph −∇ · Sh〉Ωe .

Considering now a uniform mesh of linear triangular elements (or linear rectangular
elements), we additionally have ∇ · Sh = 0 and we can rewrite the stabilised continuity
equation using h = he and inserting the stabilisation parameter τe ← ατe based on
τe (2.35) with α1 = 1 and α2 = α3 = 0 as

〈qh,∇ · uh〉+ αh2〈1/µ∇qh,∇ph〉. (2.120)

This, however, just happens to be the weak form of

∇ · u− α1h
2∇ · (1/µ∇p) = 0 in Ω, (2.121)

n · ∇p = 0 on ∂Ω, (2.122)

which unfortunately leads to (2.120) implicitly enforcing a zero Neumann boundary con-
dition on the pressure (2.122) as an unwanted side effect. So, even though Eqn. (2.121)
is fully consistent with (2.119), that is, no terms vanish, we suffer from spurious pressure
boundary layers increasing the error at the boundary. Naturally, this effect is increased
in strength as the stabilisation parameter is chosen larger [47]. This introduces a problem
as the stabilisation parameter has to be selected in a large enough range to counteract
inf-sup instabilities, but at the same time still small enough to not spoil accuracy in
the pressure close to boundaries, which ultimately leads to a limited parameter range as
already observed in the numerical tests. Closer inspection of Eqn. (2.121) also reveals
that a small enough h, meaning a fine enough mesh, also diminishes the effect. In this
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latter case, the polluting zero Neumann boundary condition has a reduced influence on
the pressure. In practical applications, boundary layers in the finite element grid can
thus help reduce these numerical artifacts to a limited extent.
In our current example, we can showcase this spurious pressure boundary condition by
plotting the pressure along the channel’s centerline, y = 0, for increasing values of α as
depicted in Fig. 2.17. At the in- and outlet, the pressure clearly shows a zero gradient,
affecting a wider region when using larger α, but decent approximations also for PSPG, if
the optimal values are selected. The BVS scheme, on the other side, does not suffer from
this issue, since the pressure obtained from the stabilised PPE features fully consistent
boundary conditions.
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Fig. 2.17: Carreau channel flow: pressure at the channel’s center line (y = 0) for increasing
α. Spurious zero Neumann boundary conditions on the pressure p are induced by
PSPG (left), while BVS (right) is not affected.

2.7.6 Time step selection in Carreau channel flow

Now that we have thoroughly investigated the fundamental behaviour of the BVS scheme
compared to the PSPG method for Newtonian and generalised Newtonian fluids in sta-
tionary and time-dependent flows, also testing convergence rates in space and time, let
us turn our attention to adaptive time step selection. We consider straight channels with
a length of L = 50 mm and a radius of R = 5 mm and reasonable finite element grids in
two and three space dimensions as depicted in Fig. 2.18.
No-slip conditions, u = 0, are enforced at the cylinder walls, r = R, and zero pseudo
traction at the outlet, that is, t̃ = 0 at x = L. We differentiate two scenarios through
the parabolic inflow profile’s temporal scaling: in the first case, quasi-stationary flow up
to a desired constant volumetric flow rate is approached (pseudo-timestepping), while
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(a) Stretched 32× 32 grid in 2D. (b) 3D mesh with ≈ 23× 103 hexahedra.

Fig. 2.18: Meshes considered for the Carreau channel flow with adaptive time step selection.

in a second, periodic inflow case, the time step is adapted simply to capture the solu-
tion’s transient behaviour more efficiently. In both of these settings, the inlet velocity is
smoothly ramped from the quiescent state, u1|t=0 = 0, via

u1(r, t) = ηu1û1 (1− r2/R2) (2.123)

with ηu1 = ηr ηp , ηr =

sin2
(
πt

2Tr

)
if t < Tr ,

1 otherwise,
(2.124)

and ηp = 1 + αp

[
cos10

(
t− Tr
Tp

π

)
− 1

]
. (2.125)

We start with an initial implicit Euler step and ∆t0 = 10−5 s, to circumvent the construc-
tion of a consistent initial pressure field at t = 0. This would not be strictly necessary,
though, as (i) we have a smoothly ramped inflow with ∂tu|t=0 = 0 (2.124) at the inlet,
and (ii) the fluid is accelerated from the quiescent state, i.e., u0 = 0, ∂tu = 0 at t = 0
in all of Ω, and (iii) the body force b is zero at t = 0, since we have b = 0 at all times.
Thus, from the strong form of the momentum balance, one directly obtains ∇p = 0 and
together with the outflow condition boiling down to p = 0 at x = L, we have p = 0 at
t = 0 as the initial, fully consistent pressure field.

Regarding the fluid’s rheological parameters, we use upper and lower viscosity limits
of η0 = 250 mPa s, η∞ = 3.5 mPa s, a density of ρ = 1060 kg/m3 and further set
b = 0.25 and λ = 25 s. The velocity linearisation based on second-order accurate
extrapolation (2.82) is employed, decoupling the viscosity completely from the velocity-
pressure system as discussed thoroughly in Sec. 2.5. The velocity-pressure system is
solved via the preconditioned FGMRES solver using a (rather crude) relative convergence
criterion of 10−4, which is admissible here, since we use un and pn as initial guess and
rather small time step sizes. For all shown examples, we additionally consider a safety
factor in Eqns. (2.92) and (2.115) for adaptive time step selection as ξ = 0.98 and specify
the targeted L2-error on the velocity εu as needed.
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Quasi-stationary solution Consider first the two-dimensional setup, where we generate
a quasi-stationary solution by smoothly ramping up the inflow from zero to a stationary
value of û1 = 0.01 m/s within the first Tr = 0.5 s and set αp = 0, skipping the periodic
part. Then, the time step selection merely controls, how fast the steady state is reached
in a pseudo-timestepping scheme. We control the L2-norm of the velocity truncation
error by a tolerance of εu = 10−3, keeping the safety factor at ξ = 0.98, but do not
recompute any steps, even if the solver does not converge or a reduction in the pseudo
time step size of more than 30% occured.

Let us first demonstrate the stabilising effect of Rannacher (R) stepping compared to
Crank–Nicolson (CN), first of which adds intermediate implicit Euler steps every N?

steps, as discussed in Sec. 2.6. To rule out any possible sources of error or temporal
instability coming from the inf-sup stabilisation, we will employ Q2Q1 elements without
any stabilisation. Then, combine the aforementioned time integration methods within a
predictor-corrector approach with an explicit Adams–Bashforth method of second order,
to obtain what is herein referred to as the R-AB2 and CN-AB2 schemes, respectively.
So, we can introduce slight numerical damping via N? = 10 in R-AB2 and already see
a drastic effect on the time step sizes: while the CN-AB2 scheme does not surpass a
time step size of ∆tn ≈ 0.018 s due to the ringing phenomenon (oscillating around this
time step size), the R-AB2 scheme reaches ∆tn ≈ 0.82 s within the interval t ∈ (0, 0.1 s].
Notice here in particular that the time step size shown in Fig. 2.19 increases after each
stabilisation step (intermediate Euler step) of the R-AB2 scheme, whereas the CN-AB2
stalls at a certain level.

Regarding the iteration counts of the linear solvers, we observe that both the velocity-
pressure system’s iteration count Nu,p and viscosity projection’s preconditioned CG it-
erations Nµ are nicely bounded in the range of 5 to 15 steps after the initialisation
and ramp up phase. In Fig. 2.19, the corresponding graphs are depicted as well, from
which we can also see that the iteration counts vary due to variable quality in the initial
guesses, but even a 10 times higher time step size reached with R-AB2 stepping does
not noticeably deteriorate the preconditioner’s quality due to the small problem at hand
and dominant reaction terms for all time step sizes.

Thus, CN-AB2 is not a very attractive option, since one does not have a chance reaching
the theoretical limit ∆tn = ∞, which is why we will not consider this option in the
following numerical tests. On the other side, however, the fractional-step θ-scheme (FS)
with its embedded method can be used in such a pseudo-timestepping approach as well.
We change the setup slightly by considering a much longer time period compared to
the first initial test, using t ∈ (0, 200] now, and employ Q1Q1 elements in the BVS
formulation. The linear solvers are limited to 200 iterations, after which the last iterate
is simply taken as the solution—an acceptable technique in pseudo-timestepping, since
we are only interested in the quasi-stationary state reached at the end of some pseudo
time interval.

In Fig. 2.20, time step sizes and iteration counts are summarised. Until the target time
T = 200 s is reached, the time step size is increased fast and cut back regularly owing
to aggressive tolerance settings for pseudo-timestepping. In any of the time integra-
tion schemes, non-convergence within 200 iterations of the linear solver applied to the
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Fig. 2.19: Quasi-stationary Carreau channel flow: temporal inlet velocity scale ηu1 , scaled
time step size ∆t (left axis, blue) and linear solver iterations of velocity-
pressure (Nu,p) and viscosity (Nµ) systems (right axis, red), all using Q2Q1 el-
ements. The ringing phenomenon hinders the CN-AB2 integrator from reaching
bigger ∆t, while the stabilisation allows R-AB2 to surpass such a limit.

velocity-pressure system leads to an increased error estimate, causing a reduction of the
time step size. In the following steps, the linear systems are solved adequately again,
until the time step grows, potentially leading to a worsened initial guess (if the stationary
solution is not yet reached) and more importantly: smaller reaction terms. This cycle of
growth, divergence, cutting back the time step size and growth repeats itself, until the
targeted time T = 200 s is passed, i.e., tn > T for R-AB2 or tm > T for the FS scheme,
respectively.

Depending on how fast the time step can grow back to this limiting value, we reach T
within ≈ 150 or ≈ 270 steps with the R-AB2 and FS scheme, respectively. These step
counts refer to the total number of steps of a generalised θ-scheme, meaning that the
FS scheme actually needs 273/3 = 91 macro time steps. However, since the macro step
size within the FS scheme is only adapted every 3 substeps, we see a higher number of
total steps being used, even if the maximum macro step size is ≈ 23.04 s, so, on average
23/3 ≈ 7.67 s per substep, compared to ≈ 4.77 s reached with the R-AB2 integrator—a
60% increase from the R-AB2 scheme. This additionally leads to the fact that we reach
the stability limit regarding linear solver convergence more often, causing the solver to
reduce the time step size each time. For the R-AB2 integrator, on the other side, an
increase in the step size can clearly be seen every N?-th R-AB2 step with oscillatory
time step sizes between.

Summing up, the FS scheme adapts slower to the target tolerance, but results in smoother
transitions overall and larger maximum fractional step sizes, but the R-AB2 scheme
bypasses the time step limit seen in CN-AB2 and allows adapting the step size each time
step. If the problem were “more” nonlinear, we might choose a smaller tolerance εu or
introduce a maximum step size and not reach 200 linear iterations at all. Judging solely
from the total pseudo time steps needed, R-AB2 is superior to FS in this test.

Another interesting detail worth commenting is how considering the generalised F̃p, given
in Eqn. (2.87), compares to the standard Fp (2.86) as commonly used for Newtonian
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Fig. 2.20: Quasi-stationary Carreau channel flow: inlet velocity scale, ηu1 , scaled (macro)
time step size (left axis, blue) and linear solver iterations of velocity-pressure (Nu,p)
and viscosity (Nµ) solves (right axis, red), all using Q1Q1 elements and the BVS
formulation. Step size is regularly cut back at linear solver divergence and recovers
over time, which happens faster for the reckless R-AB2. Top and bottom rows use
different operators Fp (2.86) or F̃p (2.87) in the PCD preconditioner.



2.7 Computational results 61

Tab. 2.4: Quasi-stationary Carreau channel flow: number of time steps and iteration counts,
format: total (mean), for R-AB2 and FS integrators with standard PCD precondi-
tioner neglecting ∇µ and a generalised variant.

time steps Nt Nu,p relative Nu,p

Fp excl. ∇µ, R-AB2 171 7157 (41.85) 1.02 (1.05)
Fp excl. ∇µ, FS 265 12314 (46.47) 1.75 (1.16)
F̃p incl. ∇µ, R-AB2 176 7032 (39.95) 1.00 (1.00)
F̃p incl. ∇µ, FS 274 12212 (44.57) 1.74 (1.12)

fluids (see the discussion in Sec. 2.5 for further details). These two options are included
in Fig. 2.20, which for χ = 0 only differ in the viscosity gradient term, ∇µ, acting similar
to a convective velocity. Comparing the top and bottom rows in Fig. 2.20, only mild
differences in the iteration counts are observed for both the FS and R-AB2 schemes,
showing that the adapted F̃p does not improve convergence significantly.
Comparing the individual time integration schemes, we measure that the FS leads to an
increase of ≈ 12% in the mean iteration count needed for the velocity-pressure system
solve compared to R-AB2. This can be traced back to the higher maximum step size
for FS, corresponding to a less dominant reaction term, and consequently, worsened
efficiency of the PCD preconditioner. We end the discussion on this pseudo-timestepping
example with Tab. 2.4, which summarises the total and relative (i.e., per solve or time
step) iteration counts. Tab. 2.4 also highlights the difference in executed time steps, but
on the other side only mild differences per solve for both time integration schemes (FS
and R-AB2) and the preconditioner variants employing Fp and F̃p.

Periodic Carreau channel flow Now, we switch to three space dimensions and a dis-
cretisation with 23× 103 hexahedra as depicted in Fig. 2.18, tackling a time-dependent
problem by setting û1 = 0.05 m/s, Tr = 0.5 s, αp = 0.25 and Tp = 1.0 s. For the result-
ing periodic pipe flow of Carreau fluid in the interval from t = 0 to T = 3 s, we have
a Reynolds number computed as in the Newtonian case of Re = ρumean2R/η∞ ≈ 75.
Again, we employ Q1Q1 interpolation stabilised via the BVS method and set the toler-
ance on the L2-norm of the velocity to εu = 10−4. Conversely to the previously presented
quasi-static problem, time steps that lead to a time step size reduction of more than 30%
are recomputed with halved (macro) step size.
Fig. 2.21 summarises the results obtained for the FS and R-AB2 schemes, where the
latter introduces intermediate Euler steps every N? = 15 time steps. Again, we show
iteration counts for all substeps of the FS scheme, while the time step size indicated
refers to the (macro) time step size. Clearly, the inflow scale ηu1 and resulting drastic
change in the solution causes a reduction in the time step size as soon as the velocity is
increased, while in the phases with constant inflow, the step size is increased by factors
of up to 20. Regarding the step size variations, one can observe that the R-AB2 scheme
leads to stronger fluctuations, while the FS scheme delivers a much smoother transition.
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Fig. 2.21: Periodic Carreau channel flow: inlet velocity scale, ηu1 , scaled (macro) time step size
(left axis, blue) and linear solver iterations of velocity-pressure (Nu,p) and viscosity
(Nµ) solves (right axis, red), all using Q1Q1 elements and the BVS formulation.
Both R-AB2 (left) and FS (right) show a decrease in the time step size by a factor
of 10 or 20 during peak flow, while F̃p and Fp PCD variants perform the same.

The tolerance of εu = 10−4 results in rather large time steps when the solution is almost
constant, where the R-AB2 scheme reaches a maximum step size of ∆t = 2.43× 10−2 s,
and the FS method—due to its slower adaptation every third time step only—achieves
a roughly 47% lower maximum time step size of ∆t ≈ 3.86/3× 10−2 ≈ 1.29× 10−2 s.

Comparing the two timestepping schemes, the FS scheme needs 996 time steps to reach
T = 3 s, whereas the R-AB2 scheme needs 828 steps. Note that depending on the specific
inflow scaling, either one of the two schemes can result in less time steps being necessary.
The more the inflow varies in time, or, in a general sense, the more the solution changes
from time step to time step, the more likely it is that the R-AB2 scheme requires fewer
time steps overall, given that it adapts the time step size more often. If long enough
periods of time feature almost constant solutions, the FS scheme can deliver bigger
time steps as seen in the previous example. In addition to that, setting an appropriate
tolerance εu or imposing a maximum time step size or CFL number has a large influence
on which scheme turns out to be superior as well.

In any case, we have constant Nµ and nicely bounded Nu,p, latter of which depend mildly
on the time step size and resulting reaction term. During the ramp up phase, a vastly
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changing solution and worse initial guess together with the relative convergence criterion
being harder to fulfil due to the increased influence of round-off errors leads to increased
iteration counts. However, hardly any steps are repeated because of non-convergence
within 200 iterations in the PCD-preconditioned FGMRES solver. The adapted F̃p

taking the viscosity gradient into account within the operator on the pressure space does
not influence the iteration count noticeably and is thus seen as rather irrelevant for time-
dependent problems. In general, smaller tolerances would lead to smoother variations in
the time step size and lower iteration counts, whereas these experiments presented here
aim to test the solvers performance in a challenging scenario with large variations in the
time step and high viscosity gradients.

To sum up, we report the same trends as Silvester et al. [123] and Elman et al. [107]: for
(pseudo) time-dependent problems, the PCD preconditioner performs well, i.e., yields
acceptable iteration counts for a large range of Reynolds numbers and stretched grids.
The most important aspect, though, is unfortunately the choice of a small enough time
step, such that the reaction term corresponding to a scaled mass matrix is large enough.

2.7.7 Flow through an idealised aneurysm

In this final numerical test, we investigate the solver’s performance in a more realistic
setting, that is, blood flow through an idealised cerebral aneurysm in the internal carotid
artery under physiological flow conditions [164] as considered, e.g., in [17]. The compu-
tational domain is constructed starting from a reference cylinder Ω̂ with radius 2.5 mm
and unit length 1 m,

Ω̂ :=
{

(x̂, ŷ, ẑ) ∈ R3 : r :=
√
ŷ2 + ẑ2 ≤ 2.5 × 10−3, 0 ≤ x̂ ≤ 1

}
,

“inflating” the cross-section via

ŷ ← ŷ
(
1 + 6 sin30(πx̂)

)
, ẑ ← ẑ

(
1 + 4 sin30(πx̂)

)
,

and applying an additional map

x(x̂) : R3 → R3, x(x̂) :=

 0.16 x̂
0.0015 cos 5x̂
0.009 sin 7x̂

 .

This leads to the idealised geometry depicted in Fig. 2.22, where the cross-sections
at the in- and outlet remain circular, but the radii expand smoothly from 2.5 mm to
a = 17.5 mm, meaning, up to a seven-fold increase in diameter at maximum. The finite
element grid consists of ≈ 174 × 103 hexahedra, ≈ 180 × 103 nodes and consequently
≈ 901× 103 unknowns using Q1Q1 elements. Using the LBB-stable Q2Q1 pair based on
the same number of hexahedra, one would end up with ≈ 46 × 105 DoFs—an increase
by a factor of five.
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(a) Partitioning into 6 subdomains (b) Reference cross-section

Fig. 2.22: Blood flow in idealised aneurysm: discretisation using ≈ 174× 103 hexahedra.

Regarding boundary conditions, we enforce zero velocities u = 0 on the vessel wall,
while zero pseudo tractions, i.e., t̃ = 0 are prescribed at the outlet. A more realistic sce-
nario would include models of the downstream vasculature, accounting for its resistance
and capacitance in order to enforce a variable and physiologically meaningful pressure
level, see Sec. 4.6. Again, the quiescent state u|t=0 = 0 is chosen as initial condition,
smoothly ramping up the velocity profile in inlet normal direction very much similar to
Eqns. (2.123)–(2.124) via

u(t, r) = −n ηu1û1 (1− r2/R2) , (2.126)

with the unit outward normal n and radius r on the inlet face, but replace the time-
periodic scale ηp by a truncated Fourier series,

ηp = 0.6658 + 1/50
7∑

k=1

[
ak cos

(
2πk t

Tp

)
+ bk sin

(
2πk t

Tp

)]
.

Choosing the Fourier coefficients ak and bk according to Tab. 2.5, additionally setting
Tp = 0.917 s, Tr = Tp/2 and targeting a peak inflow velocity of û1 ≈ 0.5 m/s completes
the spatial and temporal scaling of the inlet velocity profile based on measurements
by Thiriet [164]. Overall, three cardiac cycles are considered in the time interval starting
from t = 0 to T = 3 s.

The rheological parameters to model the shear-thinning behaviour of blood are selected
as η0 = 45 mPa s, η∞ = 3.2 mPa s, λ = 10.03 s and b = 0.344, following Gambaruto et al.
[165] together with ρ = 1060 kg/m3. Taking the in- and outlet radius and the viscosity in
the Newtonian limit as reference, this yields a Reynolds number of Re = ρû1R/η∞ ≈ 414.
Thus we expect a laminar, but complex flow pattern with recirculations and regions with
stagnant flow, triggering large gradients in the shear rate and apparent fluid viscosity.
These effects are caused by the combination of the present geometry and the periodic
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Tab. 2.5: Fourier coefficients for maximum inflow velocity, taken from [164].

k 1 2 3 4 5 6 7

ak −5.27 −5.10 −2.81 −2.15 −0.12 0.79 0.27
bk 9.52 0.72 0.29 −3.25 −0.95 −1.17 −0.50

inflow scaling. A snapshot of a representative state at the third and final peak systole
at t ≈ 2 s is shown in Fig. 2.23, which highlights pronounced circulatory flow patterns.
The streamlines are colored by the velocity magnitude and indicate vast differences in
speed and direction of flow, while the corresponding viscosity spans the whole admissible
range given the large shear rates.

(a) Streamlines coloured by velocity norm (b) Dynamic viscosity

Fig. 2.23: Blood flow in idealised aneurysm: recirculating flow in aneurysm at peak systole,
i.e., t ≈ 2 s, triggering large viscosity gradients.

However, we want to emphasise at this point that we are not interested in phenomeno-
logical effects per se, but rather in the numerical treatment and algorithms that can
cope with the occuring phenomena. Thus, the solution—as fascinating as it is—is not
of greater importance within this work, but a critical investigation of the solver and its
components is.
So, focusing on the solver, shortly summarise the settings, before going into further
details. In space, Q1Q1 elements in the BVS formulation are employed, while in time,
we compare the FS and R-AB2 (N ? = 15) schemes. The tolerance on the L2-norm of
the truncation error used in adaptive timestepping is set to εu = 5 × 10−3 for both the
FS and the R-AB2 integrators, which use an initial implicit Euler step with a length of
∆t0 = 10−5 s. Safety measures are switched on, meaning the safety factor ξ = 0.98 is
employed and (macro) steps are repeated with halved step size, when divergence of the
(non-)linear solver occurs or a step size reduction of more than 30% is suggested by the
time step selection scheme.
The velocity-pressure and viscosity subsystems are decoupled based on a second-order
accurate extrapolation of the velocity. We focus on a comparison of (i) the basic variant
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resolving the nonlinearities via a Aitken-accelerated Picard scheme, solving the velocity-
pressure and viscosity-projection systems repeatedly with (ii) the linearised and fully
decoupled algorithm, solving each of these systems once per time step. The initial guess
for the linear solvers is taken as the last time step’s solution or the last iterate in the
nonlinear solver, whenever applicable. Note here that it is not to be confused with the
velocity considered for linearisation and decoupling the velocity-pressure and viscosity
subsystems. We aim for an error reduction by 104 in the linear solver within 200 iterations
in the linearised scheme, while when employing the nonlinear solver, we get away with a
higher relative tolerance of 10−2 in the linear solvers, while still reducing the nonlinear
solver’s residual by a factor of 103.
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(a) Linearised u?h, R-AB2 (N? = 15).
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(b) Linearised u?h, FS.
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(c) Nonlinear u?h, R-AB2 (N? = 15).
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(d) Nonlinear u?h, FS.

Fig. 2.24: Blood flow in idealised aneurysm: adaptive timestepping and inflow scale ηu1 (left
axis, blue) and linear solver iterations (right axis, red) using linearised variant (top
row) or Aitken-accelerated Picard scheme (bottom row).

In Fig. 2.24, the resulting time step sizes with the inflow velocity scale ηu1 and (mean)
iteration counts (over all nonlinear steps of the time step) needed to solve the velocity-
pressure (Nu,p) and viscosity (Nµ) subsystems up to the desired accuracy are presented.
The total number of executed time steps until three cycles are completed are almost
identical: (2353) 2335 for the (nonlinear) R-AB2 option compared to (2553) 2567 for
the (nonlinear) FS integrator. In the present scenario, both schemes manage to adapt to
the rapidly varying inflow, independent of the linearised (top row) or nonlinear (bottom
row) variants of the solver being used. During peak systole, the time step decreases,
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reaching similar levels for both integrators, and increases as the flow rate is reduced.
Since the diastolic phase is not as pronounced as in the previously discussed numerical
tests considering periodic flow, we do not observe a plateau being reached, but rather
a temporary increase in step size within a short period of time. After the initialisation
phase, the minimum step size for the R-AB2 scheme is ≈ 0.5 ms, whereas the FS scheme
ends up having a minimum macro step size of ≈ 1.5 ms, meaning the individual steps are
of comparable size, while also the overall patterns match well. The predictor-corrector
scheme, however, shows oscillations directly related to N?, which are also much more
pronounced compared to the fractional-step θ-scheme. The iterations in the linear solvers
are slightly higher for the linearised scheme, owing to the tighter tolerance criterion. Also,
divergence is observed less often for the nonlinear variants, which one might expect.
Interestingly, R-AB2 leads to more failed solution attempts compared to FS scheme
possibly caused by FS leading to smoother transitions of the time step size and related
improved quality of the extrapolations.

Moreover, drastic changes in the solution due to rapidly changing inflow rates induce
higher linear and also nonlinear iteration counts especially when ∂tηu1 ≈ 0, caused by
a decreasing quality of the initial guess when the trend in the solution changes. As a
matter of fact, using a second-order accurate (i.e., linear) extrapolation as initial guess
lead to an increase in divergent steps, which is why we settled here for the more secure
option. That is, we take u?h = unh as the initial guess for the nonlinear solver, which is
not possible in the linearised and fully decoupled variant, as it would limit the scheme
to first order temporal accuracy.

For a better comparison of the linear and nonlinear solver variants, iteration counts,
(non-)linear steps and time steps needed to complete the three cardiac cycles are given
in Tab. 2.6 together with the mean time per velocity-pressure subsystem solve and the
resulting relative computing time. The linearisation pays off in the example consid-
ered—performing the viscosity projection step and velocity-pressure subsystem solve
only once per time step with tighter tolerances yields slightly higher linear iteration
counts, but spares us performing multiple iterations in the fixed-point iteration. In the
nonlinear variants, we thus end up performing more iterations in the linear solvers over-
all. Despite the fact that we solve a single system up to twice as fast, we need more than
two nonlinear iterations on average, which results in a speed-up of up to 3 when using
the linearised variants.

Comparing the R-AB2 and FS timestepping schemes, we see that they perform equally
well in terms of steps needed and mean (non-)linear iteration counts. The smoother
variation in the time step size and resulting better initial guess in the FS scheme seems
to make up for the less aggressive adaptation compared to the R-AB approach, such that
the number of steps does not differ significantly—contrary to the previously presented
examples. So, summing up, the use of linearised schemes can pay off considerably and
does neither influence accuracy nor stability too much. This, however, turns out to
depend on the physical parameters in the problem at hand, the chosen tolerance εu and
also the spatial discretisation, which possibly limits the admissible time step size via a
CFL condition.
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Tab. 2.6: Performance comparison of (non-)linear R-AB2 (N? = 15) and FS schemes: time
steps Nt, system solves, linear solver iteration count in velocity-pressure and viscos-
ity projection steps (total in thousands and mean in brackets), mean time spent in
the velocity-pressure system solve and relative computing time.

R-AB2 (lin.) FS (lin.) R-AB2 (nonlin.) FS (nonlin.)

time steps Nt 2336 2568 2354 2554
system solves 2.34 (1.00) 2.57 (1.00) 8.53 (3.62) 8.68 (3.40)

Nu,p 68.43 (29.29) 73.00 (28.43) 190.97 (22.40) 159.97 (18.44)
Nµ 39.32 (16.83) 43.14 (16.90) 138.71 (16.27) 138.36 (15.95)

time/u-p solve 39.95 s 30.72 s 21.94 s 18.27 s
comp. time 1.03 1.00 2.90 2.83

2.8 Summary and conclusion

Starting from an introduction of the governing equations for, e.g., haemodynamics or
polymer flow, that is, the Navier–Stokes equations for incompressible flows incorporating
generalised Newtonian rheology, the preceding sections summarise the development of
a stabilised velocity-pressure formulation. It builds upon a pressure Poisson equation
derived from the fluid’s momentum balance, for which fully consistent boundary con-
ditions are formulated. We also show that the PPE adapted to the case of generalised
Newtonian fluids implicitly enforces the divergence-free constraint onto the velocity field
and hence mass conservation is ensured.
Following this coupled solution approach, the continuity equation is replaced by an
equation combining β∇ · u and the PPE, such that the saddle-point structure of the
velocity-pressure system is broken. Therefore, lower equal-order interpolation is enabled
and proper reformulation of the PPE allows employing standard C0-continuous finite
elements. The required stabilisation parameter is proposed in analogy to well-established
relations originally designed for the pressure-stabilised Petrov–Galerkin method and thus
scales with the element size, strong form residual and physical parameters. An important
aspect in this regard, however, is that the newly proposed method does not suffer from
spurious pressure boundary layers as we can represent the shear stress contribution to
the strong form residual even when using linear interpolation of the involved fields.
Additionally, the stabilisation parameter’s admissible range is enlarged substantially,
such that velocity and pressure errors can be reduced significantly. This advantage
is rooted in the construction of the equation governing the pressure, as stabilisation
parameters chosen too large merely lead to a transition from the classical divergence-
free constraint to the consistent PPE, which implicitly enforces continuity by design. In
the PSPG method on the other side, a stabilisation parameter chosen too large puts
excessive weight on the strong form residual, triggering pressure boundary layers.
Applying the coupled velocity-pressure formulation to time-dependent and more practi-
cal problems, we further introduce several modifications of the basic scheme to improve



2.8 Summary and conclusion 69

performance. The viscosity is decoupled from the overall system by extrapolating the
velocity in (pseudo-)time, such that the fluid momentum balance equation can be lin-
earised as well. This leads to great flexibility in the rheological law, which is easily
replaced solely by adapting the right-hand side of the viscosity projection step. The
velocity-pressure and viscosity steps are then solved once per time step, where the for-
mer can be suitably preconditioned adopting (and slightly modifying) ideas from classical
Schur-complement-based approaches. A basic single-step formulation using a generalised
θ-method then allows adapting the time step size by means of (i) a predictor-corrector
approach combining Rannacher timestepping and a stabilised explicit Adams–Bashforth
predictor or (ii) a fractional step θ-scheme with an embedded lower-order scheme group-
ing three steps of the generalised θ-method.
Several numerical experiments of academic nature demonstrate accuracy and robustness
of the presented approach, showcasing the expected convergence rates and improve-
ments compared to established schemes. On the other side, tests applying the proposed
method to an idealised cerebral aneurysm highlight the scheme’s potential for practical
application in haemodynamics, where the proposed linearisations, decoupling strategies,
adaptive timestepping and physics-based preconditioning via standard off-the-shelf al-
gebraic multigrid methods available as open-source scientific software yield substantial
performance gains in terms of overall time steps executed and/or number of individual
subproblem solves required to complete a given time interval of interest.
As already mentioned previously, the BVS shifts towards a PPE-based split-step scheme
for high stabilisation parameters, which inherently enforces mass conservation and breaks
the saddle-point structure. Thus, a closely related alternative to the proposed velocity-
pressure formulation is a split-step scheme, which completely decouples velocity and
pressure spaces. Such an approach will naturally involve further linearisations to allow
solving for the fluid velocity and pressure individually. The following chapter intro-
duces such a split-step scheme suitable for generalised Newtonian fluid flow, such that a
comparison to the monolithic BVS method is rendered possible.





3 Incompressible viscous flows:
split-step approach

Contrary to the coupled solution approach presented in the previous section, where ve-
locity and pressure unknowns are retrieved by solving a single monolithic (block-)system,
split-step or sometimes also called time-splitting or fractional-step schemes aim to de-
couple the involved physical fields. Note, however, that fractional-step scheme is now to
be understood distinctively different than in the previous section. To avoid confusion
with the fractional-step θ-scheme, we thus refer to the methods avoiding the monolithic
velocity-pressure system as split-step schemes or time-splitting methods.

The main motivation for such a split lies in circumventing the monolithic system and
thereby easing preconditioner design tremendously and/or enable the use of different
linear solvers. The resulting subproblems usually consist of one or several advection-
diffusion-reaction equations, Poisson problems and L2-projections, all of which are stan-
dard problems in science and engineering, such that highly efficient solution algorithms
are readily available [30, 166]. Split-step methods can be further subdivided into alge-
braic splitting schemes, projection methods and consistent splitting schemes, where we
refer the reader to the excellent works of Guermond et al. [30, 167] and the monograph
by Karniadakis and Sherwin [166] for an overview and a more in-depth discussion.

Algebraic splitting schemes perform the decomposition of variables on the fully discrete
level, while the other two families of methods perform the splitting in the continuous
setting. The most popular schemes fall in the latter category, these so-called projec-
tion methods can be further classified into velocity-correction (see, e.g., [168–170]) and
pressure-correction schemes (see, e.g., [171–175]). The fundamental ingredient in both
of these variants is a Helmholtz–Leray decomposition of the velocity vector, writing the
momentum balance equation as

∂tu+∇p = ∂tû with ∇ · u = 0,

where we have a solenoidal part ∂tu, an irrotational part ∇p and the remaining terms
of the momentum equation are simply gathered in ∂tû. With the help of ∇ · (∂tu) = 0
given sufficient regularity, we can derive a Poisson equation in the pressure and recover
the velocity u in a following projection step.

Unfortunately, deriving consistent, let alone higher-order accurate boundary conditions
for the subproblems involved in projection schemes is far from trivial. The original
method by Chorin [171], but also the incremental pressure-correction scheme [172] suf-
fered from a nonphysical pressure close to boundaries due to inherently inconsistent
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pressure boundary conditions. A remedy was presented by Timmermans et al. [175],
introducing a correction term to the pressure step in the so-called rotational pressure-
correction scheme. While the incremental and rotational pressure-correction schemes
both achieve second-order accuracy for the velocity, Guermond et al. [167] showed that
for three-dimensional problems including Neumann boundaries, even the improved rota-
tional form runs into a contradiction: the factor scaling the divergence correction term
in the pressure step should equal 1 to recover consistent pressure boundary conditions,
but stability requirements dictate a factor smaller than 2/3. Although the order of con-
vergence is not spoiled per se, suppressing the loss of accuracy close to the boundaries
is still a matter of ongoing research requiring further measures to be taken [176, 177].
An alternative to projection schemes was presented by Liu [21], who extended the PPE-
based method of Johnston and Liu [20], allowing also for traction boundary conditions
being imposed on Neumann boundaries. In Liu’s method [21], the continuity equation
is completely replaced by an alternative, yet, equivalent system very much similar to
Eqns. (2.17)–(2.24). To obtain fully decoupled and linearised equations for both velocity
and pressure, the key aspect is to additionally extrapolate the pressure and the convective
velocity in the momentum balance equation in time. Thus, after solving for the velocity
or its individual components separately, the pressure is computed based on the PPE,
which is subject to fully consistent boundary conditions. Several variations of this scheme
including higher-order methods have been devised and were shown to perform well in
challenging scenarios of incompressible flow [154, 178–183].
Extending those well-established concepts towards non-homogeneous viscosity as is the
case for generalised Newtonian fluids turns out to be rather complex. Recent develop-
ments include the works by Deteix and Yakoubi [184], which generalised a rotational
projection scheme to account for variable viscosity, or by Plasman et al. [185], addi-
tionally allowing for natural boundary conditions. However, when considering for a
shear-rate dependent viscosity, the discretised stress tensor containing velocity gradients
necessary in the pressure-correction step needs to be smooth enough—an inconvenience
that can be overcome by a series of projections onto a continuous space as introduced
by Deteix and Yakoubi [82]. This is straight-forward and accurate, but unfortunately
comes at an increased cost: besides a vector-valued advection-diffusion-reaction equa-
tion and two Poisson problems, one ends up with more than ten scalar projections to
perform additions of various discrete quantities. Even if we decide to lump all mass ma-
trices in these projection steps, there is also another problem with projection methods
in general: although not as easily seen as in coupled formulations and sometimes even
ignored, an inf-sup condition still applies to projection schemes. This might not have
consequences if a stabilising term is present in the pressure step, but in general, one has
to expect increased errors for large time steps and decreased stability for small enough
time steps [30, 166, 177].
Against this background, we derive a PPE-based split-step scheme considering for gen-
eralised Newtonian fluids with fully consistent Dirichlet and Neumann boundary con-
ditions based on the alternative system already presented in Eqns. (2.17)–(2.24). This
can be interpreted as an extension of the Newtonian splitting scheme by Liu [21] com-
bined with the generalised Newtonian PPE introduced by Pacheco and Steinbach [19].
Both a generalised Laplacian and a stress-divergence form imposing real tractions or
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pseudo tractions via Neumann terms are available, while the number of steps stays at a
minimum and accuracy and stability are not compromised. This flexible scheme allows
employing equal-order finite elements and inf-sup stable pairs. In addition to that, the
rheological law, i.e., the viscosity projection step, is effortlessly exchanged. Here, we
summarise the joint work by the authors [3] introducing the basic scheme and a suitable
variational formulation in Sec. 3.1, present (higher-order) accurate linearisation, extrap-
olation and time integration variants in Sec. 3.2 before testing the scheme in various
academic, benchmark and applied scenarios in Sec. 3.5.
As a starting point for our derivations, we choose the PPE formulation as given in (2.17)–
(2.24), repeating it here for the convenience of the reader:

ρ [∂tu+ (∇u)u]− µ [∆u+ χ∇ (∇ · u)]− 2∇su∇µ+∇p = b in Ω× (0, T ],
−∆p+∇ · [2∇su∇µ− ρ(∇u)u]− [∇× (∇× u)] · ∇µ = −∇ · b in Ω× [0, T ],

u = g on ΓD × (0, T ],(
−pI + µ∇u+ χµ∇>u

)
n = t̄ on ΓN × (0, T ],

u = u0 at t = 0,
∇ · u0 = 0 in Ω,

−µ∇ · u+ n ·
[
µ
(
∇u+ χ∇>u

)
n− t̄

]
= p on ΓN × [0, T ],

n · [b− ρ∂tu− ρ(∇u)u+ 2∇su∇µ− µ∇× (∇× u)] = n · ∇p on ΓD × [0, T ].

which is equivalent to the classical velocity-pressure form of the Navier–Stokes equa-
tions for incompressible flows according to Thm. 2.1.1. This system elevates regularity
requirements on both velocity and pressure, as we have already discussed when using it
as a starting point for the BVS stabilisation.
Compared to the weak form of the PPE with β∇ · u added in the velocity-pressure
formulation (see Sec. 2.3.3), the main difference is now that we aim to compute the
pressure given velocity u and viscosity µ. To determine a unique pressure, the essential
boundary condition on ΓN is incorporated as opposed to the BVS scheme, which only
uses a natural boundary condition. In a first step, we thus focus on finding a variational
formulation allowing for C0-continuous function spaces, easing spatial discretisation in
complex three-dimensional geometries.

3.1 A weak form for C0-interpolation

The weak form as a basis for the split-step scheme is constructed by a sequence of steps,
namely, (i) rewriting all second derivatives in the PPE, (ii) projecting the Dirichlet
condition on the pressure on ΓN , (iii) applying the divergence theorem in a standard
way to the momentum balance equation and, finally, (iv) introducing the viscosity as an
additional continuous field. The price to pay for replacing the explicit, seemingly trivial
divergence-free constraint with a consistent and invertible PPE is thus an involved right-
hand side of the discretised PPE and additional L2-projections of the viscosity and the
pressure boundary condition in Ω and on ΓN , respectively. In the following, we shed
some light on each of these mentioned steps.
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3.1.1 Pressure Poisson equation

Similar to Sec. 2.3.1, we start off by multiplying the PPE (2.18) by q ∈ H1(Ω), which
has a zero trace on ΓN , q|ΓN = 0, and perform integration by parts to get

〈∇q,∇p〉 − 〈q,n · ∇p〉ΓD = 〈q,∇ · [(ρ∇u)u− 2∇su∇µ− b] + [∇× (∇× u)] · ∇µ〉,

where we can insert

n · ∇p = n · [b− ρ∂tu− ρ(∇u)u+ 2∇su∇µ− µ∇× (∇× u)] on ΓD × [0, T ],

that is, the Neumann boundary condition on the pressure (2.24), to yield

〈∇q,∇p+ ρ(∇u)u− b〉+ 〈qn, ρ∂tu〉ΓD
= 〈∇q, 2∇su∇µ〉+ 〈q, [∇× (∇× u)] · ∇µ〉 − 〈qn, µ∇× (∇× u)〉ΓD . (3.1)

The boundary term on ΓD involving the double curl of the velocity in Eqn. (3.1) is
rewritten with the help of Gauss’ divergence theorem

〈qn, µ∇× (∇× u)〉ΓD = 〈qn, µ∇× (∇× u)〉Γ
= 〈q, µ∇ · [∇× (∇× u)]〉+ 〈∇ (qµ) ,∇× (∇× u)〉
= 〈∇ (qµ) ,∇× (∇× u)〉
= 〈∇q, µ∇× (∇× u)〉+ 〈q,∇µ · [∇× (∇× u)]〉,

such that we are left with

〈∇q, 2∇su∇µ〉 − 〈∇q, µ∇× (∇× u)〉

on the right-hand side of Eqn. (3.1). Similar to the BVS setting, we can get rid of the
second derivatives on u by first integrating by parts

〈µ∇q,∇× (∇× u)〉 = 〈∇q × n, µ∇× u〉Γ + 〈∇ × (µ∇q) ,∇× u〉,

and using the relation

〈∇ × (µ∇q) ,∇× u〉 = 〈∇µ×∇q + µ∇× (∇q) ,∇× u〉
= 〈∇µ×∇q,∇× u〉
≡ 〈∇q, (∇× u)×∇µ〉
≡ 〈∇q,

(
∇u−∇>u

)
∇µ〉,

which is an identical sequence of steps presented during the derivation of the BVS form.
Thus, we end up with a simplified weak form given by

〈∇q,∇p〉 = 〈∇q, b− (ρ∇u)u+ 2
(
∇>u

)
∇µ〉+ 〈n×∇q, µ∇× u〉Γ − 〈qn, ρ∂tu〉ΓD .
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Taking a closer look at the boundary term on Γ, we can formulate Lemma 3.1.1:

Lemma 3.1.1. For v ∈ [L2(Γ)]d and q such that n × ∇q ∈ [L2(Γ)]d, with q|ΓN = 0,
there holds

〈n×∇q,v〉Γ = 〈n×∇q,v〉ΓD . (3.2)

Proof. The gradient ∇q can be decomposed into a normal and a tangential part as

∇q = (n · ∇q)n+ (n×∇q)× n.

Since we have q = 0 on ΓN = Γ\ΓD, the tangential component (n×∇q)×n is identical
to zero on ΓN . The contribution stemming from the normal component restricted to ΓN
also vanishes, since we have

n× [(n · ∇q)n] = (n · ∇q)n× n ≡ 0.

Thus, altogether we have

〈n×∇q,v〉Γ = 〈n×∇q,v〉ΓD + 〈n×∇q,v〉ΓN = 〈n×∇q,v〉ΓD , (3.3)

as stated initially.

With this, the weak form of the PPE further simplifies to

〈∇q,∇p〉 = 〈∇q, b− (ρ∇u)u+ 2
(
∇>u

)
∇µ〉

+ 〈n×∇q, µ∇× u〉ΓD − 〈qn, ρ∂tu〉ΓD , (3.4)

finally free of second derivatives on the velocity u. Notice, however, that Eqn. (3.4)
contains first derivatives of the viscosity µ. Consequently, higher-order derivatives on u
enter through the back door as the rheological law typically depends on the shear rate
γ̇(∇su) for the generalised Newtonian fluids we are interested in. Very much similar to
the BVS stabilisation, we yet again overcome this issue by introducing the viscosity as
an additional continuous field and recover the viscosity weakly. That is, we project the
viscosity given the rheological law and velocity u, searching for µ ∈ H1(Ω), such that

〈r, µ〉 = 〈r, η(γ̇(∇su))〉 ∀ r ∈ L2(Ω). (3.5)

This is a simple L2-projection, which corresponds to a standard mass matrix solve on
the discrete level and is completely identical to the viscosity projection step in the cou-
pled scheme. Projecting the scalar viscosity or the components of the viscous tensor to
circumvent higher-order regularity requirements on the velocity is a handy trick that has
been employed in similar works targeting non-Newtonian fluids [19, 82].
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3.1.2 Pressure Dirichlet condition

The essential boundary condition on the pressure (2.23) reads

p = −µ∇ · u+ n ·
[
µ
(
∇u+ χ∇>u

)
n− t̄

]
on ΓN × [0, T ].

Within a standard finite element setup, this boundary condition naturally enters the
pressure ansatz space and thus allows us to uniquely determine the pressure based on u
and p to be begin with. However, the boundary data we wish to enforce is discontinuous,
given the fact that it involves first derivatives of the velocity u and the unit outward
normal n. A simple solution to this dilemma as proposed by Liu [21], and also used in
the shear-rate projection method of Plasman et al. [185], is to introduce an intermediate
variable ζ defined as

ζ := −µ∇ · u+ n ·
[
µ
(
∇u+ χ∇>u

)
n− t̄

]
, (3.6)

and projecting it onto a continuous space on the boundary. That is, find ζ ∈ H1/2(ΓN),
such that ∀ s ∈ L2(ΓN) there holds

〈s, ζ〉ΓN = 〈s,−µ∇ · u+ n ·
[
µ
(
∇u+ χ∇>u

)
n− t̄

]
〉ΓN . (3.7)

In a discrete setting, the nodal values of the corresponding vector ζ are then directly
prescribed on the Neumann boundary. This projection is negligible in terms of compu-
tational cost, as it is trivially preconditioned and solved, but even more importantly, the
linear system size is tiny compared to the other steps, as the dimension of the problem
is one order lower and ζ is defined on ΓN only.

In our experiments, the time spent solving the linear system corresponding to projecting
the pressure Dirichlet data is < 1%, but one might consider one of the following (even
cheaper) alternatives: (i) lumping the corresponding mass matrix, (ii) restricting the
problems to the support of each node i to project the nodal DoF [ζ]i to set [p]i or (iii)
even using an averaged value on each node. In case of multiple outlets, the projections
are also independent, which could be exploited as well. Moreover, prescribing mean
pressures, e.g., computed from models of the downstream vasculature, one might even
consider completely neglecting the projection and thereby the viscous contribution on
ΓN . Given the small problem sizes, efficient solution methods available and relatively
simple implementation, within this work we stick to one (global) mass matrix system
and solve for all coefficients in ζ simultaneously, even if multiple disconnected sections
composing ΓN are present (e.g., multiple outlets in the cardiovascular setting), as this
strategy was found uncritical in all of the considered examples.

3.1.3 Momentum equation

The weak form of the linear momentum balance equation is completely identical to
the coupled velocity-pressure formulation (see Sec. 2.3.2) and thus not repeated in its
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Tab. 3.1: Coefficients αmj in backward differentiation formulae with variable time step size
and orders m = 1, 2 [90].

j 0 1 2

m = 2 2∆tn+∆tn−1

∆tn(∆tn+∆tn−1) −∆tn+∆tn−1

∆tn∆tn−1
∆tn

∆tn−1(∆tn+∆tn−1)
m = 1 1

∆tn − 1
∆tn −

entirety. Starting from Eqn. (2.17),

ρ [∂tu+ (∇u)u]− µ [∆u+ χ∇ (∇ · u)]− 2∇su∇µ+∇p = b,

with χ = 0 for the generalised Laplacian form and χ = 1 for the the stress-divergence
form, multiply with w ∈ [H1(Ω)]d, w|ΓD = 0 and integrate by parts. Then, the varia-
tional problem is to find u ∈ [H1(Ω)]d with u|ΓD = g, such that there holds

〈w, ρ [∂tu+ (∇u)u]− b〉+ (1− χ/2)〈∇w + χ∇>w, µ∇u+ χµ∇>u〉
−(1− χ)〈w,

(
∇>u

)
∇µ〉 − 〈∇ ·w, p〉 − 〈w, t̄〉ΓN = 0, (3.8)

for all w ∈ [H1(Ω)]d with w|ΓD = 0 and where t̄ = t̃ + χµ
(
∇>u

)
n denotes a given

Neumann datum being either pseudo tractions t̃ for χ = 0 and the generalised Laplacian
form or real tractions t = σn for χ = 1 and the stress-divergence form. Now, all
second-order derivatives have been completely eliminated from the weak form, and we
can proceed with timestepping, linearisation and decoupling velocity and pressure in the
split-step scheme.

3.2 Discretisation in time

Keeping the notation unchanged, we decompose the time interval of interest It = (0, T ]
from t = 0 to end time T into Nt steps of possibly variable length ∆tn = tn+1 − tn

with n = 0, . . . , Nt. The time derivative ∂tu is approximated by a possibly higher-order
backward differentiation formula (BDF)

∂tu|t=tn+1 ≈
m∑
j=0

αmj u
n+1−j = αm0 u

n+1 +
m−1∑
j=0

αmj+1u
n−j, (3.9)

with coefficients listed in Tab. 3.1. Then, we can write the time-discrete weak form
governing the velocity as: find un+1 ∈ [X]d with X := H1(Ω) and un+1|ΓD = gn+1 given
data from previous time steps un+1−j , j = 1, . . . ,m, such that

0 = 〈w, ρ
m∑
j=0

αmj u
n+1−j + ρ

(
∇un+1)un+1 − bn+1〉 − (1− χ)〈w,

(
∇>un+1)∇µn+1〉

+ (1− χ/2)〈∇w + χ∇>w, µn+1∇un+1 + χµn+1∇>un+1〉 − 〈∇ ·w, pn+1〉 − 〈w, t̄n+1〉ΓN
, (3.10)
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holds for all w ∈ [X]d, with w|ΓD = 0. In the weak form of the PPE, the BDF is applied
to the boundary term involving ∂tu, which on ΓD is identical to ∂tg. Thus, we aim to
find p ∈ X incorporating continuous Dirichlet data pn+1|ΓN = ζn+1, such that

〈∇q,∇pn+1〉 = 〈∇q, bn+1 − (ρ∇un+1)un+1 + 2
(
∇>un+1

)
∇µn+1〉

+ 〈n×∇q, µn+1∇× un+1〉ΓD − 〈qn, ρ
m∑
j=0

αmj g
n+1−j〉ΓD , (3.11)

for all q ∈ X, q|ΓN = 0. The projection of boundary data seeks for ζn+1 ∈ H1/2(ΓN),
such that for all s ∈ L2(ΓN), there holds

〈s, ζn+1〉ΓN = 〈sn, µn+1
(
∇un+1 + χ∇>un+1

)
n− t̄n+1〉ΓN

− 〈s, µn+1∇ · un+1〉ΓN , (3.12)

and the viscosity projection is completely identical to the one used in the BVS setting,
namely, find µ ∈ H1(Ω), such that

〈r, µn+1〉 = 〈r, η(γ̇(∇sun+1))〉 ∀ r ∈ L2(Ω). (3.13)

Regarding the function spaces, let us remark here that the mathematical analysis for a
setting in H1, and subsequent discretisation via standard continuous Lagrangian finite
elements, using either equal-order interpolation or a Taylor–Hood pair for velocity and
pressure still remains an open problem. However, strong numerical evidence in both
the Newtonian and non-Newtonian case indicates good stability properties of such PPE-
based methods [154, 178–183].

Comparing to the BVS scheme, the involved weak forms seem oddly familiar—in fact,
we merely skip the added β∇ · u in the PPE and apply Dirichlet boundary conditions
for the pressure. Formulating a monolithic system based on Eqns. (3.10)–(3.13) is rather
complex, since we would need to incorporate p = ζ on ΓN one way or another, e.g., via
Lagrange multipliers or a penalty method. The key idea in split-step schemes, however,
is to entirely avoid solving such a coupled system. The desired decoupling of the primary
variables can be reached by extrapolating in time, which is in fact very much similar to
the approach employed in the velocity-pressure formulations to decouple the viscosity
from the remaining Navier–Stokes system. Using extrapolations of the form

un+1 ≈ u? =
m−1∑
j=0

βmj+1u
n−j, pn+1 ≈ p? =

m−1∑
j=0

βmj+1p
n−j,

µn+1 ≈ µ? =
m−1∑
j=0

βmj+1µ
n−j, (3.14)

with coefficients given in Tab. 2.1, a variety of options in constructing a split-step scheme
arise. Here, we settle for a variant first solving a linearised momentum equation with
extrapolated convective velocity, viscosity and pressure (gradient), project the viscosity
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based on the just computed un+1, construct continuous boundary data for the pressure
on ΓN given (un+1, µn+1) and then finally solve for the pressure.
Such a scheme is iteration-free per se and numerical evidence suggests that an optional
iterative loop enclosing these steps is not strictly necessary, but might robustify the
method in some scenarios. The specific variant of the higher-order split-step scheme we
consider within this work can thus be summarised in the following steps:

1. Viscosity initialisation: Compute the viscosity µ0 by solving Eqn. (3.13) with u0.
2. Pressure initialisation: Compute the pressure p0 by first projecting the boundary

data ζ0 via (3.12) and then solving the PPE (3.11).
3. Initial lower-order steps: Until enough time step data is gathered, solve the split-

step scheme with reduced order m̂ = 1, . . . ,m− 1.
4. Timestepping:

FOR n = m− 1, . . . , Nt

a) Extrapolate in time via Eqn. (3.14), yielding u?, p? and µ?.
b) Find un+1 ∈ [X]d, un+1|ΓD = gn+1 such that

0 = 〈w, ρ
m∑
j=0

αmj u
n+1−j + ρ

(
∇un+1

)
u? − bn+1〉 − (1− χ)〈w,

(
∇>un+1

)
∇µ?〉

+ (1− χ/2)〈∇w + χ∇>w, µ?∇un+1 + χµ?∇>un+1〉

− 〈∇ ·w, p?〉 − 〈w, t̄n+1〉ΓN , (3.15)

holds for all w ∈ [X]d, w|ΓD = 0.
c) Recover the viscosity µn+1 through (3.13) given un+1.
d) Project ζn+1 via (3.12) based on un+1 and µn+1.
e) Solve the PPE (3.11) for pn+1 using un+1, µn+1 and ζn+1.
f) Update the time step size ∆tn and corresponding coefficients αmj and βmj .

END FOR

In the above algorithm, Eqn. (3.15) governing the velocity couples all velocity compo-
nents, regardless of χ = 0 for the generalised Laplacian formulation or χ = 1 for the
stress-divergence form. One might want to decouple the individual velocity components,
which is easily achieved in the generalised Laplacian form, by additionally considering the
component-coupling part of the viscous stress term, i.e.,

(
∇>u

)
∇µ, fully explicit. Do-

ing so allows seeking for individual velocity components un+1
i ∈ X, with un+1

i |ΓD = gn+1
i ,

such that

〈wi, ραm0 un+1
i + ρu? · ∇un+1

i 〉+ 〈∇wi, µ?∇un+1
i 〉

= 〈wi, bn+1
i − ρ

m−1∑
j=0

αmj+1u
n−j
i +∇µ? · ∂xiu?〉+ 〈∂xiwi, p?〉+ 〈wi, t̃n+1

i 〉ΓN , (3.16)
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holds for all wi ∈ X, wi|ΓD = 0, which is just a scalar advection-diffusion-reaction
equation. Independent of the order of time integration, we end up with a standard
problem, available off-the-shelf in many open-source finite element software packages.
Being such a standard problem, AMG methods are often easier tuned in this setup,
possibly rendering the solution process more efficient. This matter is further investigated
in the corresponding numerical results Sec. 3.5, where we examine the effect of the
linearisation on the critical time step size. This is motivated by the fact that semi-
implicit treatment of the viscous term might induce an additional, potentially limiting
time step constraint.

Another popular simplification in this context is to consider the convective term fully
explicit, that is, u? ·∇u?i instead of u? ·∇un+1

i in Eqn. (3.16). This introduces a standard
hyperbolic time step restriction, but leads to a symmetric and positive definite system
matrix, such that tailored, hence faster, numerical tools can be employed. Again, we will
investigate the effect of this option on the overall scheme in Sec. 3.5, since a potential
speed-up awaits, if the triggered problem dependent instabilities are not spoiling the
scheme’s stability too much.

Regarding a comparison of the stress-divergence and generalised Laplacian forms, apart
from allowing a decoupling of the velocity components, it is at this point not clear how the
schemes compare, even if a coupled vector-valued momentum equation is considered. In
the proof of Thm. 2.1.1, which states equivalence of the standard Navier–Stokes system
and our PPE-based reformulation, we ended up with a heat equation in the auxiliary
variable Φ := ∇ · u reading

ρ∂tΦ− (1 + χ)∇ · (µ∇Φ) = 0,

with zero initial, Dirichlet and Neumann boundary conditions. This might indicate im-
proved mass conservation properties at the discrete level employing the stress-divergence
form (χ = 1) due to the increased diffusion coefficient, although the numerical exper-
iments in Sec. 3.5.2 do not confirm that. For a more in-depth discussion, theoretical
and numerical comparison between these two forms, we refer the interested reader to the
works by Limache et al. [186] and Pacheco et al. [26].

As already pointed out, the generalised Laplacian form is particularly well suited for pure
flow simulations, as it features natural boundary conditions involving pseudo tractions for
truncated domains. However, one might also correct for the difference in pseudo and real
tractions adding a boundary term to the left-hand side in scenarios like fluid–structure
interaction (with Robin interface conditions) or multi-phase flow, which motivates keep-
ing both forms in what follows.

3.3 Improving mass conservation

When the divergence-free constraint is replaced by the consistent PPE, an inf-sup stabil-
isation is employed, or a continuous pressure approximation with Taylor–Hood elements
is chosen, the resulting velocity field is not exactly, but merely weakly divergence-free.
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Although the PPE enforces incompressibility as well, Liu et al. [178] observed that in-
cluding a Leray projection considerably increases stability for highly non-smooth solu-
tions. Similar to classical projection methods (see, e.g., [30, 166, 167, 169] and references
therein), the idea is to simply split the velocity as computed from the momentum balance
equation (3.15) via a Helmholtz–Leray decomposition into

u = û+∇ψ, (3.17)

where û is solenoidal. Taking the divergence of (3.17), we have

∇ · u = ∇ · û+∇ · ∇ψ,
−∇ · u = −∆ψ,

and construct a complete boundary value problem adding suitable conditions,

−∆ψ = −∇ · u in Ω, (3.18)
n · ∇ψ = 0 on ΓD, (3.19)

ψ = 0 on ΓN . (3.20)

Unfortunately now, the divergence-free velocity field û = u − ∇ψ does not fulfil the
boundary conditions of the original problem—the momentum balance equation—which
can easily be shown by verifying that

∇ · û = ∇ · u−∇ · ∇ψ = ∇ · u−∇ψ = 0 in Ω,
n · û = n · u− n · ∇ψ = n · u on ΓD,
τ · û = τ · u− τ · ∇ψ = τ · u on ΓN ,

for any tangential vector τ on ΓN . That is, we have to choose between the originally
computed velocity field u, on which the PPE inherently imposed ∇·u = 0, or the newly
constructed û, on which ∇· û = 0 is explicitly enforced, but does only partially fulfil the
desired boundary conditions. As discussed by Guermond et al. [30], both fields converge
at the same rates, such that from an accuracy standpoint, both choices are equally well
suited. Herein, the motivation for using a projection is to suppress a possible build-up
of errors in mass conservation as a consequence of introducing a split-step step scheme
rather than explicitly enforcing the incompressibility constraint, where we want to refer
the reader to the original work by Liu et al. [178] for a detailed discussion.

Another downside of the classical Leray projection is that the divergence-free velocity
field û = u − ∇ψ is discontinuous across element edges if standard C0-continuous La-
grangian finite elements are used to solve the auxiliary Poisson equation in ψ. As a
consequence, yet another projection onto a continuous space has to be employed, in-
creasing the numerical effort. On top of that, the projected field ûh ∈ [Xh]d ⊂ [H1(Ω)]d
is then also only weakly divergence-free.

In order to circumvent these shortcomings, we follow [21] and employ what is referred
to as divergence damping [179, 183]. Divergence damping is a compromise between the
velocity u as computed from the split-step scheme and the Leray-projected divergence-
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free velocity û not fulfilling the desired boundary conditions. We can suppress error
accumulation by applying the Leray projection onto the old time steps’ velocities only,
such that the additional vector-valued projection of the velocity is not needed and hence
even reducing the associated numerical effort. The time derivative term discretised via
a BDF including divergence damping is then approximated as

∂tu|t=tn+1 ≈ αm0 u
n+1 +

m−1∑
j=0

αmj+1û
n−j = αm0 u

n+1 +
m−1∑
j=0

αmj+1

(
un−j −∇ψn−j

)
,

which we can directly plug into the balance of linear momentum (3.16), yielding

〈ρw, αm0 un+1 +
(
∇un+1

)
u?〉

+(1− χ/2)〈∇w + χ∇>w, µ?∇un+1 + χµ?∇>un+1〉 − (1− χ)〈w,
(
∇>un+1

)
∇µ?〉

= 〈w, bn+1 − ρ
m−1∑
j=0

αmj+1

(
un−j −∇ψn−j

)
〉+ 〈∇ ·w, p?〉+ 〈w, t̄n+1〉ΓN , (3.21)

or, for the generalised Laplacian form with semi-implicit viscous terms,

〈wi, ραm0 un+1
i + ρu? · ∇un+1

i 〉+ 〈∇wi, µ?∇un+1
i 〉

= 〈wi, bn+1
i − ρ

m−1∑
j=0

αmj+1

(
un−ji − ∂xiψn−j

)
+∇µ? · ∂xiu?〉+ 〈∂xiwi, p?〉+ 〈wi, t̃n+1

i 〉ΓN ,

(3.22)

sparing the projection of û onto a continuous space. This technique can be interpreted as
penalising violations of mass conservation. Thereby, this simple approach considerably
improves mass balance and additionally increases temporal stability of the split-step
scheme. Per time step, we thus only add computational overhead in terms of the Poisson
problem seeking for ψ ∈ X with ψ|ΓD = 0, such that

〈∇q,∇ψ〉 = −〈q,∇ · u〉 ∀ q ∈ X, q|ΓN = 0. (3.23)

Note here, however, that the boundary conditions for ψ in Eqns. (3.19) and (3.20)—which
might have seemed intuitive, but somewhat arbitrary at first—now upon closer inspection
turn out to be well suited for a combination of the two Poisson problems being the PPE
and Eqn. (3.23). In the decoupled and linearised momentum balance equation we have

∇p? +
m−1∑
j=0

αmj+1∇ψn−j,

which we summarise in a new, pressure-like variable p̂?. It is particularly important here
that neither ψ|ΓN = 0 spoils the pressure Dirichlet condition, nor does n · ∇ψ|ΓD = 0
introduce inconsistencies in the Neumann condition on the pressure.
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Therefore, one can (i) drop the terms involving ψ in the momentum balance equation,
and (ii) combine the Poisson problems, seeking for p̂? ∈ X with p̂?|ΓN = ζ?,

〈∇q,∇p̂?〉 = −〈q, ρ
m−1∑
j=0

αmj+1∇ · un−j〉+
m−1∑
j=0

βmj+1l(q,un−j, µn−j, tn−j) (3.24)

for all q ∈ X, where q|ΓN = 0. Here, l evaluated at t = ti is defined as

l(q,u, µ, ti) := 〈∇q, b|t=ti − ρ(∇u)u+ 2
(
∇>u

)
∇µ〉

+ 〈n×∇q, µ∇× u〉ΓD − 〈qn, ρ∂tg|t=ti〉ΓD , (3.25)

where we might again use a BDF to approximate ∂tg|t=ti ≈
∑m
j=0 α

m
j g

n+1−j or replace
the extrapolation of ∂tg with the BDF approximation at tn+1 in (3.24). The boundary
projection variable is also consistently extrapolated in time, such that the problem is to
find ζ? ∈ H1/2(ΓN), such that for all s ∈ L2(ΓN), there holds

〈s, ζ?〉ΓN =−
m−1∑
j=0

βmj+1〈s, µn+1∇ · un−j〉ΓN

+
m−1∑
j=0

βmj+1〈sn, µn−j
(
∇un−j + χ∇>un−j

)
n− t̄n−j〉ΓN . (3.26)

Now, inspecting the indices and thus the required time step data, one sees that only old
time step data is being used to compute the combined pressure variable p̂?. Thus, we can
switch the sequence of steps in the split-step scheme formally—recovering the pressure
extrapolation and Leray projection variables still implicitly (at old time steps)—to obtain
a scheme with divergence damping and combined pressure-like variable as:

1. Viscosity initialisation: Compute the viscosity µ0 by solving Eqn. (3.13) with u0.

2. Initial lower-order steps: Until enough time step data is gathered, solve the split-
step scheme with order m̂ = 1, . . . ,m− 1.

3. Timestepping:
FOR n = m− 1, . . . , Nt

a) Compute continuous pressure boundary data ζ? via (3.26).

b) Solve the modified Poisson equation (3.24) for p̂?.

c) Extrapolate in time via Eqn. (3.14), yielding u? and µ?.

d) Solve the momentum balance equation for un+1 directly via (3.21), or for
individual components through (3.22), neglecting any terms involving ψ.

e) Recover the viscosity µn+1 via (3.13) given un+1.

f) Update the time step size ∆tn and corresponding coefficients αmj and βmj .

END FOR
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The number of steps within the split-step scheme does thus not increase from the base
method without divergence damping, consisting of (i) a projection of the pressure Dirich-
let data ζ, (ii) a PPE for the combined Leray and pressure variable p̂, (iii) a single
vector-valued or, alternatively, d decoupled advection-diffusion-reaction equation(s) in
the velocity (components) and lastly, (iv) a projection of the viscosity onto a continuous
space.

Despite the fact that divergence damping is employed to additionally penalise build-up
of errors in mass conservation, we want to emphasize that the presented scheme—similar
to its Newtonian counterpart with constant viscosity proposed by Liu [21]—is distinctly
different from projection schemes, as it is based on a consistent PPE, inherently enforc-
ing a solenoidal velocity field. Owing to the fact that we do not project the velocity
onto a weakly divergence-free space and use the resulting scalar quantity to update the
pressure, but rather compute it from an appropriate Poisson problem, the mathematical
properties change. As a consequence, the proposed scheme is not subject to an inf-sup
condition, meaning, equal-order interpolation is admissible [154], whereas classical pro-
jection schemes require an LBB-compatible choice of function spaces for velocity and
pressure [185]. The most challenging aspect in the presented split-step scheme is thus
handling the more involved right-hand side of the PPE, as terms involving third-order
derivatives of the velocity naturally arise. Luckily, we are able to reformulate those terms,
such that the final scheme can be discretised with standard C0-continuous Lagrangian
finite elements, as shall be seen next.

3.4 Solving the linear systems

Discretisation in space is carried out in the usual manner, constructing continuous nodal
basis functions ϕu, ϕp, ϕµ and ϕζ , spanning the respective function spaces. For any test
and ansatz function (or its components), continuous functions from Xh ⊂ X := H1(Ω) in
the domain and the respective trace on ΓN for the pressure Dirichlet data projection are
employed. Then, the fully discrete weak forms in the higher-order split-step scheme with
divergence damping directly lead to systems of linear equations in the nodal degrees of
freedom (DoFs). As previously presented, the first step consists of projecting boundary
data on ΓN to recover the nodal coefficients of ζ̂?h, gathered in the discrete solution vector
ζ̂
?, by solving

Mζ ζ̂
? = e (3.27)

followed by the the pressure Poisson problem with p̂?h = ζ̂?h on ΓN ,

L p̂? = f, (3.28)

to compute the nodal vector p̂? corresponding to p̂?h. The pressure-like p̂?h is then used
together with extrapolated quantities u?h and µ?h to assemble the linear system arising
from linear momentum balance with un+1

h = gn+1
h on ΓD,
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Aun+1 = g, (3.29)

which we solve for un+1 constituting un+1
h and finally recover the viscosity, solving a

scaled mass matrix problem

Mµ µ̃ = h and µk+1 = η̃ µ̃, (3.30)

where we take η̃ = η∞, very much similar to the viscosity projection step in the coupled
solver used to tackle the velocity-pressure formulation. The above used matrices and
vectors are defined as

[Mζ ]ij :=〈ϕζi , ϕ
ζ
j 〉ΓN , [L]ij := 〈∇ϕpi ,∇ϕ

p
j 〉, (3.31)

[e]i :=−
m−1∑
j=0

βmj+1〈ϕ
ζ
i , µ

n+1
h ∇ · un−jh 〉ΓN

+
m−1∑
j=0

βmj+1〈ϕ
ζ
in, µ

n−j
h

(
∇un−jh + χ∇>un−jh

)
n− t̄n−j〉ΓN (3.32)

[f]i :=−
m−1∑
j=0

αmj+1〈ϕ
p
i , ρ∇ · u

n−j〉

+
m−1∑
j=0

βmj+1〈∇ϕ
p
i , b

n−j − (ρ∇un−jh )un−jh + 2
(
∇>un−jh

)
∇µn−jh 〉

+
m−1∑
j=0

βmj+1〈n×∇ϕ
p
i , µ∇× u

n−j
h 〉ΓD −

m∑
j=0

αmj 〈qn, ρgn+1−j〉ΓD (3.33)

[A]ij := 〈ρϕui , αm0 ϕuj +
(
∇ϕuj

)
u?h〉 − (1− χ)〈ϕui ,

(
∇>ϕuj

)
∇µ?h〉

+ (1− χ/2)〈∇ϕui + χ∇>ϕui , µ?∇ϕuj + χµ?h∇>ϕuj 〉 (3.34)[
g
]
i

:= 〈ϕui , bn+1 − ρ
m−1∑
j=0

αmj+1u
n−j
h 〉+ 〈∇ ·ϕui , p?h〉+ 〈ϕui , t̄

n+1〉ΓN (3.35)

[Mµ]ij := 〈ϕµi , ϕ
µ
j 〉, [h]i := 1/η̃〈ϕµi , η

(
γ̇
(
∇sun+1

h

))
〉 (3.36)

Matrices Mζ , L, Mµ and A are standard matrices in the finite element context and
thus easily preconditioned and solved. Regarding the linear solver, a CG method [100]
is employed for the symmetric and positive definite mass matrix and Poisson problems,
whereas if A is non-symmetric, as is the case when convective and/or the non-symmetric
diffusive terms are considered implicit, an FGMRES solver [135] is used. Efficient pre-
conditioners for these standard problems are constructed through open-source software
packages such as BoomerAMG [95] or Trilinos’ ML package [111], on the latter of which
we heavily rely on. More often than not, default settings for the individual problem
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types are predefined and can be further tuned to achieve satisfying results as shown in
a series of numerical examples in the following section.

3.5 Computational results

Let us now investigate on the accuracy, stability and efficiency in numerical experi-
ments. We consider first a manufactured solution to establish estimated orders of con-
vergence and then move on to the two-dimensional lid-driven cavity problem, where
several variants of the scheme are compared in terms of temporal stability. Then, a
three-dimensional abdominal aortic aneurysm (AAA) is considered, where we evaluate
performance of the split-step scheme and compare it to the coupled solution approach
using BVS stabilisation as presented in Sec. 2.2. Both the coupled solver and the split-
step scheme are implemented with help of the finite element toolbox deal.II [97, 98],
using Lagrangian tensor-product finite elements denoted as Q1Q1 or Q2Q1 for the linear,
equal-order case and a Taylor–Hood pair, respectively. The space for viscosity projection
is in any case the same as the one used for pressure approximation. Unless stated other-
wise, full projections (i.e., no lumped mass matrix solves) and the generalised Laplacian
form with semi-implicit diffusion and implicit, linearised convective term are considered,
decoupling individual velocity components, but keeping the convective term within A.
As already mentioned in the context of linearising the convective term in the momen-
tum equation in a coupled velocity-pressure formulation, treating the convective terms
semi-implicitly introduces a standard CFL condition. Numerical evidence suggests, that
the split-step scheme, extrapolating several solution components, does not further limit
the maximum admissible time step size [3, 21]. Thus, when adaptive timestepping is
considered, we settle for a puristic time step control written as

∆tn+1 = max
[
∆tmax,∆tn 0.98 min

(
1.02, CFLmax

maxe=1,...,NeCFLe

)]
, (3.37)

merely targeting a predefined maximum CFL number, CFLmax, based on the element
CFL number denoted by CFLe, which is defined on each element as

CFLe = max
i=1,...,d

|ui|∆tn
hi

, (3.38)

with element length hi being the maximum element node distance in direction xi divided
by the polynomial degree.

3.5.1 Manufactured solution in 2D

Consider the two-dimensional unit domain Ω = (0, H) × (0, H) with a side length of
H = 1, wherein the manufactured solution and rheological law are given as

p(x, t) = 2 sin(2− 2x)f(t), u(x, t) =
(

f(t) sin 2y sin2 x
−f(t) sin 2x sin2 y

)
,
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η(γ̇) =
[
1 + (10 γ̇)2

]−1/4
,

modelling a shear-thinning fluid. We consider the pure Dirichlet problem, i.e., ΓD = Γ
and, consequently, ΓN = ∅. Depending on the chosen function f(t) to ramp up the
solution, we can achieve diminishing or dominant spatial or temporal errors as desired.
In this whole section, unlike in the other numerical examples, the divergence damping is
not used to investigate convergence rates of the basic scheme more clearly. First, let us
test spatial convergence rates, setting

f(t) = 1− e−2t,

such that the solution reaches a steady state as t → ∞. Starting from a coarse mesh
with four uniform quadrilateral elements, uniform refinements are performed and the
relative errors defined as

||p− ph||T :=
 ||p− ph||L2(Ω)

||p||L2(Ω)

∣∣∣∣∣∣
t=T

, ||∇u−∇uh||T :=
 ||∇u−∇uh||L2(Ω)

||∇u||L2(Ω)

∣∣∣∣∣∣
t=T

,

are computed at t = T = 10, at which point the steady state is approximately reached
due to the function f(t) leading to 1− f(t) ≈ 2× 10−9.
For discretisation in time, the BDF1 scheme with a uniform time step size of ∆t = 0.01
is sufficient, since spatial errors at the end of the considered interval dominate. Fig. 3.1
summarises the results of the spatial convergence study, where the expected rates are
observed. The Q1Q1 pair achieves convergence rates of 1 in both the pressure’s relative
L2-norm and the relative H1-semi-norm of the velocity, while the LBB-stable Taylor–
Hood pair features convergence rates of 2 in those norms.
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Fig. 3.1: Manufactured solution: spatial errors obtained with Q1Q1 and Q2Q1 elements when
reaching the stationary state at t = T = 10.

As already mentioned several times during the derivation of the spit-step solver, the
option of lumping the mass matrix in the viscosity projection step seems attractive, since
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it allows swapping a mass matrix solve with a simple vector scaling. Thus, the spatial
rates when taking a lumped or the full mass matrix Mµ (3.36) are compared in Fig. 3.2.
Results for Q1Q1 elements with and without lumped mass matrices in the viscosity
projection step show similar results, whereas the Taylor–Hood pair having a higher rate
is more affected: while the pressure rate does not suffer from any noticeable drop-off, the
velocity rate is slightly decreased starting from the finer grid levels considered within this
test. This indicates that depending on the problem at hand, lumping the mass matrix in
the viscosity projection step might be a worthwhile compromise between accuracy and
speed, as inversion of a lumped mass matrix is trivial.
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Fig. 3.2: Manufactured solution: spatial errors obtained with Q2Q1 elements when reaching
the stationary state comparing full or lumped mass matrix solves in the viscosity
projection step.

Finally, the temporal convergence rates are investigated with f(t) = sin2 t in the time
interval from t = 0 to t = 10, computing the L∞(Q)-norms being the maximum error
in the space-time domain, Q := Ω × (0, T ], obtained either via a BDF1 scheme with
Q1Q1 elements or BDF2 integration combined with the Taylor–Hood pair Q2Q1. The
finest mesh constructed for the spatial convergence studies is selected to reduce spatial
errors and an initial time step of ∆t = 0.16 is halved in each refinement step until
∆t = 1.25 × 10−3 is reached. The resulting errors are depicted in Fig 3.3, where the
expected orders of convergence in the considered norms can clearly be identified. Note
here, that the maximum element CFL number as defined in (3.38) ranges from 0.1 to 15
in this setup, indicating already good stability properties of the split-step scheme.

So, summing up these results concerning experimental convergence rates in space and
time, the expected rates were observed in the numerical tests. Additionally, lumping the
mass matrix seems to have only a mild effect on the velocity errors, and can thus be
considered a worthwhile option for practical applications. During the temporal conver-
gence study, rather high CFL numbers achieved suggest good stability properties, which
are further investigated in the following numerical test.
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Fig. 3.3: Manufactured solution: investigating temporal convergence rates in maximum space-
time errors using a fine grid and BDF1 and BDF2 schemes with Q1Q1 and Q2Q1
elements, respectively.

3.5.2 Lid-driven cavity flow

To compare the stability properties of the different linearisation options, we resort to the
classical lid-driven cavity benchmark in its regularised form as proposed by de Frutos
et al. [155]. In two space dimensions, the unit domain Ω = (0, H)× (0, H) with H = 1 m
is subject to a ramped horizontal velocity at the lid, i.e., at y = H, which is given by
u1 = û1 ηr(t) ηx(x), where

ηr(t) =
{

sin2 πt
2Tr if t < Tr,

1 otherwise,
and ηx(x) =


1− cos4 πx

2L if x < L,

1− cos4 π(x−H)
2L if x > H − L,

1 otherwise,
(3.39)

with Tr = 1 s and the regularisation width L = H/10 m. A pure Dirichlet problem is
considered, prescribing u = 0, that is, no-slip conditions at the remaining parts of the
boundary. Regarding the rheological law, we consider a Carreau fluid setting κ = 1 and
a = 2 in the general form given in Eqn. (2.8), obtaining

η (γ̇) = η∞ + (η0 − η∞)
[
1 + (λγ̇)2

] b−1
2 . (3.40)

Lower and upper viscosity limits are chosen as η∞ = 1.0 mPa s, η0 = 100 mPa s and the
remaining parameters are set to λ = 10 s and b = 0.25. Together with a fluid density of
ρ = 1.0 kg/m3 and a maximum velocity û1 = 10 m/s, this leads to a Reynolds number of
Re = ρû1H/η∞ ≈ 104. The computational domain is discretised via 128 × 128 uniform
bilinear Q1Q1 elements or 64× 64 Q2Q1 elements leading to an equal number of velocity
DoFs. Using these uniform meshes, latter of which is depicted in Fig. 3.4, boundary
layers are deliberately not resolved to test the sensitivity of the split-step scheme with
respect to large gradients on comparably coarse meshes.
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Fig. 3.4: Lid-driven cavity flow: mesh of 64× 64 Q2Q1 elements in 4 subdomains.

This setting results in large gradients in the velocity, challenging our solver by the vis-
cosity varying by two orders of magnitude. Similar to the element CFL number, we also
define the element Reynolds number as

Ree = max
i=1,...,d

ρ|ui|hi
µ

, (3.41)

for later reference. A stationary state as shown in Fig. 3.5 using Q2Q1 interpolation is
reached after an initial ramp up phase, where the time step size is selected according
to (3.37), with a target maximum element CFL number of CFLmax = 5 and ∆tmax =∞.

Fig. 3.5: Lid-driven cavity flow: selected streamlines and pressure p overlayed by scaled ve-
locity components 0.05u1 at x = H/2 (white) and 0.1u2 at y = H/2 (black).

Now, the different approaches regarding linearisation of the momentum equation, given
in Eqns. (3.21) and (3.22), are compared using a uniform time step size which results in
a maximum CFLe of ≈ 10 when reaching the stationary state at t ≈ 1 s. A CG solver is
employed whenever applicable, while in any other case an FGMRES method is used to
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reduce the residual by a factor of 106. We report iteration counts needed for the viscosity
projection step (Nµ), the pressure Poisson step (Np) and the vector-valued momentum
balance or the alternative mean iteration count when solving the individual components
(Nu or N̄ui , respectively). Fig. 3.6 shows that all considered variants are stable when
using Q1Q1 elements and BDF1 time integration under a standard CFL condition. Given
the high target CFL number of ≈ 10, some schemes diverge, given different constants
in the respective CFL conditions. Iteration counts increase with the element CFL and
Reynolds numbers reaching their maxima of ≈ 10 and≈ 50, respectively, as the boundary
condition is fully ramped up.
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Fig. 3.6: Lid-driven cavity flow: element Reynolds and CFL numbers, iteration counts of the
PPE (Np) and viscosity projection (Nµ) steps (left) and comparison of convective
and viscous term variants (right) using BDF1 timestepping and Q1Q1 elements.

Inspecting the initial range closer, we see that as long as CFLe < 1 holds, the AMG pre-
conditioner performs well. For the PPE and viscosity projection steps, iteration counts
stay constant regardless of interpolation order or time integration scheme used, but the
momentum balance step shows vastly different behaviour depending on the chosen lin-
earisation variant. The standard linearisation of the convective term, (∇un+1)u?, is
considerably more stable than the other options considered here. The choices being fully
explicit in the convective term, (∇u?)u? or [(∇u)u]?, lead to temporal instabilities
as soon as CFLe = 1 is surpassed, finally leading to divergence of the linear solver at
t ≈ 0.6 s. The fully explicit variants extrapolating the convective term as a whole or
the velocity vector lead to almost identical results and might be worth considering, if
the time step size is small enough. The main reason for doing so is that it allows using
a CG solver, if the viscous term is treated semi-implicitly as well. Using the most stable
variant of the convective term, treating ∇>u∇µ fully explicit, i.e, ∇>u?∇µ?, does not
introduce further restrictions on the time step size in our experiments.
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Now, introducing again a lumped mass matrix solve in the viscosity projection step,
we observe no influence on the iteration counts of the linear solvers and no instabilities
are introduced. As can be seen from Fig. 3.7 (left), the iteration counts are almost
identical, such that introducing lumping in the viscosity projection step and effectively
replacing a scalar-valued mass matrix solve with a simple vector scaling is indeed a
worthwhile alternative. However, the effects of lumping the viscosity projection step’s
mass matrix are largely problem dependent and thus might have consequences if used in
other scenarios.
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Fig. 3.7: Lid-driven cavity flow: impact of various linearisation variants of the convective term
and lumped viscosity projection step (“lumped”) in the generalised Laplacian form
(left) and differences to the stress-divergence form (right).

Comparing the generalised Laplacian and stress-divergence forms of the momentum
equation, we see that a decoupling of the velocity components leads to distinct linearisa-
tions needed. For the generalised Laplacian form, considering

(
∇>u

)
∇µ fully explicit,

shifting it to the right-hand side is enough, while in the stress-divergence form, we end
up with 2µ?∇sw : ∇su leading to a symmetric matrix, but also to a more involved
coupling of the individual components. In order to achieve a decoupled variant, we first
rewrite the term as µ?∇w : ∇su (which is completely equivalent) and then shift the
non-symmetric, component-coupling part, µ?∇w : ∇>u, to the right-hand side. What
remains to be assembled into the stiffness matrix is then an integral 〈∇w, µ?∇u〉 for
both forms, but the contribution to the right-hand side is either 〈w,

(
∇>u

)
∇µ?〉 for the

generalised Laplacian form or −〈∇w, µ?∇>u〉 for the stress-divergence form.

As the results summarised in Fig. 3.7 indicate, all variants are stable, yielding low it-
eration counts given small enough time steps up to CFLe ≈ 8.5. Iteration counts for
the two variants do not differ much prior to that point, while considering individual
components has a much bigger influence. At CFLe ≈ 8.5, the decoupled variant of the



3.5 Computational results 93

stress-divergence form diverges, which does not occur using the generalised Laplacian
form. Depending on the application at hand, the linearised terms allowing for a split
into d scalar-valued subproblems might be more (or even less) important and thus lead
to different maximum allowed element CFL numbers before the linear solvers give in.
When a second-order scheme is employed, that is, BDF2 timestepping combined with
linear extrapolation, the maximum reachable CFL number is reduced as can be seen from
Fig. 3.8. By design of this numerical test, a maximum CFLe ≈ 9 can be achieved, but
the FGMRES solver diverges shortly after. However, same trends as observed using the
first-order scheme are seen: first, the iteration counts in the viscosity projection and PPE
solves are nicely bounded, while the fully explicit convective term reduces the admissible
time step size drastically (reaching CFLe ≈ 2 with temporal instabilities clearly visible
in the solution). Second, decoupling the velocity components leads to a reduced mean
iteration count and the decoupled version of the stress-divergence form diverges earlier
than the decoupled version of the generalised Laplacian variant. Third, lumping the
mass matrix in the viscosity projection step has yet again no effect on the remaining
algorithm in terms of iteration counts. That is, altogether, the same trends as in the
previous series of tests are observed.
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Fig. 3.8: Lid-driven cavity flow: element Reynolds and CFL numbers, iteration counts of the
PPE (Np) and viscosity projection (Nµ) steps (left) and comparison of convective
and viscous term variants (right) using BDF2 timestepping and Q1Q1 elements.

Lastly, the second-order accurate scheme, i.e., BDF2 and linear extrapolation is com-
bined with Q2Q1 elements. The spatial discretisation uses a quarter of the elements
only, but has the same number of velocity DoFs as the tests using Q1Q1 elements—the
element CFL number as defined in (3.38) incorporates the polynomial degree by halving
the element length in each direction. Similar trends as in the already presented compu-
tational experiments with BDF2 and linear extrapolation are observed. Fig. 3.9 shows
iteration counts for the viscosity projection and PPE steps staying nicely bounded, while
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at CFLe ≈ 9 also the most stable linearised variants of the scheme diverge. Lumping
the mass matrix in the viscosity projection step has again no influence on the observed
iteration counts or maximum reachable CFLe, and the decoupled variants lead to lower
iteration counts while not introducing too strict time step constraints. The decoupled
variant of the stress-divergence again diverges slightly earlier than the generalised Lapla-
cian counterpart.
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Fig. 3.9: Lid-driven cavity flow: element Reynolds and CFL numbers, iteration counts of the
PPE (Np) and viscosity projection (Nµ) steps (left) and comparison of convective
and viscous term variants (right) using BDF2 timestepping and Q2Q1 elements.

Summarising the results obtained in these tests, we see that a standard CFL condition
has to be fulfilled when using any variant of the split-step scheme. Comparing the
first and second-order accurate schemes, we observe greater stability when using BDF1
together with u? = un and similar first-order accurate extrapolations, but still reasonable
time step sizes for BDF2 with linear extrapolations. These stability constraints are well
known also from coupled, but linearised velocity-pressure formulations, as we considered
in Sec. 2.2.
Starting from a linearised convective velocity in a semi-implicit or a fully explicit way,
the admissible time step size is already limited to a certain size. Some of the newly
introduced linearisations further restrict the time step size, but the maximum reached
element CFL numbers of O(10) when combining a semi-implicit convective term with
any time discretisation, linearisation and decoupling variant are promising. The different
variants of linearising the convective term, however, turn out to perform rather different,
where the most popular variant (∇u)u? was superior to the other semi-implicit option
(∇u?)u. A fully explicit convective term, (∇u?)u?, restricts the time step size quite
drastically, but might end up being competitive if the non-symmetric viscous contribution
is considered explicit as well. Doing so, a CG instead of FGMRES solver can be employed,
reducing the iteration counts in our tests.
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The explicit treatment of the non-symmetric and component-coupling viscous term,(
∇>u

)
∇µ? allows decomposing the vector-valued advection-diffusion-reaction equation,

that is, the momentum balance equation into d components. This reduces iteration
counts while not introducing an additional time step constraint and might thus be a
worthwhile strategy depending on the problem setup. The stress-divergence form tends
to perform similar to the generalised Laplacian one, while of course the resulting natural
boundary condition differs. In the present tests, the decoupled variant of the stress-
divergence formulation lead to earlier divergence compared to its generalised Laplacian
counterpart—an observation which might be problem dependent and is judged rather
minor at this point.

Most importantly, both Q2Q1 and Q1Q1 elements delivered good results and were found
stable over a wide range of time step sizes and CFL numbers. Judging from our tests,
equal-order interpolation does not exhibit any spurious oscillations, indicating that an
inf-sup condition does not apply as observed by other authors [154, 178–183]. That being
said, it is also clear that we lack mathematical analysis regarding PPE-based split-step
schemes, which is indeed a pressing issue lying beyond the scope of this work.

3.5.3 Flow through an idealised aneurysm

In this numerical test, we consider a three-dimensional problem in the cardiovascular
context, namely, pulsatile flow through an idealised abdominal aortic aneurysm (AAA).
All parameters considered are in the physiological range, such that the behaviour of the
split-step scheme in realistic haemodynamic scenarios can be investigated. A Carreau
fluid, obeying to the rheological law as given in Eqn. (3.40) with upper and lower viscosity
limits η0 = 50 mPa s and η∞ = 5 mPa s, fitting parameters b = 0.25 and λ = 10 s and
a density of 1000 kg/m3 resembling blood is employed.

A hexahedral mesh is constructed in a cylindrical domain from x = 0 to L = 20 cm, with
its axis identical to the x-axis and a radius of R = 1 cm. Owing to the simple geometric
desription, a boundary layer mesh is easily designed in this initial configuration, which
is then transformed by adapting the radial coordinate r̂ :=

√
ŷ2 + ẑ2 of each grid node

according to

r ← r̂
(

1 + 2 sin10 πx

L

)
to obtain the final geometry. The resulting mesh features circular in- and outlet sections
and an expanded region with a three-fold increase in the radius, as can be seen from
Fig. 3.10. This medium spatial resolution together with boundary layers already leads to
roughly 4.9×105 finite elements with ≈ 5×105 nodes, which are distributed to 14 subdo-
mains. With the split-step scheme in its variant decoupling the 3 velocity components,
the number of nodes is identical to the size of the systems that are solved, if Q1Q1 inter-
polation is employed. Using the coupled (monolithic) velocity-pressure form presented
in Sec. 2.2, the same mesh also using Q1Q1 interpolation leads to a velocity-pressure sys-
tem with ≈ 2×106 unknowns (not taking the decoupled viscosity into account), whereas
Q2Q1 elements lead to ≈ 12.4 × 106 DoFs. Of course, the solution quality is likely to
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change drastically considering these different schemes, but when forced to a specific el-
ement size due to geometric constraints in mesh generation, running simulations with
such a given fixed spatial discretisation is considerably cheaper following the split-step
approach.

Fig. 3.10: Blood flow in idealised aneurysm: mesh of ≈ 4.9 × 105 hexahedra and ≈ 5 × 105

nodes distributed to 14 subdomains.

The time step size is adapted in order to achieve a target CFL number of CFLmax = 0.3 in
Eqn. (3.37), where no maximum time step size is enforced, i.e., ∆tmax =∞. A parabolic
inflow profile is prescribed at x = 0, ramping the inflow smoothly in time via

u = (û1, 0, 0)> , where û1 = ηr

(
1− 0.3 cos πt0.5

)(
1− r2

R2

)
,

and ηr defined as in (3.39) with Tr = 0.5 s starting from the quiescent state, u = 0, taken
as initial condition. At the vessel’s walls (i.e., at r̂ = R before mapping the mesh), no-slip
conditions are enforced, while a zero Neumann condition in the generalised Laplacian
formulation is employed to prescribe t̃ = 0 at the outlet. A time step size in the range of
0.5 ms results, while the Reynolds number defined via inlet diameter and spatially mean
flow velocity is Re = ρû1R/η∞ ≈ 2000.

The pulsatile flow is computed in the interval from t = 0 to t = 6 s, recording the
maximum element CFL number CFLe as defined in (3.38), the maximum inlet velocity
scaling û1, the time step size ∆t, the maximum element Reynolds number Ree according
to (3.41) and iteration counts in the pressure Dirichlet data projection step (Nζ), PPE
solve (Np), viscosity projection step (Nµ) and mean iteration counts over the 3 scalar
problems governing the velocity components (N̄ui).
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Results are shown in Fig. 3.11, where one observes nicely bounded iteration counts
for all involved linear solvers. The projection steps need an almost constant number
of iterations throughout the entire time interval, hinting at the good performance of
the AMG-preconditioned mass matrix solve via a CG method also for grids with high
aspect ratios as the present one. The projection of pressure boundary data is from
a computational cost perspective completely negligible, though, since less than 1% of
the overall computing time is spent for assembly and solve of the projection variable
ζ. Given that a boundary projection is the only step in the scheme which might be
non-trivial, the only motivation for lumping this mass matrix solve might stem from
easier implementation. Due to the small time step size resulting from CFLe < 0.3, the
momentum balance steps show remarkably low iteration counts. Despite the convective
term considered semi-implicit as 〈w, ρ (∇u)u?〉, only very mild effects linked to a change
in the inlet profile and corresponding Reynolds number are observed. The number of
iterations needed to solve the PPE step (Np) lies around ≈ 40 for the whole simulation
period and varies mildly with the inflow, which is caused by the variable right-hand side
of the corresponding linear system.
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Fig. 3.11: Blood flow in idealised aneurysm: inlet velocity scale û1 and time step size ∆t for
CFLe < 0.3, element Reynolds number Ree and iterations in boundary projection
step Nζ , PPE solve Np, viscosity projection Nµ and mean over velocity components
solves N̄ui using BDF2 and Q1Q1 elements.

In addition to the obtained iteration counts and element-local CFL and Reynolds num-
bers, we present the pressure and viscosity at three distinct points A = (L/2, 3R, 0)>
lying at the apex point in the pipe’s center, point B = (L/2, 3R/

√
2, 3R/

√
2)>, also at the

apex but rotated by 45◦ into the first quadrant and C = (L, 0, 0)> located at the outlet’s
center. In Fig. 3.12, we can clearly see that a zero pressure is enforced on the outlet via
t̃ = 0 and the two points A and B, both lying at x = L/2, show identical pressure values,
smoothly varying in time with the inlet velocity scale. The viscosity values in A and B
are identical once the periodic state is reached, after which they hit the upper viscosity
limit η0 periodically. The viscosity in the apex points only differs during an initial period
of first intense recirculations, when the fully ramped inflow is reduced rapidly. At the
outlet center point C, the apparent viscosity also fluctuates in time given the variable
shear rate.
As already indicated by these point values, the solution for this Reynolds number is
rotationally symmetric and reaches a periodic state (if the solver tolerances are low
enough and the spatial and temporal errors are small). Due to the periodic inflow,
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Fig. 3.12: Blood flow in idealised aneurysm: time history of pressure (left) and viscosity (right)
at selected points A, B, and C using BDF2 and Q1Q1 elements.

recirculating flow is observed in the aneurysm, leading to high velocity gradients, strong
differences in the local shear rate and thus to large variations in viscosity. Snapshots of
the solution in the systolic phase of the sixth considered cycle at t = 5.37 s are depicted
in Fig. 3.13, showing selected streamlines colored by the velocity norm and the pressure
in half of the domain.
While a more sophisticated in-depth analysis regarding the importance of rheological
modelling in such a haemodynamic scenario lies beyond the scope of this work, we
restrict ourselves to sheer observations of changes in viscosity throughout the pulse cycles
in space. Fig. 3.14 shows a slice through the domain at y = 0 at t = 5.37 s, that is, at
the same time as the snapshots presented in Fig. 3.13. Again, strong recirculations can
be observed, leading to large variations in the viscosity.
These patterns can be compared to cut contours of the viscosity in the diastolic phase
of the final cycle at t = 5.83 s, where the viscosity spans the whole range of admissible
values, η∞ ≤ µ ≤ η0, with the highest values present at the apex of the aneurysm and
the inviscid viscosity limit reached in the bulk of the domain. In the region where the
aneurysm expands, the flow (from right to left in Fig. 3.15) recirculates, such that a zone
with lower shear rates and thus an increased viscosity persists.

3.5.4 Computational performance study

At this point, it is interesting to compare the split-step method with the BVS scheme
from Sec. 2.2 and standard Taylor–Hood discretisation. To reduce the computing times,
we settle for a slightly simpler setup considering only two pulses within the interval
It = (0, 1] with a fixed time step size of ∆t = 1 ms while the remaining problem
parameters are unchanged from the preceding example in Sec. 3.5.3. Also, a smaller
mesh of 2.1 × 105 for Q1Q1 interpolation and half as much elements when using the
inf-sup stable Q2Q1 pairing is considered. Employing these spatial discretisations, the
number of velocity DoFs is the same, whereas the coarser mesh with Q2Q1 elements
features much less nodes to construct the linear space compared to the former case with
equal-order interpolation.
The coupled velocity-pressure formulations split the viscosity projection step from the
overall system via extrapolation, linearise the convective term via (∇u)u? as well, but
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Fig. 3.13: Blood flow in idealised aneurysm: streamlines (top) and pressure in half of the
domain (bottom) at t = 5.37 s using BDF2 and Q1Q1 elements.

Fig. 3.14: Blood flow in idealised aneurysm: velocity vectors colored by ||u|| and viscosity
in y = 0 at time t = 5.37 s using BDF2 and Q1Q1 elements with the main flow
direction from right to left.
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Fig. 3.15: Blood flow in idealised aneurysm: selected viscosity contours in systole at t = 5.83 s
using BDF2 and Q1Q1 elements with the main flow direction from right to left.

solve for the velocity and pressure fields in a monolithic system of the form(
A B
C D

)(
uk+1

pk+1

)
=
(
f
g

)
,

employing an FGMRES method [135] with a block-triangular right preconditioner [106]

P−1 :=
(

A B
0 S

)−1

=
(

A−1 0
0 I

)(
I −B
0 I

)(
I 0
0 S−1

)
,

with the pressure Schur complement S := D −CA−1B, exactly as detailed in Sec. 2.5.
Regarding the approximation of the inverse Schur complement, however, we consider
now two distinctly different preconditioning options. While the BVS formulation uses an
adapted variant of the PCD preconditioner (see Sec. 2.5 for a detailed discussion), using
a Taylor–Hood pair, on the contrary, allows consistently choosing a grad-div stabilisation
parameter γe = O(1) in Eqn. (2.66) [27], such that a grad-div preconditioner accounting
for a variable viscosity combining ideas of [129, 134] can be used. So, in the latter case,
we approximate the pressure Schur complement via

S−1 ≈M−1
µ,γ + L−1

p ,

with matrices defined in the pressure space (2.89) and (2.5). For details on the precon-
ditioner design, we refer to Sec. 2.2 and [104, 106, 124, 129, 132, 134, 136].

In the preconditioner, all the inverses are approximated via single AMG V-cycles, again,
exactly as in Sec. 2.2. The main goal is to compare these standard approaches and the
performance that can be achieved via open-source linear algebra packages given a fixed
discretisation. All implementations are yet again based on deal.II [96–99] and interface
Trilinos’ ML package [111] to precondition linear solves reducing the residual by a factor
of 105 from the last time step’s solution taken as initial guess.
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In Fig. 3.16, we report the maximum element Reynolds number reaching a value of
almost Ree ≈ 600, the maximum element CFL number smaller than 0.5 and the resulting
iteration counts in the velocity-pressure formulations (Nu,p). For the PPE-based split-
step scheme, the iteration counts in the PPE step (Np) and the sum of all iterations
spent in the individual velocity component solves (∑iNui) are reported.
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Fig. 3.16: Scaled element Reynolds and CFL numbers (left) and iteration counts Nu,p for the
velocity-pressure system with Q2Q1 or Q1Q1 elements compared to the PPE-based
approach (right).

The recorded iteration counts are initially higher for all solvers/preconditioners used due
to the relative convergence criterion and show a mild dependence on the Reynolds number
for the velocity-pressure formulations. The grad-div precondtitioner outperforms the
PCD preconditioner, showing lower iteration counts and seemingly reduced sensitivity
with respect to the flow regime. The split-step scheme shows very mild dependence on the
Reynolds number in the momentum balance steps, which features low iteration counts
around 10-15, whereas the pressure Poisson solve is in this numerical test unaffected by
an increase in the volumetric flow rate, but results in ≈ 35 preconditioned AMG steps,
once the initial ramp-up phase is completed.
In an attempt to compare the different solver paradigms, we count individual AMG
V-cycles needed during the simulation, neglecting assembly times, preconditioner setup
and actual linear solver used, as those are approximately equal or turn out to favour
the monolithic solvers. Assuming that all mass matrix problems may be lumped in the
approximations of S−1 gives two AMG cycles per preconditioner application (A−1 and
L−1
p ) for the monolithic approach with grad-div preconditioner, and three (A−1 and two

times L−1
p ) for the BVS Q1Q1 approach—replacing the matrix product in Eqn. (2.85),

C diag(ρMu)−1 B, simply by Lp given large enough, uniform time steps. Each step in
the split-step scheme uses an AMG-preconditioned CG or FGMRES solve, such that
each iteration on the d velocity components and the pressure Poisson problem account
for 1 AMG V-cycle, while the viscosity projection step’s mass matrix solve is lumped.
Tab. 3.2 lists the number of cycles in absolute and relative terms, showing slightly (Q2Q1)
to significantly (Q1Q1) higher counts for the monolithic schemes compared to the summed
individual steps in the split-step approach. The number of AMG V-cycles on any block,
however, does not take into account, how complex solving the velocity-velocity block
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with a denser sparsity pattern due to a higher polynomial degree is. Despite the fact
that the PCD preconditioner needs more linear solver iterations and more AMG V-
cycles per preconditioner application, it still turns out to be faster than its grad-div
preconditioned alternative. Also, the increased ratio between velocity to pressure DoFs
plays a role, as an optimal number of cores for a fixed problem size (number of elements)
differs for scalar problems and the coupled, vector-valued and possibly second-order
velocity field. Optimal core counts were used for the comparison, that is in the current
implementation 12 cores for Q2Q1 interpolation and 10 cores otherwise, which lead to
the smallest computing times listed. Additionally, the recorded timings rather show the
influence of actual system sizes than overall DoF count on the achieved timings, which
does not come as a surprise.

Tab. 3.2: Comparison of monolithic Q2Q1 and BVS Q1Q1 approaches with Q1Q1 ansatz in
the split-step scheme: mean AMG V-cycles per time step (top row) and time spent
in linear solver routines (bottom row).

Q2Q1, grad-div Q1Q1 (BVS), PCD Q1Q1, split-step

mean AMG V-cycles 65.06 (144%) 125.29 (278%) 45.12 (100%)
linear system solve time 9186 s (253%) 8196 s (226%) 3633 s (100%)

Summing up, given small enough time steps, all schemes perform decently well, with the
split-step scheme being significantly faster. Note here also that for high Reynolds number
flows, the construction of a suitable preconditioner, especially the Schur complement, is
more involved and might alter the obtained results in favour of the split-step scheme.
When suitably tailored multigrid methods are used, or in different flow regimes, however,
monolithic formulations are competitive nonetheless. Comparing the split-step scheme
to a nonlinear solver as presented in Sec. 2.2, an additional speed-up of around 2 to 3
can be expected. An advantage inherent to the split-step scheme is the fact that all
involved steps are standard problems, for which tailored tools are easily accessible and
are continuously improved. On the other hand, fully implicit, coupled formulations do
not suffer from severe time step restrictions, such that a general statement is not easily
formulated. Depending on the target application and (especially) on the implementation,
any of the considered schemes might yield the best results in terms of computing time.
In terms of accuracy, however, inf-sup stable, coupled and fully implicit formulations
(possibly with discontinuous pressure approximation) are most often preferred, if they
are not found too costly.

3.6 Summary and conclusion

The PPE-based split-step scheme presented within this chapter completely replaces the
continuity equation with a consistent PPE. It incorporates a suitable consistent Dirichlet
condition for the pressure, rendering the PPE uniquely solveable given velocity. Extrap-
olating in (pseudo-)time, the equations governing viscosity, velocity and pressure are
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now decoupled, which allows recovering them independently. Similar to the coupled ap-
proach, all fields are interpolated using standard C0-continuous finite elements. Also,
equal-order interpolation is admissible, which distinguishes the current scheme from re-
lated projection methods. To further improve mass conservation, we employ divergence
damping, that is, a Helmholtz–Leray decomposition of the past time step’s velocities
only, sparing us an additional projection of the divergence-free fluid velocity onto a con-
tinuous space. With that, a single scalar-valued Poisson problem per time step needs
to be solved additionally, but combining the PPE and projection variable into a single
pressure-like quantity leads to a scheme with no added cost. Compared to the Newtonian
base variant, we thus merely add a scalar-valued mass-matrix problem projecting the vis-
cosity. An iteration-free method results, involving only three computationally relevant
linear systems: the momentum balance, the PPE and viscosity projection steps.
Several numerical experiments of academic nature demonstrate accuracy and robustness
of the presented algorithms, showcasing the expected convergence rates. A test applying
the split-step scheme to an idealised abdominal aortic aneurysm highlights the scheme’s
potential for practical application to haemodynamics.
A comparative study of the coupled velocity-pressure formulation and the PPE-based
split-step scheme then further revealed that the latter has greater potential for applica-
tion in large-scale problems given the fact that the momentum balance and PPE steps
are easier completed individually than obtaining velocity and pressure through a coupled
system. This is of course heavily dependent on the implementation and preconditioner
choice and thus might not hold true applying more elaborate techniques. However, es-
pecially when having FSI in mind, the PPE-based split-step scheme has an additional
advantage: owing to the decoupling, velocity and pressure can be recovered individu-
ally, such that added-mass stable, semi-implicit coupling is enabled! Within such semi-
implicit FSI schemes, only the fluid pressure and structural displacement are coupled
iteratively at each time step, while the remaining subproblems are treated explicitly and
hence only solved once per time step. Consequently, the computational costs associated
with a single iteration in the FSI coupling loop decrease tremendously. This work aims
at exploiting this enormous potential when coupling the split-step scheme to an elastic
structure (see Ch. 7). The monolithic velocity-pressure formulation is not considered
within an FSI context given that such approaches are frequently found in literature.
With this, the basic forms of the coupled velocity-pressure formulation as presented in
the previous chapter and the related PPE-based split-step scheme are introduced. We
thus turn our attention to further including relevant modelling aspects and numerical
techniques to solve practical problems in the cardiovascular and general biomedical con-
text in the following chapter.





4 Incompressible viscous flows:
extensions to biomedical applications

The previous chapters already demonstrated the basic properties and indicated applica-
bility to real-world applications in the haemodynamic context of the BVS formulation
and the split-step scheme. When tackling more involved geometries than the idealised
ones already considered, possibly derived from medical image data, several aspects need
to be covered in order to refer to simulations as “patient-specific”. This chapter aims to
summarise the needed numerical techniques and modelling aspects concerning the fluid
solver to tackle problems of clinical interest. First, the extension of the Navier–Stokes
system to the moving domain case, adopting an Arbitrary Lagrangian–Eulerian (ALE)
formulation, is discussed in Sec. 4.1. Then, Robin boundary conditions—of great in-
terest in haemodynamic FSI—are introduced in Sec. 4.2. Third, the stabilisation of
dominant convective effects via suitable residual-based stabilisations is introduced in
Sec. 4.3, before we finally cover suitable in- and outlet conditions in Secs. 4.4–4.6 by
constructing inflow profiles on non-circular cross-sections, stabilising instabilities trig-
gered by re-entrant flow and modelling the neglected downstream vasculature.
The ALE formulation of the PPE-based split-step scheme follows the presentation in the
author’s work [5], while herein, we give a more rigorous introduction to ALE methods.
The remainder of this section concerning further extensions (of the split-step scheme
in particular) towards practical application in the biomedical context can be found
in Schussnig et al. [6]. Within this work, these mentioned facets are introduced in general
form, applicable to both the PPE-based split-step scheme and coupled velocity-pressure
formulation with BVS. However, we refrain from presenting results within this section,
since the bulk of the methods presented here aim at FSI formulations to be considered
in Ch. 7.

4.1 Flows in moving domains

By far the most popular application of flows in moving domains is FSI, since a cen-
tral part thereof is always a formulation of the fluid problem able to account for the
changing fluid domain. Thus, a large portion of the literature regarding such schemes
has been developed in direct or indirect relation to FSI problems. Some of the most
popular techniques to cope with moving domains are ALE formulations [187–194], im-
mersed boundary techniques [195–200] and fictitious-domain methods [201–204], either
tracking or capturing the motion of the fluid–structure interface, or, from a more gen-
eral viewpoint: accounting for the moving fluid domain. One might also refer to these
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techniques depending on how the boundary of the fluid domain is considered, resulting
in a distinction of fitted and unfitted methods.

ALE methods date back to the work by Hirt et al. [205] and were later on employed in
a finite element context of the Navier–Stokes equations for compressible [194, 206] and
incompressible [188] flow. For a comprehensive overview, the reader is referred to the
recent survey by Donea et al. [207], while a summary of the early days may be found
in [194] and an introduction can be found in the monograph by Donea and Huerta [39].

The fundamental concept of the ALE method is to neither take the Lagrangian frame
with coordinate x̂, nor the spatial configuration with x(x̂, t) as reference, but a third, the
so-called ALE configuration in terms of x̃. Our starting point is the momentum balance
equation in Eulerian form as given in Eqn. (2.1), repeated here for the convenience of
the reader,

ρ∂tu+ ρ (∇u)u−∇ · σ = b, (4.1)

where the time derivative ∂tu is a shorthand notation for ∂tu|x, the spatial time deriva-
tive, meaning the time derivative at a point “holding x fixed”. An interpretation that
allows formulating balance equations in a fixed reference frame, which is the natural
viewpoint in fluid mechanics problems, as one is typically interested in quantities at
fixed points in space, that is, x in Ω. On the contrary, the material time derivative,

dtu := ∂tu|x̂, (4.2)

describes the time derivative as seen by an individual particle, located at x̂ in the La-
grangian frame Ω̂. The particle-centered viewpoint in Eqn. (4.2) is natural in solid
mechanics—with the aim to identify stresses in certain points in the Lagrangian frame,
i.e., the “undeformed” configuration—and thus more often applied in this context, as it
additionally renders the momentum balance equation free of any convective term,

ρdtu−∇ · σ = b, (4.3)

since we have

∂u(x(x̂, t), t)
∂(x̂, t) = ∂u(x, t)

∂(x, t)
∂(x, t)
∂(x̂, t) =

(
∂u(x,t)
∂x

∂u(x,t)
∂t

∣∣∣
x

)(∂x
∂x̂

∂x
∂t

∣∣∣
x̂

0 1

)
,

where multiplication gives the standard relation

∂u(x(x̂, t), t)
∂x̂

= ∂u(x, t)
∂x

∂x

∂x̂
,

and the sought one, connecting material and spatial time derivatives

∂u(x(x̂, t), t)
∂t

∣∣∣∣∣
x̂

= ∂u(x, t)
∂x

∂x

∂t

∣∣∣∣∣
x̂

+ ∂u(x, t)
∂t

∣∣∣∣∣
x

.
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Therein, ∂tx|x̂ is the particle velocity, such that we can rewrite in the typical notation

∂tu|x̂ = dtu = (∇u)u+ ∂tu|x,

such that the connection between Eqns. (4.1) and (4.3) becomes obvious.

In an ALE framework, we might go a similar route, expressing the spatial coordinate in
terms of the ALE coordinate, that is x = x(x̃, t) and go through the same steps once
again, yielding

∂u(x(x̃, t), t)
∂(x̃, t) = ∂u(x, t)

∂(x, t)
∂(x, t)
∂(x̃, t) =

(
∂u(x,t)
∂x

∂u(x,t)
∂t

∣∣∣
x

)(∂x
∂x̃

∂x
∂t

∣∣∣
x̃

0 1

)
.

In analogy to the connection between Eulerian and Lagrangian reference frames, we now
obtain a relation between the ALE time derivative ∂tu|x̃ and the spatial time derivative
∂tu|x as

∂u(x(x̃, t), t)
∂t

∣∣∣∣∣
x̃

= ∂u(x, t)
∂x

∂x

∂t

∣∣∣∣∣
x̃

+ ∂u(x, t)
∂t

∣∣∣∣∣
x

.

We can rearrange the above relation to give

∂tu|x = ∂tu|x̃ − (∇u) ∂tx|x̃, (4.4)

with the term ∂tx|x̃, which we can interpret as follows: For a given point in the ALE
configuration, x̃ fixed, the time derivative of the position x(x̃, t) is nothing more than
the velocity of the ALE configuration itself. For ease of notation, we thus define the
mesh velocity,

um(x̃, t) := ∂tx|x̃, (4.5)

and finally rewrite the momentum balance equation starting from the Eulerian form as
given in Eqn. (4.1) by inserting (4.4). This yields

ρ∂tu|x̃ + ρ (∇u) c−∇ · σ = b with c := u− um. (4.6)

Inspecting this relation closer, it becomes obvious where the term “arbitrary” in ALE
originates from: choosing x̃ ≡ x, one ends up with the Eulerian formulation, as um = 0.
Taking x̃ ≡ x̂ on the other hand, we end up with the material time derivative dtu and
the convective term vanishes due to u ≡ um. Note here that the presented derivations
do not alter spatial operators, as would be common in a fully Lagrangian setting typical
for solid mechanics.

In this setup, the ALE configuration can be chosen freely, not following the particle
motion, but also not fixed as in an Eulerian setting. Denoting the time-dependent fluid
domain by Ωt, e.g., transformed from the initial configuration Ωt=0 by a given map, we
choose to follow exactly this (prescribed) motion.
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Then, we can construct a mapping φ(x̂, t) from the initial configuration Ωt=0, which is
identical to the Lagrangian reference frame Ω̂, with the help of the displacement d(x̂, t)
in Ω̂ as

φ : x̂ ∈ Ω̂→ x ∈ Ωt , φ(x̂, t) := x̂+ d(x̂, t),

as is typical in solid mechanics. Recasting this in terms of x̃, we see that

um := ∂tx(x̂(x̃, t), t)|x̃
= ∂tx̂(x̃, t)|x̃ + ∂td(x̂(x̃, t), t)|x̃
= ∂td(x̂(x̃, t), t)|x̃,

since ∂tx̂(x̃, t)|x̃ = 0, meaning that the Lagrangian coordinate to which a moving grid
point corresponds to does not change in time. By design, we also have x̃|t=0 = x̂ as we
start with d|t=0 = 0, and hence, the displacement is naturally given in a grid point x̃.
Then, the time derivative ∂td|x̃ is computed using standard time integration schemes,
without any further transformations needed, just taking values in grid points.
Discretising Eqn. (4.6) is then carried out almost identical to the standard Eulerian
setting, since we can approximate ∂tu|x̃ using grid data as usual, with the only difference
being that the grid position is updated each time step. The discretisation in space follows
exactly the standard procedure, redirecting the reference element map from the Eulerian
configuration to an updated element position in the current domain Ωt.
Before presenting the ALE formulations of monolithic and split-step schemes, two impor-
tant aspects need to be addressed: first, one has to note that we assumed all the involved
transformations being one-to-one, continuously invertible maps. The coordinate x(x̃, t)
is typically constructed by means of a displacement d(x̂(x̃, t), t) from the initial ALE
configuration identical to the Lagrangian frame. Thus, one is typically interested in pre-
scribing d|∂Ω̂ such that extending the prescribed boundary displacement into the interior
of Ω̂ is a crucial aspect of any ALE method. There is, however, quite some freedom in
constructing a suitable extension leading to a variety of ways available from literature
as shall be seen in Sec. 7.5. For now, we simply assume a suitable, i.e., continuous and
invertible displacement field d(x̂, t) given, such that the balance equations in ALE form
are well defined.
A second pressing issue regarding ALE formulations as already identified by Thomas
and Lombard [208] is the preservation of a constant solution on a moving grid down
to the discrete level, a property which is of such fundamental importance that it has
found great attention since then (see, e.g., [209–215]). According to Förster et al. [214],
we can fulfil the so-called geometric conservation law (GCL) and achieve the expected
temporal order of accuracy by (i) taking the convective ALE form of the Navier–Stokes
equations as presented in Eqn. (4.6), (ii) integrating all terms over Ωt=tn+1 , denoted as
Ωn+1, and (iii) using an identical time integration scheme for the fluid velocity u and the
mesh velocity um := ∂tx|x̃. The conservative formulation of the Navier–Stokes equations
involves time derivatives of time-dependent integrals and leads to spatial derivatives of
the mesh velocity being present in the weak form. Hence, fulfilling the GCL exactly is
rather complex in this scenario. Altogether, ALE formulations based on the convective
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form of the Navier-Stokes equations thus only need to modify the convective velocity,
merely replacing u by u − um, update the current domain Ωt based on a displacement
d (either fully prescribed or extended from the boundary) and respect points (i)–(iii).

In analogy to the Eulerian setting, we arrive at the Navier–Stokes equations for incom-
pressible flow in convective ALE form

ρ∂tu|x̃ + ρ (∇u) c− µ [∆u+ χ∇ (∇ · u)]− 2∇su∇µ+∇p = b in Ωt × (0, T ], (4.7)
∇ · u = 0 in Ωt × (0, T ], (4.8)

in the time-dependent domain Ωt ⊂ Rd, d = 2 or 3, with the fluid’s density ρ and
viscosity µ, the velocity u and the convective velocity c := u − um, where um denotes
the mesh velocity as given in Eqn. (4.5), pressure p, body force b and a parameter χ
to yield the generalised Laplacian (χ = 0) or stress-divergence forms (χ = 1). We will
further decompose the boundary of the domain Γt := ∂Ωt into non-overlapping Dirichlet
and Neumann sections denoted by ΓtD and ΓtN , respectively, such that ΓtD ∪ΓtN = Γt and
ΓtD ∩ ΓtN = ∅. On these parts of the boundary, we have the familiar conditions

u = g on ΓtD × (0, T ], (4.9)(
−pI + µ∇u+ χµ∇>u

)
n = t̄ on ΓtN × (0, T ], (4.10)

where t̄ is a given pseudo traction t̃ or real traction t (see Ch. 2 for details). The problem
setup is then completed with the initial condition on the velocity

u = u0 at t = 0 and ∇ · u0 = 0 in Ω0. (4.11)

Extending the BVS velocity-pressure formulation and the split-step scheme to the ALE
setting, we follow an identical procedure as in Chs. 2 and 3 for discretisation in space
and time, while simultaneously respecting the conditions posed by Förster et al. [214] to
fulfil the GCL.

4.1.1 BVS method in ALE form

Similar to Eulerian setting, we combine a suitable PPE and momentum equation, both
in ALE form, with the scaled continuity equation, β∇ · u, to get

ρ∂tu|x̃ + ρ (∇u) c− µ [∆u+ χ∇ (∇ · u)]− 2∇su∇µ+∇p = b in Ωt × (0, T ], (4.12)
β∇ · u+∇ · [2∇su∇µ− ρ (∇u) c+ b]− [∇× (∇× u)] · ∇µ = ∆p in Ωt × [0, T ], (4.13)

u = g on ΓtD × (0, T ], (4.14)[
−pI + µ∇u+ χµ∇>u

]
n = t̄ on ΓtN × (0, T ], (4.15)

u = u0 at t = 0, (4.16)
n · [b− ρ∂tu|x̃ − ρ (∇u) c+ 2∇su∇µ− µ∇× (∇× u)] = n · ∇p on Γt × [0, T ], (4.17)
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which is equivalent to the classical convective ALE form of the Navier–Stokes equa-
tions (4.7)–(4.11) as shown next.

Corollary 4.1.1. For sufficiently regular p,u,um, b, g, t̄, systems (4.7)–(4.11) and (4.12)–
(4.17) are equivalent.

Proof. We can show that system (4.7)–(4.11) implies (4.12)–(4.17) in complete analogy
to Thm. 2.3.1 (and hence Thm. 2.1.1) by following the exact same sequence of steps
and simply replacing the convective velocity u by its ALE equivalent u − um and the
Eulerian time derivative ∂tu by its ALE counterpart, ∂tu|x̃.

The second part of the proof consists of showing that (4.12)–(4.17) imply (4.7)–(4.11).
Starting from the BVS method in ALE form (4.12)–(4.17). Taking the divergence of the
rewritten momentum balance equation (4.12) and adding it to the PPE (4.13) yields

∇ · (ρ∂tu|x̃) + β∇ · u−∇ · (µ∆u)− χ∇ · [µ∇ (∇ · u)]− [∇× (∇× u)] · ∇µ = 0,

which can be rewritten in a similar manner as in the Eulerian case, yielding

ρ∂t∇ · u|x̃ + β∇ · u− (1 + χ)µ∆ (∇ · u)− (1 + χ)∇µ · [∇ (∇ · u)] = 0.

This is a diffusion-reaction equation in Φ := ∇ · u, but this time in ALE form,

ρ∂tΦ|x̃ + βΦ− (1 + χ)∇ · (µ∇Φ) = 0, (4.18)

for which we construct initial and boundary conditions in a similar manner as before,

Φ = ∇ · u = ∇ · u0 = 0 at t = 0,
n · ∇Φ = 0 on Γt,

Thus, Φ ≡ 0 is the only admissible solution, and the alternative system (2.37)–(2.42) also
ensures ∇·u = 0, as requested. All that remains is to show that the modified momentum
balance equation implies the original form, which directly follows from Eqn. (2.25),
thereby completing the proof.

Here, we see that contrary to the standard ALE Navier–Stokes system, which enforces
∇ · u directly, in the alternative system, the GCL influences mass conservation as will
become clear introducing the fully discrete problem in the following. So, we discretise
in time by decomposing the time interval It = (0, T ] into Nt possibly non-uniform time
steps, ∆tn = tn+1− tn, n = 0, . . . , Nt, and employ a generalised θ-scheme, approximating
the time derivative as

∂tu|x̃ ≈
1

∆tn
(
un+1 − un

)∣∣∣∣
x̃
.

A suitable weak form is found as described in great detail in Secs. 2.3.1 and 2.3.2, where
we again just replace the convective velocity by u− um and the time derivative ∂tu by
∂tu|x̃. As opposed to a fixed domain Ω, we integrate over the current domain Ωt and its
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respective boundary segments. This leads to a slight modification of the function space
definitions, namely

X t := H1(Ωt) and X t
h ⊂ H1(Ωt

h),

and consequently updated definitions

Xt
h(Ωt

h) :=
{
qh ∈ C0

(
Ωt
h

)
: qh ◦ χte(ξ)|Ωte = qref(ξ)|Ωref ∈ Pk (Ωref) ∀Ωt

e ∈ Ωt
h

}
,

or Xt
h(Ωt

h) :=
{
qh ∈ C0

(
Ωt
h

)
: qh ◦ χte(ξ)|Ωte = qref(ξ)|Ωref ∈ Qk (Ωref) ∀Ωt

e ∈ Ωt
h

}
, (4.19)

where χte(ξ) denotes the isoparametric mapping from the reference element Ωref to a
specific element Ωt

e ⊂ Ωt
h. Furthermore, we will frequently replace the superscript by a

time step index i to highlight the specific time, at which the domain Ωt=ti is considered.
Denoting by 〈·, ·〉 the L2 scalar product over the current domain Ωt=ti , we define

a(w,u, c, p, µ, ti) := 〈w, ρ(∇u)c− b|t=ti〉+ (1− χ/2)〈∇w + χ∇>w, µ∇u+ χµ∇>u〉
− (1− χ)〈w,

(
∇>u

)
∇µ〉 − 〈∇ ·w, p〉 − 〈w, t̄|t=ti〉Γt=tiN

,

b(q,u, c, p, µ, ti) := 〈∇q,∇p+ ρ (∇u) c− 2
(
∇>u

)
∇µ− b|t=ti〉

+ 〈∇q × n, µ∇× u〉Γt=ti ,

c(q,u) :=
Ne∑
e=1
〈q, 1

τe
∇ · u〉Ωt=tie

, d(r,u, µ) := 〈r, µ− η (γ̇ (∇su))〉

e(w,u) :=
Ne∑
e=1
〈γe∇ ·w,∇ · u〉Ωt=tie

,

very much similar to the Eulerian case. The stabilisation parameter for the grad-div
term γe remains unchanged (2.66), while τe incorporates the convective velocity ch,

τe = 1
ρ

( 4
ρh2

e

µh

)2

+
( 2
he
||ch||

)2
+
( 2

∆t

)2
−1/2

. (4.20)

With this, we finally arrive at the fully discrete problem of finding (un+1
h , pn+1

h , µn+1
h ) ∈

[Xn+1
h ]d × Xn+1

h × Xn+1
h with Xn+1

h (4.19), given data (unh, pnh) from the previous time
step, node positions xih, i = n+ 1, n and un+1

h |Γn+1
D

= gn+1
h , such that

〈wh,
ρ

∆tn
(
un+1
h − unh

)
〉+ θa(wh,u

n+1
h , c?h, p

n+1
h , µn+1

h , tn+1)

+e(wh,u
n+1
h ) + θ′a(wh,u

n
h, c

n
h, p

n
h, µ

n
h, t

n) = 0, (4.21)

〈∇q, ρ

∆tn
(
un+1
h − unh

)
〉+ θb(qh,un+1

h , c?h, p
n+1
h , µn+1

h , tn+1)

+θ′b(qh,unh,unh, pnh, µnh, tn) + c(qh,un+1
h ) = 0, (4.22)

d(rh,u?h, µn+1
h ) = 0, (4.23)
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for all (wh, qh, rh) ∈ [Xn+1
h ]d × Xn+1

h × Xn+1
h , where wh|Γn+1

D
= 0 and all integrals are

evaluated in Ωn+1
h and its respective boundary segments. The convective velocity ci at ti

is computed as ci = ui − uim, where care must be taken constructing the mesh velocity
in a consistent manner, i.e., following [214]

1
∆tn

(
xn+1 − xn

)∣∣∣∣
x̃

= θun+1
m + θ′unm. (4.24)

Similar to the Eulerian case, we use a linearised convective velocity c? instead of cn+1 and
decouple the viscosity projection step from the velocity-pressure system by employing
an extrapolation of the velocity u?,

cn+1 ≈ c? := u? − un+1
m and u? :=

m−1∑
j=0

βmj+1 u
n−j

∣∣∣
x̃
≈ un+1, (4.25)

with coefficients βmj given in Tab. 2.1.
With this, all terms of the fully discrete BVS scheme in ALE form (4.21)–(4.23) are
given. Thus, we are in position to proof that it preserves a constant solution provided
the conditions formulated by Förster et al. [214] hold.

Theorem 4.1.2. The BVS scheme in convective ALE form (4.21)–(4.23) fulfils the
GCL given that all integrals are evaluated considering Ωn+1

h and its respective boundary
segments. Constant solutions u0 and p0 with corresponding µ = η(0) are thus preserved
at the discrete level.

Proof. Inserting a constant solution ui = u0 and pi = p0 for i = n + 1, n and assuming
zero body forces b = 0, we can show that no spurious terms remain. All terms including
spatial derivatives vanish and system (4.21)–(4.23) reduces to

〈wh,
ρ

∆tn
(
un+1

0 − un0
)
〉 − θ〈∇ ·wh, p

n+1
0 〉 − θ〈wh, t̄

n+1〉

−θ′〈∇ ·wh, p
n
0 〉 − θ′〈wh, t̄

n〉 = 0,

〈∇q, ρ

∆tn
(
un+1

0 − un0
)
〉 = 0,

〈r, µ− η(0)〉 = 0,

where temporal indices are kept to indicate origin of the individual terms. Evaluating all
integrals over Ωn+1

h and given consistent boundary conditions on un+1
0 , the time derivative

evaluates to zero. Due to consistent Neumann data, t̄n+1 = t̄
n, a suitable pressure scaling

is introduced and hence, no spurious terms remain spoiling the conservation of a constant
solution. Additionally, µ ≡ η(0) remains as the constant viscosity.

Note here, that using cn+1
h or c?h does not influence this proof of the GCL since we are

using the convective ALE form, but of course the temporal accuracy of ch has a natural
implication on the overall temporal accuracy of the scheme [214]. Thus, adherence to
the GCL does not guarantee higher-order convergence rates, and in fact, is not even
necessary in this regard [213, 216].
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As demonstrated, the BVS formulation in the Eulerian setting is easily adapted to ac-
count for domain motion in the ALE case. A given implementation of a fixed-grid CFD
solver thus only requires minor adaptations. The timestepping method as presented in
Sec. 2.5 for the Eulerian setting is straight-forwardly extended to a BVS scheme in ALE
form. Including an initialisation phase, the algorithm then reads

1. Viscosity initialisation: Given the initial velocity field u0
h in Ω0

h, compute the
viscosity µ0

h, by solving Eqn. (4.23).
2. Domain update: Compute new nodal positions x1 of Ω1

h and u1
m,h via Eqn. (4.24).

3. Implicit Euler step: Solve the velocity-pressure system (4.21)–(4.22) for u1
h and p1

h

with θ = 1 and θ′ = 0 and a first order extrapolation c?h = u0
h − u1

m,h.
4. Timestepping:

FOR n = 1, . . . , Nt

a) Update node coordinates xn+1 of Ωn+1
h and un+1

m,h via Eqn. (4.24).
b) Extrapolate the (convective) velocity via Eqn. (4.25), giving c?h and u?h.
c) Compute µn+1

h via L2-projection (4.23) with u?h.
d) Solve the linearised velocity-pressure system (4.21)–(4.22) with time integra-

tion parameters θ and θ′ as desired to obtain un+1
h and pn+1

h .
END FOR

Thus, only slight changes of the Eulerian setting are needed: (i) the update of the Nn

node coordinates xti, i = 1, . . . , Nn of the moving Ωt
h, and (ii) adopting the convective

velocity c?h. The remaining parts of the solver are unchanged, making the extension
to the ALE case trivial and allowing reuse of the linear solver and preconditioner as
presented in Sec. 2.5.

4.1.2 ALE split-step scheme

An extension of the Eulerian split-step scheme to the ALE setting is based on a modifica-
tion of Eqns. (2.17)–(2.24), incorporating the ALE time derivative ∂tu|x̃ and convective
velocity c := u− um, thus yielding

ρ [∂tu|x̃ + (∇u)c]− µ [∆u+ χ∇ (∇ · u)]− 2∇su∇µ+∇p = b in Ωt × (0, T ], (4.26)
−∆p+∇ · [2∇su∇µ− ρ(∇u)c]− [∇× (∇× u)] · ∇µ = −∇ · b in Ωt × [0, T ], (4.27)

u = g on ΓtD × (0, T ], (4.28)(
−pI + µ∇u+ χµ∇>u

)
n = t̄ on ΓtN × (0, T ], (4.29)

u = u0 at t = 0, (4.30)
∇ · u0 = 0 in Ω0, (4.31)

−µ∇ · u+ n ·
[
µ
(
∇u+ χ∇>u

)
n− t̄

]
= p on ΓtN × [0, T ], (4.32)

n · [b− ρ∂tu|x̃ − ρ(∇u)c+ 2∇su∇µ− µ∇× (∇× u)] = n · ∇p on ΓtD × [0, T ]. (4.33)
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In comparison to Thm. 2.1.1, subtle differences arise, which are summarised in the
following Cor. 4.1.3.
Corollary 4.1.3. For sufficiently regular p,u,um, b, g, t̄, systems (4.7)–(4.11) and (4.26)–
(4.33) are equivalent.

Proof. We can show that system (4.7)–(4.11) implies (4.26)–(4.33) in complete analogy
to Thm. 2.1.1 by simply replacing the convective velocity u by u − um and the time
derivative ∂tu by ∂tu|x̃ and following the exact same sequence of steps.
Proving the other way round, we aim to show that (4.26)–(4.33) imply (4.7)–(4.11),
starting off by taking the divergence of the rewritten momentum balance equation (4.7)
and adding the result to the PPE (4.27), yielding

ρ∇ · (∂tu|x̃)−∇ · (µ∆u)− χ∇ · [µ∇ (∇ · u)]− [∇× (∇× u)] · ∇µ = 0,

which we can rewrite using

∇ · (µ∆u) = ∇µ ·∆u+ µ∇ · (∆u)
= ∇µ ·∆u+ µ∆ (∇ · u) ,

and

∇ · [µ∇ (∇ · u)] = ∇µ · [∇ (∇ · u)] + µ∇ · [∇ (∇ · u)] ,

such that we end up with

ρ∂t (∇ · u)|x̃ − (1 + χ)µ∆ (∇ · u)− [∇× (∇× u)] · ∇µ−∇µ · [χ∇ (∇ · u)] = 0.

Then, with Eqn. (2.28), this is equivalent to

ρ∂t (∇ · u)|x̃ − (1 + χ)µ∆ (∇ · u)− (1 + χ)∇µ · [∇ (∇ · u)] = 0,

which is again a heat equation in the auxiliary variable Φ := ∇ · u in ALE form,

ρ∂tΦ|x̃ − (1 + χ)∇ · (µ∇Φ) = 0, (4.34)

with variable diffusion coefficient (1 + χ) µ/ρ. Due to Eqn. (4.31), i.e., ∇ · u0 = 0, we
have Φ = 0 as initial condition. Boundary conditions for Eqn. (4.34) on ΓtD are derived
subtracting the modified momentum balance (4.26) dotted with the unit outward normal
n from minus the pressure Neumann condition (4.33), yielding

n · [µ∆u+ χµ∇ (∇ · u) + µ∇× (∇× u)] = 0,

which, again using Eqn. (2.28), reduces to

µ(1 + χ)n · [∇ (∇ · u)] = µ(1 + χ)n · ∇Φ = 0 =⇒ n · ∇Φ = 0 on ΓtD.
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On ΓtN , we dot the traction condition (4.29) with n and add the Dirichlet condition on
the pressure (4.32) to directly obtain

µ∇ · u = 0 =⇒ Φ = 0 on ΓtN .

Summing up, we have a heat equation in Φ := ∇ · u with zero initial-, Dirichlet- and
Neumann conditions. Therefore, Φ ≡ 0 follows as the only admissible solution and
thus, the continuity condition is inherently fulfilled. All that remains is to show that
the modified momentum equation (4.26) implies the original one (4.7), which trivially
results from using Eqn. (2.25) again. The alternative system thus fulfils the initial and
boundary conditions and enforces mass and momentum balance, concluding the proof
for both the stress-divergence and Laplacian form of the viscous stress tensor.

Opposed to a standard ALE formulation of the Navier–Stokes equations, where the
continuity equation remains unaltered from the Eulerian setting, now in the PPE-based
system, the GCL might also influence mass conservation via the PPE. To investigate
the conservation properties of the alternative system, we thus introduce a suitable fully
discrete formulation. Similar to the derivations in Sec. 3, we aim to linearise and decouple
the equations for velocity, viscosity and pressure. Including again divergence damping
via the auxiliary variable ψ acting only on the past time steps’ velocity, we begin with
approximating the ALE time derivative via a BDF,

∂tu|x̃ ≈ αm0 u
n+1 +

m−1∑
j=0

αmj+1

(
un−j −∇ψn−j

)∣∣∣
x̃
,

and higher-order accurate extrapolations

un+1 ≈ u? =
m−1∑
j=0

βmj+1 u
n−j

∣∣∣
x̃
, pn+1 ≈ p? =

m−1∑
j=0

βmj+1 p
n−j

∣∣∣
x̃
,

µn+1 ≈ µ? =
m−1∑
j=0

βmj+1 µ
n−j

∣∣∣
x̃
, (4.35)

with coefficients defined in Tab. 2.1 and specifically noting the fixed x̃ for clarity. The
convective velocity is replaced by c := u− um, where the mesh velocity um := ∂tx|x̃ is
computed via

un+1
m ≈

m∑
j=0

αmj x
n+1−j

∣∣∣
x̃
. (4.36)

Spatial discretisation is carried out based on standard continuous isoparametric La-
grangian finite elements, using X t

h ⊂ H1(Ωt
h) as defined in Eqn. (4.19), while all the

weak forms can be extended from the Eulerian setting in a straight-forward manner.
Denoting by 〈·, ·〉 the standard L2 scalar product over Ωn+1 (and its respective boundary
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segments when indicated by a subscript), the velocity un+1
h ∈ [Xn+1

h ]d is sought, such
that un+1

h |Γn+1
D

= gn+1 and

〈ρwh, α
m
0 u

n+1
h +

(
∇un+1

h

)
c?h〉 − (1− χ)〈wh,

(
∇>un+1

h

)
∇µ?h〉

+(1− χ/2)〈∇wh + χ∇>wh, µ
?
h∇un+1

h + χµ?h∇>un+1
h 〉

= 〈wh, b
n+1 − ρ

m−1∑
j=0

αmj+1u
n−j
h 〉+ 〈∇ ·wh, p̂

?
h〉+ 〈wh, t̄

n+1〉Γn+1
N

, (4.37)

for all wh ∈ [Xn+1
h ]d with wh|Γn+1

D
= 0. Employing the generalised Laplacian form

with semi-implicit viscous terms, we can alternatively search for the velocity vector
components individually, seeking for ui,h ∈ Xn+1

h , i = 1, . . . , d, such that un+1
i,h |Γn+1

D
= gn+1

i

and

〈wi,h, ραm0 un+1
i,h + ρc?h · ∇un+1

i,h 〉+ 〈∇wi,h, µ?h∇un+1
i,h 〉

= 〈wi,h, bn+1
i − ρ

m−1∑
j=0

αmj+1u
n−j
i,h +∇µ?h · ∂xiu?h〉+ 〈∂xiwi,h, p̂?h〉+ 〈wi,h, t̃n+1

i 〉Γn+1
N
, (4.38)

for all wi,h ∈ Xn+1
h , where wi,h|Γn+1

D
= 0.

To spare us the additional Poisson problem to compute ψh and the vector-valued L2-
projection of uh to recover a weakly divergence-free ûn+1

h with ûn+1
h |Γn+1

D
6= gn+1, we

again gather the fluid’s pressure and the Leray projection variable in a joint pressure-
like quantity,

p̂?h := p?h +
m−1∑
j=0

αmj+1ψ
n−j
h ,

applying divergence damping. That is, we consider Leray projections of the past time
steps’ velocity fields only (cf. Sec. 3.3). Hence, we seek for the pressure-like variable
p̂?h ∈ Xn+1

h with p̂?h|Γn+1
N

= ζ?h, such that

〈∇qh,∇p̂?h〉 =− 〈qh, ρ
m−1∑
j=0

αmj+1∇ · u
n−j
h 〉+

m−1∑
j=0

βmj+1l(qh,u
n−j
h , cn−jh , µn−jh , tn−j)

− 〈qn, ρ
m∑
j=0

αmj g
n+1−j〉Γn+1

D
(4.39)

for all qh ∈ Xn+1
h , with qh|Γn+1

N
= 0 and the form l evaluated at t = ti given by

l(q,u, c, µ, ti) :=〈∇q, bi − ρ(∇u)c+ 2
(
∇>u

)
∇µ〉+ 〈n×∇q, µ∇× u〉Γn+1

D
.
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Suitable boundary data for the pressure-like quantity p̂?h is constructed through a bound-
ary projection, seeking ζ?h ∈ Y n+1

h ⊂ H1/2(Γn+1
N ), such that

〈sh, ζ?h〉Γn+1
N

=−
m−1∑
j=0

βmj+1〈sh, µn+1
h ∇ · un−jh 〉Γn+1

N

+
m−1∑
j=0

βmj+1〈shn, µ
n−j
h

(
∇un−jh + χ∇>un−jh

)
n− t̄n−j〉Γn+1

N
, (4.40)

holds for all sh ∈ Y n+1
h ⊂ H1/2(Γn+1

N ). Given the velocity un+1
h , one may then obtain the

viscosity µn+1
h ∈ Xn+1

h , such that

〈rh, µn+1
h 〉 = 〈rh, η(γ̇(∇sun+1

h ))〉 ∀ rh ∈ Xn+1
h . (4.41)

As in the Eulerian case with divergence damping included, we first solve for the bound-
ary data ζ?h of the pressure-like variable p̂?h, followed by p̂?h itself, then compute the
fluid velocity (or its individual components) and lastly the viscosity at each time step.
Adding merely the domain and mesh velocity update as additional steps compared to
the Eulerian setting, the ALE split-step scheme finally reads

1. Viscosity initialisation: Compute the viscosity µ0
h by solving Eqn. (4.41) with u0

in the initial configuration Ω0
h.

2. Initial lower-order steps: Until enough time step data is gathered, solve the split-
step scheme with lower order m̂ = 1, . . . ,m− 1.

3. Timestepping:
FOR n = m− 1, . . . , Nt

a) Update node coordinates xn+1 of Ωn+1
h and un+1

m,h via Eqn. (4.36).
b) Compute continuous pressure boundary data ζ?h via (4.40).
c) Solve the modified Poisson equation (4.39) for p̂?h.
d) Extrapolate in time via (4.35), yielding u?h, µ?h and c?h := u?h − un+1

m,h .
e) Solve the momentum balance equation for un+1

h directly via (4.37), or for
individual components through (4.38).

f) Recover the viscosity µn+1
h via (4.41), given un+1

h .
g) Update the time step size ∆tn and corresponding coefficients αmj and βmj .

END FOR

Next, in analogy to the ALE extension of the BVS formulation, the following Thm. 4.1.4
states GCL-fulfillment for the split-step scheme in ALE form.

Theorem 4.1.4. The split-step scheme in ALE form (4.37)–(4.41) fulfils the GCL given
that all integrals are evaluated considering Ωn+1

h and its respective boundary segments.
Constant solutions u0 and p0 with corresponding µ = η(0) are thus preserved at the
discrete level.
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Proof. Inserting a constant solution ui = u0 and pi = p0 for i = n + 1, n, n − 1, . . . , 0
and assuming zero body forces b = 0, we can show that no spurious terms remain.
Following the sequence of steps when including divergence-damping, we first project
suitable boundary data via Eqn. (4.40), which reduces to

〈sh, ζ?h〉Γn+1
N

=
m−1∑
j=0

βmj+1〈shn,−t̄
n−j〉Γn+1

N
,

since all spatial derivatives of u = u0 are zero. With consistent boundary data given by
t̄ :=

(
−pI + µ∇u+ χ∇>u

)
n, this induces a suitable pressure scaling, as

〈sh, ζ?h〉Γn+1
N

=
m−1∑
j=0

βmj+1〈shn,
(
pn−jI

)
n〉Γn+1

N
=

m−1∑
j=0

βmj+1〈sh, pn−j〉Γn+1
N
.

Given that∑m−1
j=0 βmj+1 = 1, a constant solution ζ?h = p0 is recovered on Γn+1

N . The Poisson
equation for the pressure-like quantity p̂?h (4.39) boils down to

〈∇qh,∇p̂?h〉 = −〈qn, ρ
m∑
j=0

αmj g
n+1−j〉Γn+1

D
,

where the right-hand side equals 0 due to ∑m
j=0 α

m
j = 0. Then, p̂?h|Γn+1

N
= ζ?h = p0 leads

to p̂?h = p0. Plugging p0 into the momentum balance step in its vector-valued (4.37) or
component-wise form (4.38), we obtain

〈ρwh, α
m
0 u

n+1
h 〉 = −〈ρwh,

m∑
j=1

αmj u
n+1−j
h 〉+ 〈∇ ·wh, p0〉+ 〈wh, t̄

n+1〉Γn+1
N
,

where a consistent t̄ yields −〈wh, p0n〉Γn+1
N

, cancelling the second to last term since

〈∇ ·wh, p0〉 = 〈wh, p0n〉Γn+1
N
− 〈wh,∇p0〉 = 〈wh, p0n〉Γn+1

N
,

and αm0 = ∑m
j=1 α

m
j leads to un+1

h = u0. The corresponding viscosity is recovered from
Eqn. (4.41), which for un+1

h = u0 simply gives

〈rh, µn+1
h 〉 = 〈rh, η(0)〉,

and a constant viscosity, µ ≡ η(0), in the entirety of the domain. Thereby, we complete
the proof having shown that inserting a constant solution into the ALE split-step scheme,
no spurious terms spoil their conservation at the discrete level.

In summary, both the BVS formulation and the PPE-based split-step scheme are eas-
ily extended to the ALE setting. We fulfil the GCL following the conditions formu-
lated by Förster et al. [214], that is, we (i) integrate all terms over the configuration at
time tn+1 and its respective boundary segments, (ii) employ the convective form of the
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Navier–Stokes equations, and (iii) compute the mesh velocity using a suitable higher-
order timestepping scheme. Additionally, linearising the convective velocity c does not
have an influence on fulfilling the GCL, but is considered in a higher-order accurate
fashion to not spoil the temporal accuracy of the overall scheme.

The resulting solvers and their implementations are thus in large parts identical to the
ones presented in Secs. 2.4 and 3.4. Merely the linearised convective velocity, defined
as cn+1 := u? − un+1

m , and the nodal coordinates of the finite element mesh have to be
updated in each time step. The convective velocity is already considered as an extrapo-
lation of the fluid velocity (or its last iterate) in the Eulerian setting, thus rendering this
adaptation effortless. Further discussion and corresponding numerical investigations are
postponed to the FSI setting introduced in Secs. 7.1 and practical application is shown
in Secs. 8.5–8.8, where the ALE split-step scheme is considered.

4.2 Robin boundary conditions in the fluid problem

In the context of fluid–structure interaction, introducing Robin interface conditions is
found to improve convergence behaviour of the FSI coupling scheme, and hence has
lately received great attention in the FSI community (see, e.g., [217–224], or [5, 6, 225]
for projection/split-step fluid solvers). In FSI, the Robin interface condition reads

ηRuf + σn = h := ηRdtds + σsn on Σt, (4.42)

where the vector h typically depends on the structure’s displacement ds and Cauchy
stress σs on the interface Σt. The parameter ηR is used to scale from a Dirichlet condition,
enforcing continuity of velocities as ηR → ∞, to a Neumann condition, which equates
tractions as ηR → 0. Since a large body of research suggests those conditions to improve
performance of FSI coupling schemes, the effects of introducing a corresponding Robin
condition to the fluid problem is worth investigating. Thus, as a starting point for later
investigations in the FSI context, we introduce a Robin condition to the fluid problem
in the form of

ηRu+ σn = h on ΓtR, (4.43)

dropping the subscripts indicating fluid and solid domain, as we only consider a fluid
phase in Ωt for now. The domain boundary is decomposed into non-overlapping Robin-,
Dirichlet- and Neumann segments, i.e., ∂Ωt = ΓtD∪ΓtN∪ΓtR and ΓtR∩ΓtD = ∅, ΓtR∩ΓtN = ∅,
ΓtD ∩ ΓtN = ∅, where the respective conditions are enforced.

Starting from the standard convective ALE formulation of the Navier–Stokes equations as
given in Eqns. (4.7)–(4.11), we add the Robin boundary condition on the time-dependent
ΓtR, resulting in an alternative system,
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ρ∂tu|x̃ + ρ (∇u) c− µ [∆u+ χ∇ (∇ · u)]− 2∇su∇µ+∇p = b in Ωt × (0, T ], (4.44)
∇ · u = 0 in Ωt × (0, T ], (4.45)

u = g on ΓtD × (0, T ], (4.46)(
−pI + µ∇u+ χµ∇>u

)
n = t̄ on ΓtN × (0, T ], (4.47)

ηRu+ σn = h on ΓtR × (0, T ], (4.48)
u = u0 at t = 0 (4.49)

∇ · u0 = 0 in Ω0. (4.50)

Given that the Robin condition is formulated in terms of Cauchy tractions t = σn, we
can modify the Robin condition (4.48) to give

t := σn = h− ηRu.

We can insert this term into the pressure Dirichlet condition on ΓtN as used for the
stress-divergence form (χ = 1), which reads

−µ∇ · u+ n · [2µ (∇su)n− t] = p,

as the Robin boundary condition always incorporates real tractions, yielding

−µ∇ · u+ n ·
[
2µ (∇su)n− h+ ηRu

]
= p

on the Robin boundary ΓtR. With this, one may formulate an alternative system to the
standard ALE form of the Navier–Stokes equations, involving the familiar parts (see
Ch. 3 or Sec. 4.1.2), that is

ρ [∂tu|x̃ + (∇u)c]− µ [∆u+ χ∇ (∇ · u)]− 2∇su∇µ+∇p = b in Ωt × (0, T ], (4.51)
−∆p+∇ · [2∇su∇µ− ρ(∇u)c]− [∇× (∇× u)] · ∇µ = −∇ · b in Ωt × [0, T ], (4.52)

u = g on ΓtD × (0, T ], (4.53)(
−pI + µ∇u+ χµ∇>u

)
n = t̄ on ΓtN × (0, T ], (4.54)

u = u0 at t = 0, (4.55)
∇ · u0 = 0 in Ω0, (4.56)

−µ∇ · u+ n ·
[
µ
(
∇u+ χ∇>u

)
n− t̄

]
= p on ΓtN × [0, T ], (4.57)

−µ∇ · u+ n ·
[
2µ (∇su)n− h+ ηRu

]
= p on ΓtR × [0, T ], (4.58)

n · [b− ρ∂tu|x̃ − ρ(∇u)c+ 2∇su∇µ− µ∇× (∇× u)] = n · ∇p on ΓtD × [0, T ]. (4.59)

This system is identical to the ALE setup (4.26)–(4.33) up to the Robin boundary
condition, allowing for an equivalence proof along the lines of Cor. 4.1.3.

Corollary 4.2.1. For sufficiently regular p,u,um, b, g, t̄,h, systems (4.44)–(4.50) and
(4.51)–(4.59) are equivalent.
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Proof. We can show that system (4.44)–(4.50) implies (4.51)–(4.59) in complete analogy
to Cor. 4.1.3 and following the exact same sequence of steps. The pressure Dirichlet
condition on ΓtR (as the only differing part to the previously presented proof) is con-
structed by dotting the Robin boundary condition Eqn. (4.48) with the normal vector n
and adding a multiple of the continuity equation −µ∇ · u = 0, which yields

−µ∇ · u+ n ·
[
ηRu+ σn− h

]
= 0,

where we can factor out the pressure from the Cauchy stress tensor σ to recover a
Dirichlet condition for p on ΓtR, that is

p = −µ∇ · u+ n ·
[
2µ (∇su)n− h+ ηRu

]
.

To show that (4.51)–(4.59) imply (4.44)–(4.50), we follow the same steps presented in
Cor. 4.1.3 to once more obtain a heat equation in ALE form in the auxiliary variable
Φ := ∇ · u, reading

ρ∂tΦ|x̃ − (1 + χ)∇ · (µ∇Φ) = 0, (4.60)

Since ∇ · u0 = 0 (4.56), Φ = 0 holds at t = 0. Boundary conditions for Eqn. (4.60) on
ΓtD and ΓtN are obtained just as before (see Cor. 4.1.3), i.e.,

µ(1 + χ)n · [∇ (∇ · u)] = µ(1 + χ)n · ∇Φ = 0 =⇒ n · ∇Φ = 0 on ΓtD,

as well as

µ∇ · u = 0 =⇒ Φ = 0 on ΓtN .

Now, we derive a boundary condition for the heat equation (4.60) on ΓtR in a similar
fashion as on ΓtN . We dot the Robin condition (4.48) with n and subtract it from the
pressure Dirichlet condition (4.58) on ΓtR, which directly gives

µ∇ · u = 0 =⇒ Φ = 0 on ΓtR.

Altogether, Φ is subject to zero Dirichlet conditions on ΓtR∪ΓtN , zero Neumann conditions
on ΓtD and zero initial conditions. Consequently, Φ := ∇ · u ≡ 0 is the only admissible
solution to the heat equation (4.60) and incompressibility is implicitly enforced. The
alternative system thus fulfils the initial and boundary conditions and enforces mass and
momentum balance, concluding the proof for both the stress-divergence and Laplacian
form of the viscous stress tensor.

The main difference to the previously considered problems lies in the momentum balance
equation, where the Robin boundary condition is typically introduced rewriting the
boundary term arising from integration by parts,
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t̄ = t− (1− χ)µ
(
∇>u

)
n

= σn− (1− χ)µ
(
∇>u

)
n

= h− ηRu− (1− χ)µ
(
∇>u

)
n

such that

〈w, ηRu+ (1− χ)µ
(
∇>u

)
n〉ΓtR

is added to the left-hand side (if not linearised) and 〈w,h〉ΓtR enters the right-hand side
of the weak form of the momentum balance equation. Note here, that this term or parts
of it might enter the velocity-velocity block and the pseudo traction in the boundary
term over ΓtR has to be corrected if the generalised Laplacian form is employed. As
discussed in Sec. 2.1, choosing χ = 0 results in terms involving the pseudo tractions
after integration by parts, which do not coincide with the Cauchy traction vector being
a component of the Robin boundary condition.

A second adaptation is necessary in the PPE-based split-step scheme, as the pressure
Dirichlet condition on ΓtR has to be projected onto a continuous space, similar to a
Neumann boundary. Thus, the variable ζ is a continuous projection of the Neumann
and Robin boundary data on Γtζ := ΓtN ∪ ΓtR, which leads to ζ being introduced on both
of these boundary segments. From an algorithmic point of view, Robin and Neumann
boundaries are treated similarly, where only minor differences in the right-hand side of
the boundary data projection step arise. A single step of the ALE split-step scheme
including Robin boundary conditions consequently reads

Timestepping: Given enough data at times tn, . . . , tn+1−m for BDFm time integration,
execute the following steps to obtain the solution at tn+1:

1. Update node coordinates xn+1 of Ωn+1
h and un+1

m via Eqn. (4.36).

2. Compute continuous pressure boundary data on the Robin and Neumann bound-
aries, seeking ζ?h ∈ Y n+1

h ⊂ H1/2(Γn+1
ζ ), such that

〈sh, ζ?h〉Γn+1
ζ

=−
m−1∑
j=0

βmj+1〈sh, µn+1
h ∇ · un−jh 〉Γn+1

N ∪Γn+1
R

+
m−1∑
j=0

βmj+1〈shn, µ
n−j
h

(
∇un−jh + χ∇>un−jh

)
n− t̄n−j〉Γn+1

N

+
m−1∑
j=0

βmj+1〈shn, 2µ
n−j
h

(
∇sun−jh

)
n− hn−j + ηRun−j〉Γn+1

R
,

holds for all sh ∈ Y n+1
h ⊂ H1/2(Γn+1

ζ ).

3. Solve the modified Poisson equation for the pressure-like variable p̂?h ∈ Xn+1
h with

p̂?h|Γn+1
ζ

= ζ?h, such that
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〈∇qh,∇p̂?h〉 =− 〈qh, ρ
m−1∑
j=0

αmj+1∇ · u
n−j
h 〉+

m−1∑
j=0

βmj+1l(qh,u
n−j
h , cn−jh , µn−jh , tn−j)

− 〈qn, ρ
m∑
j=0

αmj g
n+1−j〉Γn+1

D

for all qh ∈ Xn+1
h , with qh|Γn+1

ζ
= 0 and the form l evaluated at t = ti given by

l(q,u, c, µ, ti) := 〈∇q, bi − ρ(∇u)c+ 2
(
∇>u

)
∇µ〉+ 〈n×∇q, µ∇× u〉Γn+1

D
.

4. Extrapolate in time via (4.35), yielding u?h, µ?h and c?h := u?h − un+1
m,h .

5. Solve the momentum balance equation for the velocity un+1
h ∈ [Xn+1

h ]d, such that
un+1
h |Γn+1

D
= gn+1 and

〈ρwh, α
m
0 u

n+1
h +

(
∇un+1

h

)
c?h〉+ 〈wh, η

Run+1
h + (1− χ)µ?h

(
∇>un+1

h

)
n〉Γn+1

R

+(1− χ/2)〈∇wh + χ∇>wh, µ
?
h∇un+1

h + χµ?h∇>un+1
h 〉 − (1− χ)〈wh,

(
∇>un+1

h

)
∇µ?h〉

= 〈wh, b
n+1 − ρ

m−1∑
j=0

αmj+1u
n−j
h 〉+ 〈∇ ·wh, p̂

?
h〉+ 〈wh, t̄

n+1〉Γn+1
N

+ 〈wh,h
n+1〉Γn+1

R
,

for all wh ∈ [Xn+1
h ]d with wh|Γn+1

D
= 0, solving a vector-valued problem. Alter-

natively, apply linearisations of all component-coupling terms in the generalised
Laplacian approach (χ = 0) to compute individual ui,h ∈ Xn+1

h , i = 1, . . . , d, such
that un+1

i,h |Γn+1
D

= gn+1
i and

〈wi,h, ραm0 un+1
i,h + ρc?h · ∇un+1

i,h 〉+ 〈∇wi,h, µ?h∇un+1
i,h 〉+ 〈wi,h, ηRun+1

i,h 〉Γn+1
R

= 〈wi,h, bn+1
i − ρ

m−1∑
j=0

αmj+1u
n−j
i,h +∇µ?h · ∂xiu?h〉+ 〈∂xiwi,h, p̂?h〉

+〈wi,h, t̃n+1
i 〉Γn+1

N
+ 〈wi,h, hn+1

i − µ?hn · ∂xiu?h〉Γn+1
R
,

for all wi,h ∈ Xn+1
h , where wi,h|Γn+1

D
= 0.

6. Recover the viscosity via projection of the rheological law given un+1
h , i.e., find

µn+1
h ∈ Xn+1

h , such that

〈rh, µn+1
h 〉 = 〈rh, η(γ̇(∇sun+1

h ))〉 ∀ rh ∈ Xn+1
h .

7. Update the time step size ∆tn and corresponding coefficients αmj and βmj .

Similar to Thm. 4.1.4, we can proof the following Cor. 4.2.2.

Corollary 4.2.2. The fully discretised convective ALE split-step scheme (4.51)–(4.59)
fulfils the GCL given that all integrals are evaluated considering Ωn+1

h and its respective
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boundary segments. Constant solutions u0 and p0 with corresponding µ = η(0) are thus
preserved at the discrete level.

Proof. In complete analogy to the proof of Thm. 4.1.4, no spurious terms spoil the con-
servation of constant solution components at the discrete level, where the only difference
is that consistent Robin boundary data h on ΓtR is assumed, similar to t̄ on ΓtN .

A detailed discussion of the algorithms laid out here are presented together with nu-
merical results in the FSI context in Sec. 7.2, postponing further elaborations for the
moment.

4.3 Stabilising dominant convection

The standard Galerkin finite element formulation of the fluid momentum balance equa-
tion as presented, e.g., in Chs. 2 or 3 is prone to instabilities, caused by steep gradients in
the velocity field. In the convection-dominant regime, spurious oscillations arise, when-
ever the spatial disretisation cannot resolve the complex flow patterns with high enough
resolution. In such regions, the required local element size to obtain a non-oscillatory so-
lution decreases for higher Reynolds numbers. To counteract this phenomenon, residual-
based schemes such as the Streamline upwind/Petrov–Galerkin formulation [73] (SUPG)
or Galerkin Least-Squares stabilisation [33] (GLS) are among the most prominent tech-
niques resorted to. Similar to residual-based inf-sup stabilisation, the weak form of the
balance equations—in this case the momentum equation—is modified with a consistent
term, which vanishes as the element size is decreased. Using projection or split-step
schemes, the velocity step including convective terms can be stabilised employing these
well-established techniques in a straight-forward manner if the splitting is performed
on the continuous level [2, 6, 225]. Thus, in the present context, it suffices to add the
stabilising terms

+〈τeLh(wh),Rh(un+1
h , pn+1

h )〉Ωte (4.61)

in an element-wise manner, as indicated by Ωt
e, to the weak form of the fluid momen-

tum equation in the velocity-pressure or split-step scheme. Here, the fully discretised
strong form residual Rh(un+1

h , pn+1
h ) reflects the specific form of the momentum balance

equation, which might be similar to

Rh(un+1
h , pn+1

h ) := ραm0 u
n+1
h + ρ

m−1∑
j=0

αmj+1

(
un−jh −∇ψn−jh

)
+∇pn+1

h

+ρ
(
∇un+1

h

)
cn+1
h − µn+1

h ∆un+1
h − χµn+1

h ∇(∇ · uh)− 2∇sun+1
h ∇µn+1

h ,

while Lh(wh) in Eqn. (4.61) is the corresponding discrete operator acting on the fluid
velocity u, which might read

Lh(wh) := ραm0 wh + ρ (∇wh) cn+1
h − µn+1

h ∆wh − χµn+1
h ∇(∇ ·wh)− 2∇swh∇µn+1

h .
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In the SUPG method, the operator Lh is reduced to the convective term only, which
gives (see, e.g., [27, 39, 226])

Lh(wh) := ρ (∇wh) cn+1
h .

Note here that in the split-step scheme, pn+1
h is either computed prior to the momentum

step, i.e., known or extrapolated as pn+1
h ≈ p?h, such that the pressure term in the dis-

crete strong form residual Rh(un+1
h , pn+1

h ) needs to be readjusted. Similar considerations
apply regarding the sequence of steps, further linearisations used or in case the fluid
pressure and Leray projection variable are combined into p̂?h as demonstrated in Sec. 3.3.
The resulting strong form residual R(u, p) and corresponding operator L(w) are to be
adapted accordingly. The stabilisation parameter τe in Eqn. (4.61) is defined similar to
Eqns. (2.35) and (4.20) taken from [37]

τe := ξ(ι)
ρ

(4µn+1

ρh2
e

)2

+
( 2

∆tn
)2

+
( 2
he

∣∣∣∣∣∣cn+1
h

∣∣∣∣∣∣)2
− 1

2

, (4.62)

but this time includes an additional scaling parameter ξ(ι) as introduced by Hübner and
Dinkler [38],

ξ(ι) :=


ι
3 for ι < 3,
1 otherwise,

and ι =
ρ
∣∣∣∣∣∣(∇un+1

h

)
cn+1
h

∣∣∣∣∣∣h2
e

4µn+1
f

∣∣∣∣∣∣un+1
h

∣∣∣∣∣∣ .

The additional scaling term ξ(ι) reduces the contribution of the convective stabilisation
if the convective term (∇u) c is small compared to the viscous term 2µ∇su. Following
this strategy, numerical artifacts caused by the inviscid residual when using lower-order
elements are mitigated. To arrive at a linear problem, the stabilisation parameter is eval-
uated with u?h and an appropriately linearised convective velocity cn+1

h . For the sake of
brevity, we refrain from repeating the weak forms with different linearisations or formu-
lations of the viscous term, only noting that the residual R(u, p) and the corresponding
operator L(w) have to reflect the employed strong form, multiplied by a potentially lin-
earsed τe. Numerical results employing GLS stabilisation are postponed to Secs. 8.5–8.8,
closing the discussion on the stabilisations for convective effects for the moment.

4.4 Inflow over non-trivial inlets

In practical applications of flow problems in complex geometries or when the inflow
boundary Γtin ⊂ ΓtD is not fixed, the construction of velocity profiles demands some
further attention. Moreover, availability of data plays a role, as the imposition of ei-
ther Dirichlet or Neumann data is in principle possible, but—taking simulations of flow
through the cardiovascular system as an example—blood pressure and volumetric flow
rate might not be equally accessible. That being said, the discussion in Sec. 4.5 on Neu-
mann boundaries featuring re-entrant flow already hints at additional measures needed,
if the (mean) pressure as part of the Cauchy traction is to be prescribed over Γin (see,
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e.g., the work by Porpora et al. [227] for one possibility). Within this work, however, we
restrict ourselves to volumetric flow rates enforced on plane, non-primitive and smooth
inlets. Therefore, a technique by Takizawa et al. [228] is adopted, and shortly sum-
marised here for the convenience of the reader.

So, the aim is to map a rotationally symmetric velocity profile defined on a plane circular
inlet Γcirc with radial coordinate r onto a more general, but still plane cross-section,
yielding utin, while keeping the volumetric flow rate, defined as

Qcirc(t) := −〈ucirc(r, t),ncirc〉Γcirc

unaltered, where ncirc is the unit outward normal of a cylindrical domain with inlet Γcirc.
To achieve this, an equivalent radius r̃ is defined for each point on Γin,

r̃(x) = rM
||x− xC||

||x− xC||+ ||x− xB||
,

with xC denoting the inlet center of Γtin, xB being the point on the inlet face’s boundary
∂Γtin closest to the evaluation point x and rM, which is the mean radius of the inlet
computed as the arithmetic mean of ||xC − xB||. This equivalent radius r̃ allows us to
evaluate the given velocity profile ucirc and set

ucirc(r = r̃(x), t) = ũin(r̃(x), t).

Now, this yields a reasonable velocity profile ũin on Γtin, assuming a plane and smooth
enough Γtin only mildly deviating from a circular inlet. However, the volumetric flow rate
has changed upon mapping the inlet profile, since now we have

Qcirc(t) 6= Q̃in(t) := 〈ũin(r̃(x), t),n〉Γtin ,

which we mend in a final step by rescaling the velocity,

uin(x, t) := Qcirc

Q̃in
ũin(r̃(x, t)), (4.63)

such that we obtain

Qcirc(t) = Qin(t) := 〈uin(x, t),n〉Γtin ,

that is, the desired flow rate Qcirc, easily tuned via ucirc(r, t), and a reasonable velocity
profile on the plane, but non-circular inlet Γtin.

In general, the inlet Γtin is not fixed in space, such that only the node indices in the finite
element mesh corresponding to the points on the discretised Γtin do not change over time
using the same, but possibly mapped grid. If the inlet, however, is fixed in space, the
factor scaling the inlet velocity magnitude Qcirc/Q̃in is constant and may be computed
once up front before starting the timestepping loop. The numerical tests within this
work consider parabolic profiles on Γcirc only and we compute the scaling factor Qcirc/Q̃in
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at a time where Qcirc > 0 and hence Q̃in > 0, sparing us from introducing further safety
measures in Eqn. (4.63) to guard the case when Q̃in ≈ 0.

4.5 Backflow stabilisation

Many practical flow problems in science and engineering feature Neumann boundaries,
where the fluid is expected to exit the computational domain. Depending on the bound-
ary data prescribed, a certain reference pressure is set on such an outflow boundary
denoted by Γout, while the velocity itself enters in terms of its gradient only. Thus, the
actual flow direction remains sought, as desired in most such scenarios. Problems arise,
if the pressure enforced on the outlet is high enough to cause flow reversal or strong
vortices exit over Γout, such that u · n < 0 on some part of the outlet. This results in
problems estimating the energy balance, such that a-priori estimates are not available,
potentially leading to severe instabilities or simulation divergence. Testing the convec-
tive ALE form of the Navier–Stokes equations with the solution (u, p), we obtain for the
unforced case (b = 0, u|ΓtD = 0, t̄|ΓtN = 0)

0 = 〈u, ρ∂tu|x̃ + ρ (∇u) c〉+ (1− χ/2)〈∇u+ χ∇>u, µ∇u+ χµ∇>u〉
−(1− χ)〈u,

(
∇>u

)
∇µ〉, (4.64)

where 〈·, ·〉 denotes the standard L2 scalar product over the current domain Ωt. Note
also, that the generalised Laplacian (χ = 0) form introduces an additional non-symmetric
viscous term. This additional term demands some further attention when deriving a
bound for the viscous energy, but is left as an open problem within this work. Regarding
our discussions here, the acceleration and convective terms are relevant. With standard
arguments (see, e.g., [24, 229–232]), we can rewrite the convective term as

〈u, ρ (∇u) c〉 = 〈c, ρ
(
∇>u

)
u〉 = 〈c, ρ2∇ (u · u)〉

= 〈c · n, ρ2u · u〉Γ
t
N
− 〈∇ · c, ρ2u · u〉

= 〈c · n, ρ2u · u〉Γ
t
N

+ 〈∇ · um,
ρ

2u · u〉, (4.65)

since we defined the convective velocity as c := u−um. The kinetic energy of the system
shall be conserved, which may be formulated as (see, e.g., [215, 229])

∂

∂t
Ekin := ∂

∂t

∫
Ω0

ρ

2u · u detJ dΩ =
∫

Ω0

∂

∂t

ρ

2u · u detJ
∣∣∣∣∣
x̃

dΩ

=
∫

Ω0

∂

∂t

ρ

2u · u
∣∣∣∣∣
x̃

detJ + ρ

2u · u
∂

∂t
detJ

∣∣∣∣∣
x̃

dΩ
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with the Jacobian of the ALE mapping J := ∂x
∂x̃
, where one may insert (see, e.g., [214])

∂

∂t
detJ

∣∣∣∣∣
x̃

= (∇ · um) detJ ,

such that we get, changing the domain of integration to Ωt,

∂

∂t
Ekin =

∫
Ω0

∂

∂t

ρ

2u · u
∣∣∣∣∣
x̃

detJ + ρ

2u · u (∇ · um) detJ dΩ

=
∫

Ωt

∂

∂t

ρ

2u · u
∣∣∣∣∣
x̃

+ ρ

2 (u · u)∇ · um dΩ

= 〈u, ρ∂tu|x̃〉+ 〈ρ2u · u,∇ · um〉. (4.66)

Then, we can insert Eqns. (4.65) and (4.66) into Eqn. (4.64), which yields in the inviscid
case (µ ≡ 0)

0 = 〈u, ρ∂tu|x̃ + ρ (∇u) c〉

= ∂

∂t
Ekin − 〈

ρ

2u · u,∇ · um〉+ 〈∇ · um,
ρ

2u · u〉+ 〈c · n, ρ2u · u〉Γ
t
N
,

where the terms involving the divergence of the mesh velocity cancel out. Obviously,
this presentation is not intended to be a rigorous proof of energy-stability, but it is
sufficient to demonstrate that even when only the acceleration and convective terms are
considered, one ends up with

∂

∂t
Ekin = −〈c · n, ρ2u · u〉Γ

t
N
.

To obtain an energy-stable scheme, we require the flux kinetic energy entering over ΓtN
be negative, such that ∂

∂t
Ekin ≤ 0 in the above relation. As flow enters the computa-

tional domain in a relative sense, i.e., c · n < 0, the system’s kinetic energy cannot be
bound, existence of weak solutions cannot be proven and a-priori estimates are unattain-
able [229–231, 233].

Several works in literature are devoted to equalising this term by modifying the Neumann
condition on ΓtN to guarantee stability, while keeping the impact on the solution as little
as possible. A first option is to enforce the total pressure ptot = p+ 1

2u·u on ΓtN [234, 235],
leading to stable, but unphysical solutions when ρ

2u ·u is of the same order of magnitude
as the pressure itself [24]. Also, this modification alters the boundary condition in the
case of outflow, which is certainly not desired in most cases.
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Targeting directly the boundary term that spoils energy balance, the popular velocity-
penalisation method [236, 237] and its variants add terms of the form

〈w, αb
ρ

2u(c · n)−〉ΓtN (4.67)

with (c · n)− := 1
2 (|c · n| − c · n) =

−c · n for c · n < 0,
0 otherwise.

to the weak form of the momentum balance equation. Then, testing the weak form with
the solution (u, p) gives in the inviscid, unforced case

∂

∂t
Ekin = −〈c · n, ρ2u · u〉Γ

t
N
− 〈u, αb

ρ

2u (c · n)−〉ΓtN ,

such that αb ≥ 1 guarantees an energy-stable scheme (see [231, 233] for the zero pseudo
tractions case and [229, 230] for pressure-gradient-driven fluid flows). For the sake of com-
pleteness, we mention other well-established techniques, such as penalising the velocity
gradient [238, 239], enforcing mean flow rates via Lagrange multipliers [240], extend-
ing the computational domain artificially and adapting the balance equations in those
regions [241, 242] or enforcing an outflow profile [243] or zero tangential velocity compo-
nents [244]. The interested reader is referred to the excellent works by Bertoglio et al.
[245] and Fouchet-Incaux [229] for a more detailed discussion and in-depth analysis.

Herein, we restrict ourselves to backflow stabilisation adding the stabilisation term given
in Eqn. (4.67), since the studies presented in [241, 244, 245] and numerous applications
in both the haemodynamic [227, 244, 246–248] and respiratory [230, 249, 250] regime
show satisfactory results. Adding the term in Eqn. (4.67) on the Neumann boundary
ΓtN amounts to changing the (pseudo) traction vector weakly enforced on the Neumann
boundary segment to(

−pI + µ∇u+ χµ∇>u
)
n = t̄− αb

ρ

2u (c · n)− , (4.68)

where χ once again switches between the generalised Laplacian (χ = 0) and stress-
divergence (χ = 1) forms. For the velocity-pressure formulation, the corresponding term
is easily added to the momentum balance equation, whereas in the split-step scheme, this
leads to further complications. As consistency of the PPE and its boundary conditions
is key to mass conservation, the change in the Neumann conditions has to be treated
with care. Omitting yet another equivalence proof similar to Thm. 2.1.1 or Cors. 4.1.3
and 4.2.1 with a slightly altered Neumann boundary term on ΓtN for the sake of brevity,
we directly proceed in presenting the modified pressure Dirichlet condition on ΓtN , which
now reads

p|ΓtN = ζ := −µ∇ · u+ n ·
[
µ
(
∇u+ χ∇>u

)
n− t̄+ αb

ρ

2u (c · n)−
]
,

incorporating the stabilisation term in a straight-forward manner. The modified traction
thus not only enters the fluid momentum balance step as was intended from the begin-
ning, but also the projection on the Neumann boundary to obtain continuous boundary
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data for the PPE. Hence, the projection step in the split-step scheme seeks for continuous
pressure boundary data ζn+1

h ∈ Y n+1
h ⊂ H1/2(Γn+1

N ), such that for all sh ∈ Y n+1
h , there

holds

〈sh, ζn+1
h 〉ΓtN = 〈shn, µn+1

h

(
∇un+1

h + χ∇>un+1
h

)
n− t̄n+1 + αb

ρ

2u
n+1
h

(
cn+1
h · n

)
−
〉ΓtN

− 〈sh, µn+1
h ∇ · un+1

h 〉ΓtN . (4.69)

Depending on the specific scheme chosen, that is, the sequence of steps, combining the
pressure and Leray projection variables or extrapolating in time, the backflow stabili-
sation needs to be evaluated with a suitable convective velocity. The momentum bal-
ance step in component-coupling form with divergence damping then consists of finding
un+1
h ∈ [Xn+1

h ]d ⊂ [H1(Ωn+1)]d with un+1
h |Γn+1

D
= gn+1, such that there holds

0 = 〈wh, ρα
m
0 u

n+1
h +

m−1∑
j=0

αmj+1

(
un−jh −∇ψn−jh

)
〉+ 〈wh, ρ(∇un+1

h )cn+1
h − bn+1〉

+(1− χ/2)〈∇wh + χ∇>wh, µ
n+1
h ∇un+1

h + χµn+1
h ∇>un+1

h 〉 − (1− χ)〈wh,
(
∇>un+1

h

)
∇µn+1

h 〉

−〈∇ ·wh, p
n+1
h 〉 − 〈wh, t̄

n+1〉Γn+1
N

+ 〈wh, αb
ρ

2u
n+1
h

(
cn+1
h · n

)
−
〉Γn+1
N

,

for all wh ∈ [Xn+1
h ]d with wh|Γn+1

D
= 0. Then, an adequate strategy is to consider the

approximation (cn+1
h · n)− ≈ (c?h · n)− in both PPE and momentum balance steps. In

the latter, the backflow stabilisation is therefore considered semi-implicit, entering the
matrix of the linear system corresponding to the variational formulation of the momen-
tum balance equation, but “activating” backflow stabilisation based on c?h. Evaluating
the unit outward normal dotted with the convective velocity c?h is enough to prevent
divergence due to re-entrant flow as our numerical tests suggest. Note here, however,
that the activation of the stabilising term has to be synchronised between the PPE and
momentum balance steps as its contribution can become quite large and might otherwise
lead to instabilities. This leads to using (c?h ·n)− for the pressure steps, even if the fluid
velocity might be readily available.

We refrain at this point from presenting every possible combination in terms of sequence
of steps and suitable extrapolations, noting, that above remarks are applicable to all
of the variants presented in Ch. 3 and their ALE counterparts in Sec. 4.1. Numerical
examples are presented in the FSI context and are thus postponed to Ch. 7 for now.

4.6 Outflow conditions for truncated domains

In addition to the problems encountered when fluid enters the computational domain
over Neumann boundaries as discussed in Sec. 4.5, prescribing suitable traction data is
non-trivial on boundaries where the domain has to be truncated artificially. At those
predefined outlets, the otherwise neglected downstream structures have to be taken into
account since they can heavily impact the flow split between outlets by setting appropri-
ate pressure levels. In patient-specific scenarios of aortic blood flow for example, neither
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pressure nor velocity profiles are routinely acquired in clinic and thus seldomly available.
Simple strategies to resolve this issue might prescribe, e.g., mean reference pressures at
all times or velocity profiles computed from volumetric flow data, both of which can lead
to stability issues or unphysical results depending on the physical parameters and the
specific problem considered. In addition to that, the required flow quantities are often
times not available, such that population mean values have to be resorted to, further
reducing the predictive power of the numerical model.
The usual boundary conditions are thus replaced by transmission conditions to reduced
zero-dimensional Windkessel models, one-dimensional pipe flow or networks thereof (see,
e.g., [251], [252] and [253–255] and references therein) to incorporate effects of the cut-off
flow regions. This leads to several frameworks coupling pressure, flow rates, or cross-
sectional area of one-dimensional models [256–260], closed-loop pipe networks [261–265]
or zero-dimensional lumped parameter models [229, 241, 244, 247, 248, 266–272] to the
three-dimensional Navier–Stokes equations in pure CFD or FSI settings. In the last
group of methods, Windkessel (WK) models describing the relation between volumetric
flow and pressure are among the most prominent techniques owing to their simplicity
and great versatility. The classical three-element WK model [251, 273] as one of the
possible options is employed within this work, but might be viewed as a placeholder for
more complex differential algebraic systems (see, e.g., [267]).
So, we proceed in decomposing the Neumann boundary ΓtN into non-overlapping outflow
sections denoted as Γti, i = 1, . . . , Nout,

ΓtN =: Γtout =
Nout⋃
i=1

Γti,

such that Γti ∩ Γtj = ∅ for i, j = 1, . . . , Nout with i 6= j. Over each of these outlet faces,
define the outward flux Qi (u) via

Qi (u) := 〈u,n〉Γti , (4.70)

such that the three-element WK model governing the mean pressure pc,i on outlet Γti is
given as

Ci
∂

∂t
pp,i + pp,i − pd,i

Rd,i

= Qi (u) , (4.71)

pc,i − pp,i = Rp,iQi (u) , (4.72)

for i = 1, . . . , Nout. Here, the capacitance Ci incorporates elastic effects of the neglected
pipe network, pp,i and pd,i denote proximal and distal pressures, whereas the proximal and
distal resistances to the flow, Rp,i and Rd,i, control the amount of backflow by regulating
the pressure. The mean pressure pc,i is enforced via traction conditions on Γti,

(
−pI + µ∇u+ χµ∇>u

)
n = −pc,in,
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or, including terms related to backflow stabilisation similar to Eqn. (4.68) to counter
re-entrant flow, one obtains (see Sec. 4.5)(

−pI + µ∇u+ χµ∇>u
)
n = −pc,in− αb

ρ

2u (c · n) , (4.73)

for outlet i = 1, . . . , Nout. Note here that the viscous contribution to the traction is
completely neglected, following the standard approach. In an attempt to reduce effects
on the upstream velocity field, one might incorporate appropriate correcting boundary
integrals, but given the fact that in most cardiovascular applications active backflow
stabilisation and the pressure level dominate the flow split and the observed flow fields
at the outlets, this simplification is accepted, simply ignoring the introduced errors due
to their minor relative importance.

A consistent time integration of the differential algebraic system of the WKmodel (4.71)–
(4.72) via a BDF scheme of order m reads

Ci
m∑
j=0

αmj p
n+1−j
p,i +

pn+1
p,i − pn+1

d,i

Rdi

= Qi

(
un+1

)
, (4.74)

pn+1
c,i − pn+1

p,i = Rp,iQi

(
un+1

)
, (4.75)

for each of the i = 1, . . . , Nout outlets. However, Qi (un+1) is not directly available for
the Neumann condition to enforce pn+1

c,i implicitly. In a velocity-pressure formulation
or in the momentum balance step of the split-step scheme, Qi (un+1) can be considered
implicitly, expressing Qi in terms of the unknown nodal velocity DoFs, being the most
stable option. Alternatively, linearisations via Qi (un) or Qi (u?) are other possible
options, potentially affecting the temporal stability of the overall scheme [241, 267].

Numerical examples and further discussion are postponed to Ch. 8, where linearisation
and extrapolation options are compared. There, the three-element Windkessel model is
applied to an idealised abdominal aortic aneurysm (single outlet), and patient-specific
geometries constructed from medical image data of an iliac bifurcation (2 outlets) and a
case of aortic dissection (12 outlets) in Secs. 8.5–8.7.

4.7 Summary and conclusion

Targeting practical applications in the cardiovascular context, this chapter presents ex-
tensions of the coupled velocity-pressure formulation stabilised via BVS and the PPE-
based split-step scheme, incorporating well-established models and concepts. First, Ar-
bitrary Lagrangian–Eulerian formulations are considered accounting for instationary do-
mains as encountered, e.g., in fluid–structure interaction or simply when the domain’s
boundaries follow a prescribed motion. Motivated by several studies in the field, we
include Robin boundary conditions for the coupled velocity-pressure formulation as well
as the PPE-based split-step scheme for later use in FSI, which might also be applied to
enclosed flow problems, ensuring a unique pressure field by design. Moreover, practically
relevant aspects such as stabilising convective effects via the Streamline upwind/Petrov–
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Galerkin (SUPG) formulation or Galerkin Least-Squares (GLS) stabilisation, construct-
ing inflow profiles for non-trivial inlets given volumetric flow data, stabilising re-entrant
flow regions and accounting for the neglected downstream vasculature via lumped zero-
dimensional parameter models are carefully woven into the proposed framework.
The following chapter now shifts the focus to structural dynamics, introducing suitable
initial boundary value problems and a corresponding solver. Basic, purely displacement-
based and C0-continuous formulations are discussed, considering linear elasticity, a
St. Venant–Kirchhoff model or standard constitutive relations in Hyperelasticity such as
the neo-Hookean, Mooney–Rivlin or Holzapfel–Gasser–Ogden material models, weakly
enforcing incompressibility through a penalty term. Afterwards, practical aspects of rel-
evance in cardiovascular applications are covered in Ch. 6, before a PPE-based split-step
FSI scheme is then introduced in Ch. 7.
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In many problems of engineering and biomedical interest, elastic continua play a signif-
icant role, potentially undergoing large deformations and showing distinct anisotropic
and highly nonlinear material behaviour. Solid mechanics problems and their numeri-
cal solution have a long tradition, which is closely related to developments of the finite
element method. Soft biological tissues, however, are in this regard particularly chal-
lenging, as standard solution techniques can lead to numerical difficulties in the relevant
parameter range for (nearly) incompressible continua [274–279]. To capture the rubber-
like behaviour of such materials, a vast variety of methods have been presented over the
past years to completely resolve or at least reduce the incompressibility dilemma and its
associated numerical challenges.
One can differentiate mixed displacement-pressure formulations using inf-sup stable finite
element pairs (see, e.g., [280–282]) or stabilised, equal-order formulations such as [283–
291], enhanced strain methods [287, 292–295], local projection schemes [296–300], or-
thogonal sub-scale approaches [301–303], multi-field variational formulations [304–306],
methods based on non-conforming finite elements such as Crouzoix-Raviart or discon-
tinuous Lagrange elements [307–311] and possibly the most fundamental class of purely
displacement-based penalty schemes [275, 312–315]. Some of these approaches might
still suffer from locking effects, especially for lower-order interpolation and in the incom-
pressible limit as the bulk modulus enforcing isochoric deformation increases (and the
Poisson’s ratio approaches 1/2).
However, there is still a certain appeal to lower-order interpolations, mainly for reasons of
practicality [291, 316, 317]: first, real-world applications in the biomedical context often
feature high-resolution, but lower-order accurate geometrical representations, as they are
reconstructed from voxelated medical image data. Second, the sought solutions might not
be smooth enough for higher-order methods to unleash their full potential without further
measures taken. Furthermore, the solid mechanics solver is within this work utilised
as a single-field solver in a fluid–structure interaction algorithm, where only matching
grids on the interface are considered for ease of implementation, avoiding projections
or interpolations on the interface. Therefore, the potential structure formulations are
limited to schemes involving continuous displacement approximations, as continuity of
displacements and velocities is enforced onto the fluid solver in a standard strong way,
i.e., directly woven into the function space. On the solid side, the applied Robin or
Neumann conditions on the interface involve the fluid Cauchy traction and velocity,
such that no additional constraints are strongly enforced. Also note that in the coupling
scheme presented in Sec. 7.2, the solid subproblem and a corresponding solver are easily
replaced, such that more advanced approaches can be integrated into the final resulting
FSI scheme due to its partitioned design.



136 5 Structural dynamics

Keeping these considerations in mind, we herein employ one of the least complex options
using a purely displacement-based formulation with standard continuous interpolation
and a modified strain energy function involving a penalty term to weakly enforce incom-
pressibility. Also, we restrict ourselves to hyperelastic material laws within this work,
only consider viscoelastic effects in the surrounding tissue support and account for load-
ing history only in terms of the prestress being present in the reference configuration.

Regarding the replication of in-vivo scenarios, the current state of the art in modelling
the cardiovascular system further involves: (i) layered geometric discretisations of the
aortic wall, resolving the (major) tissue layers being intima, media and adventitia, (ii)
(nearly) incompressible, anisotropic material models including fibre-reinforcement, (iii)
surrounding tissue providing viscoelastic support and embedding the computational do-
main, and (iv) accounting for prestress, being the stress state present in geometries
constructed from medical image data at the time of image acquisition. All these aspects
have not been embedded in a single (FSI) framework so far, and thus constitute the next
step towards a fast computational tool for clinical support. Within this chapter, the basic
solid mechanics solver including the various modelling aspects (i)–(iv) is introduced.

Based on a formulation taken from Simo and Hughes [313], novel contributions of the
present work are the rule-based construction of a material orientation suitable for ap-
plications featuring branching, bifurcations and even topology changes as encountered,
e.g., in aortic dissection (see Sec. 6.1). Also, the prestress algorithm by Hsu and Bazilevs
[318] is robustified by a combined continuation and load-driven pseudo-timestepping ap-
proach presented in Sec. 6.4. While adopting Robin boundary and interface conditions
as summarised in Secs. 6.2 and 6.3 cannot be considered new, their combination into
the overall semi-implicit PPE-based FSI framework in Ch. 7 certainly is, motivating its
introduction for later reference. The bulk of these methods are introduced in the au-
thor’s work [6] and are introduced here in greater detail, complemented by numerous
remarks.

5.1 Governing equations

The field of continuum mechanics has a long and rich history with countless ground-
breaking contributions by various authors. It thus comes at no surprise that restricting
ourselves to a short introduction for brevity inevitably ignores the vast majority of impor-
tant problems and possible remedies presented in the literature. Nonetheless, we want to
point the interested reader towards the excellent monographs by Holzapfel [276], Bonet
and Wood [319] and related works [100, 278, 313, 320–322], which might be useful as a
starting point, presenting a much more rigorous and in-depth discussion.

With that being said, let us consider a continuum body in the current or spatial do-
main Ωt and let Ω̂ denote the corresponding Lagrangian reference configuration. The
Lipschitz-continuous boundary Γt and its Lagrangian counterpart Γ̂ are further decom-
posed into non-overlapping and non-empty Dirichlet and Neumann segments, ΓtD and
ΓtN and respective Γ̂D and Γ̂N . The Lagrangian and current configurations are connected
via the mapping
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φ : x̂ ∈ Ω̂→ x ∈ Ωt, φ(x̂, t) := x̂+ d(x̂, t), (5.1)

with the material point x̂ mapped to the current configuration Ωt via the displacement
d(x̂, t) from the fixed Lagrangian reference frame Ω̂ (see also Sec. 4.1 and, e.g., [276, 319]).
Here and in what follows, we purposely refrain from indicating quantities defined in Ω̂ by
ˆ for any quantities undoubtedly corresponding to the Lagrangian frame to not further
clutter the notation, which will become particularly relevant when introducing the FSI
problem later in Ch. 7.

At initial time t = 0, the Lagrangian configuration and the current (also called spatial)
domain coincide, whereas for t > 0, the motion of the continuum body is described in
terms of the displacement vector d(x̂, t). Then, the total Lagrangian framework conve-
niently allows expressing stresses and strains in Ωt in terms of the mapping φ(x̂, t)—or
more precisely—the displacement d(x̂, t), defined in the stationary Lagrangian configura-
tion Ω̂. To this end, we further introduce the deformation gradient F and its determinant,
the Jacobian J , as

F := ∇̂φ = ∇̂x̂+ ∇̂d = I + ∇̂d, J := detF , (5.2)

adopting standard notations. Here, ∇̂ denotes the gradient with respect to material
coordinates x̂. To ensure that the mapping φ is one-to-one and invertible, we require
the Jacobian J be strictly positive, such that the deformation gradient F is non-singular
and F−1 exists. The exact displacement field d is assumed continuous (no cracks or voids
forming), which also holds on the discrete level when using continuous finite elements.
Physically interpreting these statements, we ensure that the continuum body does not
penetrate itself, if no self-contact occurs.

To conveniently express strains in the Lagrangian configuration, we additionally define
the right Cauchy–Green tensor C,

C := F>F , (5.3)

and the Green–Lagrange strain tensor

E := 1/2 (C − I) = 1/2
(
F>F − I

)
= 1/2

[
∇̂d+ ∇̂>d+

(
∇̂>d

)
∇̂d

]
, (5.4)

introducing a shorthand notation for the transpose of the displacement gradient with
respect to x̂ by ∇̂>d :=

(
∇̂d

)>
.

Cauchy’s stress theorem states, that at every continuum point, there exists a unique
second-order tensor, which, when dotted with the unit outward normal of an arbitrary
cutting plane, exactly equates the traction acting on that plane. Denoting by n the
unit normal onto an arbitrary cutting plane in the current configuration Ωt, this can be
written as

t = σn, (5.5)
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with the Cauchy or real traction vector t and the Cauchy stress tensor σ as already
considered in the context of fluid mechanics in Chs. 2–4. In the Lagrangian reference
configuration Ω̂, a similar argument relating the referential traction vector t̂ with a
second-order tensor and the plane’s unit normal n̂ reads

t̂ = P n̂. (5.6)

Herein, P denotes the first Piola–Kirchhoff stress tensor defined in the Lagrangian ref-
erence configuration Ω̂. With the help of Nanson’s formula, a relation between the two
stress tensors σ and P can be found as (cf. [276, 319])

P = JσF−>. (5.7)

Furthermore, we finally introduce the pull-back of the first Piola–Kirchhoff stress tensor
P as the second Piola–Kirchhoff stress tensor S,

S := F−1P = JF−1 σF−>, (5.8)

directly using Eqn. (5.7) to express S in terms of σ. Note that the Cauchy stress σ is
symmetric as a consequence of angular momentum balance (see, e.g., [276, 319]), while
the deformation gradient F is not. Consequently, S is symmetric too, but P is not. The
second Piola–Kirchhoff stress S is at this point a purely artificial quantitity without any
real physical interpretation. Nonetheless, it has proven to be useful in the definition of
constitutive relations, which are the missing link between stress and strain measures. It
can thus be used to conveniently describe relations between, e.g., the Green–Lagrange
strain tensor E (5.4) or invariants of the right Cauchy–Green strain tensor C (5.3) and
the second Piola–Kirchhoff stress tensor S (5.8).

The balance of linear momentum connecting the rate of change of linear momentum and
externally applied loads in the Lagrangian reference frame may then be stated as

ρdttd− ∇̂ · P = b in Ω̂,

with the structure’s density per unit reference volume ρ, the material acceleration dttd,
the divergence of the first Piola–Kirchhoff stress tensor with respect to the material
coordinates ∇̂ · P and b(x̂, t) being a volumetric force per unit reference volume. A
standard initial boundary value problem governing the structure’s displacement d in the
time interval from t = 0 to t = T including Dirichlet and Neumann boundary conditions
on Γ̂D and Γ̂N , respectively, reads

ρdttd− ∇̂ · P = b in Ω̂× (0, T ], (5.9)
d(x̂, 0) = d0 in Ω̂ at t = 0, (5.10)

dtd(x̂, 0) = ḋ0 in Ω̂ at t = 0, (5.11)
d = g on Γ̂D × (0, T ], (5.12)

P n̂ = t̂ on Γ̂N × (0, T ], (5.13)
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where d0 and ḋ0 are given initial displacement and velocity fields, g is a given Dirichlet
datum on Γ̂D and the traction vector t̂ given on Γ̂N .

Now, a constitutive relation to determine P (d) needs to be defined to capture the ma-
terial behaviour. In order to derive such a relation, hyperelastic continua are based on
the fundamental assumption that there exists a scalar-valued strain-energy density per
unit reference volume Ψ = Ψ(E) : Rd×d → R+. For purely mechanical problems, the
total internal potential energy Πint(t) is then given by

Πint =
∫

Ω̂
Ψ dΩ̂.

The constitutive equation for the second Piola–Kirchhoff stress tensor can then be for-
mulated as

S = ∂Ψ
∂E

, (5.14)

such that the system (5.9)–(5.13) is finally closed. A first simple constitutive relation
connecting the Green–Lagrange strain tensor E and the strain-energy density Ψ is the
so-called Saint Venant–Kirchhoff model (see, e.g., [276, 320]), specified as

Ψ(E) := λ

2 (trE)2 + µtr
(
E2
)
, (5.15)

with λ and µ being Lamé parameters. For homogeneous isotropic materials these param-
eters may be expressed in terms of Young’s modulus E and Poisson’s ratio ν, yielding

λ = Eν

(1− 2ν)(1 + ν) , µ = E

2(1 + ν) , (5.16)

where one can already see that for ν → 1/2, that is, approaching the fully incompressible
case, numerical difficulties arise. Then, owing to Eqn (5.14), the second Piola–Kirchhoff
stress tensor for Saint Venant–Kirchhoff material is given by

S = λItrE + 2µE.

In the context of fluid mechanics, µ translates to the dynamic viscosity (see, e.g., Chs. 2
and 3), whereas in solid mechanics, one refers to the second Lamé parameter µ as the
shear modulus. Similarly, the bulk modulus κb can be written for homogeneous isotropic
materials as

κb = E

3(1− 2ν) . (5.17)

Expressed in terms of Lamé parameters, we have

E = µ
3λ+ 2µ
λ+ µ

, ν = λ

2(λ+ µ) , κb = λ+ 2
3µ, (5.18)
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which we introduce here for later reference. In the small strain limit, a frequently used
simplification is based on further assuming

∣∣∣∣∣∣∇̂d∣∣∣∣∣∣� 1, which leads to a linearised strain
tensor ε being the symmetric gradient of d with respect to x̂, since

E := 1/2
[
∇̂d+ ∇̂>d+

(
∇̂>d

)
∇̂d

]
≈ 1/2

(
∇̂d+ ∇̂>d

)
=: ε,

deducing a stress tensor linear in the displacement d. Aiming for governing equations
linear in the displacement, the Piola transform is neglected, such that stress tensors in
the spatial and material configuration coincide, i.e., Eqn. (5.8) reduces to

P = F S ≈ S, P = JσF−> ≈ σ.

The assumptions of linear elasticity thus finally lead to

P ≈ S ≈ λItr ε+ 2µε = λI∇̂ · d+ µ
(
∇̂d+ ∇̂>d

)
, (5.19)

whereas the Saint Venant–Kirchhoff model (5.15) leads to the nonlinear expression

P = F S = λF trE + 2µF E. (5.20)

Note here that λ enforces a divergence-free displacement field via a penalty term, leading
to fully incompressible material behaviour as the Poisson’s ratio ν → 0.5 and conse-
quently λ→∞. In such a scenario—as encountered in the case of rubber-like materials
or soft biological tissue—numerical difficulties are inevitable when using the standard for-
mulation just presented. As such materials’ response to shear and compression/extension
are substantially different, the deformation gradient F is split multiplicatively into so-
called isochoric and volumetric parts following Flory [323],

F = F vol F ,

where F vol := J
1/3I and F := J−

1/3F . (5.21)

Consequently, F vol captures all volumetric changes due to detF vol = J and F contains
only volume-preserving deformations, since detF = 1. In a similar manner, the right
Cauchy–Green tensor is split into

C = CvolC,

with Cvol := J
2/3I and C := J−

2/3C,

and the strain-energy function is postulated in a decoupled form, namely

Ψ(C) = Ψvol(J) + Ψ(C).

This gives rise to an additive split of the stress response into purely volumetric (Svol)
and isochoric (S) contributions,
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S = 2∂Ψ(C)
∂C

= 2∂Ψvol(J)
∂J

∂J

∂C
+ 2∂Ψ(C)

∂C

= J
∂Ψvol(J)
∂J

C−1 + 2∂Ψ(C)
∂C

= Svol + S, (5.22)

using the relation for the Jacobian’s derivative with respect to the right Cauchy–Green
tensor C (see, e.g, [276])

∂J

∂C
= ∂

∂C
detF = 1/2JC−1. (5.23)

The strain-energy function Ψ(C) is an isotropic tensor function, meaning, it is invariant
under a rotation by an orthogonal tensor Q, i.e., Ψ(C) = Ψ(QCQ>) and can therefore
be expressed in terms of the principal invariants of its argument C (see, e.g., [276]
and [321, 322] for a proof of the so-called representation theorem for invariants). Strain-
energy functions Ψ(C) are thus frequently formulated in the principal invariants of C,
Ii(C), i = 1, 2, 3, which are defined as

I1 := trC = C : I,
I2 := 1/2

[
(trC)2 − tr

(
C2
)]

= 1/2
(
I2

1 −C : C
)

I3 := detC, (5.24)

such that derivatives with respect to C are given as [276],

∂I1

∂C
= I,

∂I2

∂C
= I1I −C,

∂I3

∂C
= I3C

−1. (5.25)

Analogously, we can define the invariants of C for convenient definitions of strain-energy
functions of nearly incompressible hyperelastic continua as

I1 := trC = J−
2/3I1 (5.26)

I2 := 1/2

[(
trC

)2
− tr

(
C

2)] = J−
4/3I2

I3 := detC ≡ 1, (5.27)

such that the derivatives with respect to C are easily computed using (5.23), (5.25) and
the chain rule, yielding

∂I1

∂C
= J−

2/3 ∂I1

∂C
+ I1

∂

∂C
J−

2/3 = J−
2/3
(
I − 1/3I1C

−1
)

∂I2

∂C
= J−

4/3 ∂I2

∂C
+ I2

∂

∂C
J−

4/3 = J−
4/3
(
I1I −C − 2/3I2C

−1
)

∂I3

∂C
= 0. (5.28)
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Now, we are finally in position to introduce the strain-energy functions corresponding
to the neo-Hookean (ΨNH, [324]) and Mooney–Rivlin (ΨMR, [325, 326]) material models
for incompressible materials as

ΨNH := c10/2
(
I1 − 3

)
, (5.29)

ΨMR := c10/2
(
I1 − 3

)
+ c01/2

(
I2 − 3

)
, (5.30)

such that the corresponding second Piola–Kirchhoff stress tensors are given as

SNH := 2∂ΨNH

∂C
= c10

∂I1

∂C
, (5.31)

SMR := 2∂ΨMR

∂C
= c10

∂I1

∂C
+ c01

∂I2

∂C
, (5.32)

with constants c01 and c10 relating to the shear modulus as µ = c10 for the neo-Hookean
model and µ = c10 + c01 for the Mooney–Rivlin model, respectively. For the volumetric
contribution to the strain-energy function Ψvol(J), almost equally as many different
representations exist, popular choices being

Ψvol := κb/2 (J − 1)2 , Svol := κb(J − 1)JC−1, (5.33)
Ψvol := κb/4

(
J2 − 1− 2 ln J

)
, Svol := κb/2(J2 − 1)C−1, (5.34)

Ψvol := κb/2 ln(J)2, Svol := κb ln(J)C−1, (5.35)

where merely (5.23) and the chain rule are used to derive Svol (see, e.g., [276, 327–329]
and references therein).

5.2 Tissue models accounting for fibre-reinforcement

In the context of cardiovascular solid mechanics and FSI, the load-bearing capacity of
collagen fibres plays a crucial role [330–333]. These fibres reinforce the ground mate-
rial, introducing strong anisotropic effects, significantly stiffening the arterial tissue once
an increased stretch is reached. To account for such a complex microstructure in a
continuum-mechanical approach, Holzapfel et al. [334] introduced

Ψfib := k1

2k2

∑
i=4,6

{
exp

[
k2
(
I i − 1

)2
]
− 1

}
, (5.36)

where k1 is a stress-like parameter, k2 is a dimensionless parameter and two additional
invariants I i, i = 4, 6, defined as

I i := J−
2/3Ii, with Ii := C : Ai, (5.37)
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are employed to capture the contribution of two fibre families. The directions of the fibre
families are incorporated via the structural tensors Ai, i = 4, 6, given by

Ai := mi ⊗mi, (5.38)

where mi denote given mean fibre directions in Ω̂. Based on the circumferential vessel
direction e1 and the longitudinal direction e2 (to be constructed), one can then conve-
niently define mean fibre directions m4 and m6 as

m4 := e1 + e2 tanαc
||e1 + e2 tanαc||

, m6 := e1 − e2 tanαc
||e1 − e2 tanαc||

, (5.39)

for symmetric fibre reinforcements inclined by an angle αc from the vessel’s circumfer-
ential direction. For now, we simply assume e1, e2 and αc given, and postpone a more
in-depth discussion on how to construct these vector fields appropriately to Sec. 6.1. The
strain-energy function (5.36) has been extended to account for (non-symmetric) fibre dis-
persion [335, 336], exclusion of compressed fibres [337] and fibre degradation [338]. To
limit complexity, we will herein focus on the fibre contribution as formulated by Gasser
et al. [335], reading

Ψfib := k1

2k2

∑
i=4,6

(
exp

{
k2
[
κcI1 + (1− 3κc) I i − 1

]2}
− 1

)
, (5.40)

with a fibre dispersion parameter κc. This form corresponds to isotropic dispersion for
κc = 1/3 and reduces to the zero dispersion case as shown in Eqn. (5.36) for κc = 0. The
second Piola–Kirchhoff stress tensor is then given as [335]

Sfib := 2∂Ψfib

∂C
= k1

k2

∑
i=4,6

[
∂

∂C
exp

(
k2G

2
i

)]
=
∑
i=4,6

[
2k1Gi exp

(
k2G

2
i

) ∂Gi

∂C

]
, (5.41)

where Gi, i = 4, 6 is introduced for convenience [268],

Gi := J−
2/3 [κcI1 + (1− 3κc) Ii]− 1, i = 4, 6,

such that we have

∂Gi

∂C
= J−

2/3

[
κc
∂I1

∂C
+ (1− 3κc)

∂Ii
∂C

]
+ [κcI1 + (1− 3κc) Ii]

∂J−2/3

∂C

= J−
2/3
{
κcI + (1− 3κc)Ai − 1/3 [κcI1 + (1− 3κc) Ii]C−1

}
,

since ∂
∂C
Ii = ∂

∂C
(C : Ai) = Ai in analogy to (5.25).

Considering Eqn. (5.36) or (5.40), an important assumption is introduced by Holzapfel
et al. [334], namely, that fibres under compression are not capable of withstanding any
load and buckle immediately, such that the corresponding parts in the strain-energy
function vanish. So, a fibre family is considered if C : Ai ≥ 1 and omitted otherwise
(see [339] for a detailed discussion). This assumption is not only physically meaningful,
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but also needed to ensure material stability. For isotropic reinforcement, i.e., κc = 0,
one can show that (5.36) is a convex potential, and for the form incorporating fibre
dispersion (5.40), a proof of convexity (under simplifying assumptions) is given in [335].
A proof in the general case is to the best of the author’s knowledge not available at
this point in time. However, the present anisotropic constitutive model can be seen as a
placeholder for a variety of material models and may thus be exchanged with low effort
given the partitioned design of the final FSI scheme.

In contrast to the original form of the HGO model incorporating dispersed fibres as
given in Eqn. (5.40) [335], modifications have been proposed incorporating C instead of
C for the anisotropic fibre contributions to suppress unphysical results [340, 341]. We
adopt this approach for the aortic dissection case presented in Sec. 8.7, but keep the
general form of the stress tensors for the following derivations, as only incorporating the
non-split C and its invariants reduces the complexity of what follows and is thus the
more general case.

The individual contributions Svol, SNH or SMR and optionally Sfib in sum yield

S = Svol + SMR + Sfib,

which is easily transformed via P = F S (5.8) to yield the first Piola–Kirchhoff stress
tensor used in the momentum balance equation (5.9). Keeping the generic notation P for
the first Piola–Kirchhoff stress tensor irrespective of the material law considered, we can
then proceed with the discretisation of the initial boundary value problem (5.9)–(5.13),to
be presented next.

5.3 Discretisation in time

To discretise the momentum balance equation (5.9) in time, decompose the time interval
It = (0, T ] from initial time t = 0 to end time t = T into Nt possibly non-uniform
time steps denoted by ∆t = tn+1 − tn, n = 0, . . . , Nt. Adopting standard notation, we
abbreviate the material acceleration, velocity and displacement at time t = tn+1 by

d̈
n+1 := dttd(x̂, tn+1) , ḋ

n+1 := dtd(x̂, tn+1) , dn+1 := d(x̂, t),

and employ generalised-α time integration [342], which evaluates acceleration terms at
the generalised midpoint tn+1−αm := (1− αm)tn+1 + αmt

n, while forcing terms, displace-
ment and velocity are evaluated at tn+1−αf := (1 − αf )tn+1 + αf t

n+1. Thus, we insert
the intermediate values at the generalised midpoints,

d̈
n+1−αm := α′md̈

n+1 + αmd̈
n
,

dn+1−αf := α′fd
n+1 + αfd

n,
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with shorthand notations α′m = 1−αm and α′f = 1−αf , into the structure’s momentum
balance equation as given in (5.9) to obtain

ρd̈
n+1−αm − ∇̂ · P

(
dn+1−αf

)
= bn+1−αf ,

ρ
(
α′md̈

n+1 + αmd̈
n
)
− ∇̂ · P

(
α′fd

n+1 + αfd
n
)

= bn+1−αf (5.42)

This specific time integration scheme corresponds to the generalised midpoint rule, which
uses P n+1−αf ≈ P (dn+1−αf ) for the nonlinear stress term. For ease of presentation and
implementation—especially relevant in the FSI setting (see Ch. 7)—we instead employ
the generalised trapezoidal rule, that is,

P n+1−αf ≈ α′fP
n+1 + αfP

n,

with P n+1 = P
(
dn+1

)
and likewise P n = P (dn), achieving same orders of accuracy in

time [343], to end up with a time-discrete momentum balance equation of the form

ρ
(
α′md̈

n+1 + αmd̈
n
)
− α′f∇̂ · P n+1 − αf∇̂ · P n = α′fb

n+1 + αfb
n. (5.43)

Further, we employ Newmark formulae [344], linking the material acceleration, velocity
and displacement via

1/∆t
(
dn+1 − dn

)
≈ ḋn + ∆tβd̈n+1 + ∆t (1/2− β) d̈n

1/∆t
(
ḋ
n+1 − ḋn

)
≈ γd̈

n+1 + (1− γ) d̈n,

with time integration parameters β and γ. This can be rewritten to obtain relations for
material acceleration and velocity at t = tn+1, implicit in terms of dn+1 only:

d̈
n+1 ≈ 1

β∆t2
(
dn+1 − dn

)
− 1
β∆t ḋ

n +
(

1− 1
2β

)
d̈
n
, (5.44)

ḋ
n+1 ≈ γ

∆tβ
(
dn+1 − dn

)
+
(

1− γ

β

)
ḋ
n + ∆t

(
1− γ

2β

)
d̈
n
. (5.45)

Specific choices of the time integration parameters γ, β, αm and αf determine accuracy
and stability properties of the resulting scheme. As Chung and Hulbert [342] have shown,
second-order accuracy in the displacement and the velocity, first-order accuracy in the
acceleration and unconditional stability are achieved for linear problems using

γ = 1
2 − αm + αf , β = 1

4 (1− αm + αf )2 .

For nonlinear problems, the analysis was extended by Erlicher et al. [343], proving second-
order accuracy in the displacement and velocity, first-order accuracy in acceleration and
energy stability in the high-frequency range depending on the algorithmic parameter
ρ∞. This parameter ρ∞ denotes the spectral radius in the high frequency limit and is
utilised to set appropriate αm and αf according to Tab. 5.1, resulting in a family of
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Tab. 5.1: Parameters αf and αm in the generalised-α time integration scheme to obtain the
N-β [344], HHT-α [345], WBZ-α [346] or CH-α [342] methods with ρ∞ being the
spectral radius in the high frequency limit. Zero numerical dissipation is added for
ρ∞ = 1 and maximum dissipation is achieved with ρ∞ = ρmin

∞ , ρmin
∞ = 1/2 for HHT-α

and 0 else.

N-β HHT-α WBZ-α CH-α

αm(ρ∞) 0 0 ρ∞−1
1+ρ∞

2ρ∞−1
1+ρ∞

αf (ρ∞) 0 1−ρ∞
1+ρ∞ 0 ρ∞

1+ρ∞

αm(ρ∞ = 1) 0 0 0 1/2

αf (ρ∞ = 1) 0 0 0 1/2

αm(ρmin
∞ ) 0 0 -1 -1

αf (ρmin
∞ ) 0 1/3 0 0

time integration schemes with specific choices being: (i) the Newmark-β (N-β) method
by Newmark [344], (ii) the HHT-α method introduced by Hilber et al. [345], (iii) the
WBZ-α method by Wood et al. [346], and (iv) the CH-α method by Chung and Hulbert
[342]. Suitable ranges are ρ∞ ∈ [ρmin

∞ , 1], where ρmin
∞ = 1/2 for the HHT-α time integration

scheme and ρmin
∞ = 0 for all other methods. Using ρ∞ = 1, no dissipation is introduced

and N-β, WBZ-α and HHT-α schemes coincide. Using the maximum amount of numer-
ical dissipation in the WBZ-α and CH-α schemes, ρmin

∞ = 0, both schemes yield identical
time integration parameters as can be seen from Tab. 5.1. For this so-called asymptotic
annihilation case, the high-frequency response is completely annihilated after a single
time step [342]. Maximum numerical dissipation is obtained setting ρmin

∞ = 1/2 in the
HHT-α scheme, resulting in the time integration coefficients αf = 1/3 and αm = 0.

The generalised-α time integration scheme was just recently extended to third- and
higher-order accuracy for first-order ordinary differential equations [347], hyperbolic
problems [348] and explicit structural dynamics integrators [349]. Herein, however, the
discussion is limited to second-order accurate, single-step schemes, which allow easy con-
trol of the time step size based on explicit-implicit predictor–corrector approaches (see,
e.g. [151, 350]), or error estimation by Taylor series expansion [137].

So, the time-discrete weak for of linear momentum balance in the displacement dn+1 is
found by inserting (5.44) into (5.43), yielding

0 = ρα′m

[
1

β∆t2
(
dn+1 − dn

)
− 1
β∆t ḋ

n +
(

1− 1
2β

)
d̈
n

]
+ ραmd̈

n

−α′f
(
∇̂ · P n+1 + bn+1

)
− αf

(
∇̂ · P n + bn

)
. (5.46)
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5.4 Fully discrete, linearised problem

Based on the time-discrete problem (5.46) and introducing [X(Ω̂)]d ⊂ [H1(Ω̂)]d, a weak
form is found multiplying with ϕ ∈ [X(Ω̂)]d with ϕ|Γ̂d = 0, giving

0 = 〈ρϕ, α′md̈
n+1 (

dn+1
)

+ αmd̈
n〉 − 〈ϕ, α′fbn+1 + αfb

n〉

−〈ϕ, α′f∇̂ · P n+1 + αf∇̂ · P n〉,

where we denote by 〈·, ·〉 and 〈·, ·〉Γ̂N the standard L2 scalar products in Ω̂ and Γ̂N similar
to previous sections. Applying the divergence theorem, one can then obtain a suitable
weak form in the structure’s displacements d only, rewriting the weak form as

0 = 〈ρϕ, α′md̈
n+1 (

dn+1
)

+ αmd̈
n〉 − 〈ϕ, α′fbn+1 + αfb

n〉

+ 〈∇̂ϕ, α′fP n+1 + αfP
n〉 − 〈ϕ, α′fP n+1n̂+ αfP

nn̂〉Γ̂N ,

where ϕ|ΓD = 0 is used, since the Dirichlet boundary conditions on dn+1 (5.12) or their
homogeneous counterparts are incorporated in the ansatz space as shall soon become
clear. Plugging in the Neumann data, i.e., first Piola–Kirchhoff traction vectors t̂ at times
tn+1 and tn given on Γ̂N , we then finally obtain a semilinear form R (d) (ϕ) resembling
the residual as

R (d) (ϕ) := 〈ρα′mϕ,
1

β∆t2 (d− dn)− 1
β∆t ḋ

n +
(

1− 1
2β + αm

α′m

)
d̈
n〉

− 〈ϕ, α′fbn+1 + αfb
n〉+ 〈∇̂ϕ, α′fP (d) + αfP

n〉

− 〈ϕ, α′f t̂
n+1 + αf t̂

n〉Γ̂N . (5.47)

Based on this variational form of the residual, we can thus define the problem seeking
dn+1 ∈ [X(Ω̂)]d with inhomogeneous Dirichlet conditions dn+1|Γ̂D = gn+1, such that

R
(
dn+1

)
(ϕ) = 0 (5.48)

holds for all ϕ ∈ [X(Ω̂)]d with ϕ|Γ̂D = 0. Note here, however, that R (d) (ϕ) as given in
Eqn. (5.47) and hence Eqn. (5.48) is potentially nonlinear in the structure’s displacement
dn+1 depending on the definition of the first Piola–Kirchhoff stress tensor P (d). To this
end, we employ Newton’s method to solve the nonlinear quasi-stationary problem at
each time step tn+1. Newton’s method is particularly prominent for solving nonlinear
systems arising from solid mechanics problems due to its locally quadratic convergence
rate. In the present context, that is, instationary problems with small time steps, the
standard Newton method is thus expected to perform well. This is especially true when
the structure is to be coupled to flow problems within FSI coupling algorithms. One
of the main reasons for fast convergence of Newton’s method in such a scenario is the
initial guess—usually extrapolated incorporating data from the last time steps—lies in
the vicinity of the nonlinear problem’s solution. Moreover, the Newton method can still
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be used in the case of linear elasticity, and simply converges in a single step given low
enough tolerances in the linear solver.

Newton’s method consists of an iterative process repeatedly updating the k-th approxi-
mation of dn+1, denoted by dn+1,k. In several steps starting from an initial guess dn+1,0,
the next iterate dn+1,k+1 is obtained via a simple vector update of the form

dn+1,k+1 = dn+1,k + δdk, (5.49)

until suitable absolute and/or relative convergence criteria are reached. Here, δdk is the
increment computed by solving the linear defect-correction problem

J
(
dn+1,k

) (
ϕ, δdk

)
= −R

(
dn+1,k

)
(ϕ) , (5.50)

with J (d) (ϕ, δd) being the directional or Gâteaux derivative of the (potentially) non-
linear residual R (d) (ϕ) with respect to the argument d, which is defined as

J (d) (ϕ, δd) := DdR (d+ εδd) (ϕ)|ε=0

= lim
ε→0

{R (d+ εδd) (ϕ)− R (d) (ϕ)
ε

}
.

Naturally, the test function ϕ, known boundary and body force terms and terms involv-
ing the past time step’s displacements, velocities or accelerations present in R (d) (ϕ)
do not depend on the solution dn+1 at tn+1 (simply d in Eqn. (5.47)), such that the
Jacobian J (d) (ϕ, δd) is given by

Dd〈ρα′mϕ,
1

β∆t2d〉 = 〈ρα′mϕ,
1

β∆t2 δd〉,

stemming from the acceleration term, and the Jacobian of the remaining stress term at
tn+1, which consists only of

Dd〈∇̂ϕ, α′fP (d)〉 = 〈∇̂ϕ, α′fDd [P (d)]〉,

since for now, we consider given first Piola–Kirchhoff tractions prescribed on Γ̂N . Thus,
Dd [P (d)] remains to be defined for each constitutive relation introduced and is derived
based on the standard relations (see, e.g., [276, 277, 319])
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Dd [F (d)] = ∇̂δd, (5.51)
Dd

[
F>(d)

]
= {Dd [F (d)]}> = ∇̂>δd, (5.52)

Dd [J(d)] = Dd [detF (d)] = Jtr
(
F−1∇̂δd

)
, (5.53)

Dd

[
F−1(d)

]
= −F−1

(
∇̂δd

)
F−1, (5.54)

Dd

[
F−>(d)

]
=
{

Dd

[
F−1(d)

]}>
= −F−>

(
∇̂>δd

)
F−>, (5.55)

such that we can directly determine all needed directional derivatives for each of the
considered material models. In linear elasticity, we have (5.19)

P = λI∇̂ · d+ µ
(
∇̂d+ ∇̂>d

)
,

such that the directional derivative corresponding to the stress term is

Dd [P (d)] = Dd

[
λI∇̂ · d+ µ

(
∇̂d+ ∇̂>d

)]
= λI∇̂ · δd+ µ

(
∇̂δd+ ∇̂>δd

)
. (5.56)

The nonlinear structure models considered within this work all involve the transformation
P = F S, which leads together with (5.51) to a directional derivative of

Dd [P (d)] = Dd [F (d)S(d)]
= Dd [F (d)] S(d) + F (d) Dd [S(d)]
=
(
∇̂δd

)
S(d) + F (d) Dd [S(d)] ,

where now merely the second term containing DdS depends on the specific constitutive
law. The Saint Venant–Kirchhoff model (5.20) leads to

Dd [S(d)] = Dd [λItrE + 2µE] = λItr(DdE) + 2µDdE, (5.57)
with Dd [E(d)] = Dd

[
1/2
(
F>F − I

)]
= 1/2

[
Dd

(
F>

)
F + F>DdF

]
.

For incompressible continua applying a multiplicative split of F and C into volumetric
and isochoric parts and assuming a decoupled strain-energy function leads to (5.22)

S = Svol(J) + S(C).

For the different definitions of Svol given in Eqns. (5.33)–(5.35) we obtain

Dd

[
κb(J − 1)JC−1

]
= κb

[
(2J − 1)Dd(J)C−1 + (J − 1)JDd

(
C−1

)]
, (5.58)

Dd

[
κb/2(J2 − 1)C−1

]
= κb

[
JDd(J)C−1 + 1/2(J2 − 1)Dd

(
C−1

)]
, (5.59)

Dd

[
κb ln(J)C−1

]
= κb

[
J−1Dd(J)C−1 + ln(J)Dd

(
C−1

)]
, (5.60)
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Dd

[
C−1(d)

]
= Dd

(
F−1F−>

)
= Dd

(
F−1

)
F−> + F−1Dd

(
F−>

)
. (5.61)

Now, all that is left is to determine DdS, which might be composed of SNH (5.31) or,
alternatively, SMR (5.32) and might contain fibre contributions via Sfib (5.41). Since
neo-Hookean and Mooney–Rivlin models can be written as

SNH = c10J
−2/3

(
I − 1/3I1C

−1
)

and SMR = SNH + c01J
−4/3

(
I1I −C − 2/3I2C

−1
)
,

it suffices to further specify DdC, DdI1 and DdI2,

Dd [C(d)] = Dd

(
F>F

)
= Dd

(
F>

)
F + F>DdF , (5.62)

Dd [I1(d)] = DdtrC = tr(DdC), (5.63)
Dd [I2(d)] = Dd

[
1/2
(
I2

1 −C : C
)]

= I1DdI1 −C : DdC. (5.64)

Then, applying the chain rule, one directly obtains

Dd

[
SNH(d)

]
= c10

[(
I − 1/3I1C

−1
)

Dd

(
J−

2/3
)

+ J−
2/3Dd

(
I − 1/3I1C

−1
)]
, (5.65)

Dd

(
J−

2/3
)

=− 2
3J
−5/3DdJ,

Dd

(
I − 1/3I1C

−1
)

=− 1/3
[
C−1DdI1 + I1Dd

(
C−1

)]
,

and

Dd

[
SMR(d)

]
= DdSNH + c01

(
I1I −C − 2/3I2C

−1
)

Dd

(
J−

4/3
)

+ c01J
−4/3Dd

(
I1I −C − 2/3I2C

−1
)
, (5.66)

with

Dd

(
J−

4/3
)

= −4
3J
−7/3DdJ,

Dd

(
I1I −C − 2/3I2C

−1
)

= IDdI1 −DdC − 2/3
[
C−1DdI2 + I2Dd

(
C−1

)]
.

For fibre-reinforced continua, S is augmented by (5.41)

Sfib =
∑
i=4,6

[
2k1Gi exp

(
k2G

2
i

) ∂Gi

∂C

]
,

and the chain rule results in

Dd

[
Sfib(d)

]
=
∑
i=4,6

{
Dd

[
2k1Gi exp

(
k2G

2
i

)] ∂Gi
∂C

+
[
2k1Gi exp

(
k2G

2
i

)]
Dd

(
∂Gi
∂C

)}
, (5.67)
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Dd

[
2k1Gi exp

(
k2G

2
i

)]
= 2k1 exp

(
k2G

2
i

) (
1 + 2k2G

2
i

)
DdGi,

Dd [Gi(d)] = Dd

(
J−

2/3
)

[κcI1 + (1− 3κc)Ii] + J−
2/3 [κcDdI1 + (1− 3κc)DdIi] ,

Dd [Ii(d)] = Dd (C : Ai) = Ai : DdC,

Dd

(
∂Gi
∂C

)
= Dd

(
J−

2/3
){

κcI + (1− 3κc)Ai − 1/3 [κcI1 + (1− 3κc) Ii]C−1
}

− 1
3J
−2/3

{
[κcDdI1 + (1− 3κc) DdIi]C−1 + [κcI1 + (1− 3κc) Ii] Dd

(
C−1

)}
finally completes the Jacobian. Thus, the problem is to find the k-th Newton update
δdk ∈ [X(Ω̂)]d with δdk|Γ̂D = 0, such hat

〈ρα′mϕ,
1

β∆t2 δd〉+ 〈∇̂ϕ, α′fDdP
(
dn+1,k

)
(δd)〉 = −R

(
dn+1,k

)
(ϕ) , (5.68)

for all ϕ ∈ [X(Ω̂)]d with ϕ|Γ̂D = 0. The solution δdk to (5.68) is then directly used
to update the last iterate via dn+1,k+1 = dn+1,k + δdk and the Dirichlet boundary con-
ditions (5.12), i.e., dn+1|Γ̂D = gn+1 are imposed on the initial guess dn+1,0 prior to the
iterative process of Newton’s method.
When incorporating the effects of dispersed fibres via the strain-energy functions (5.36)
or (5.40) and excluding fibres whenever C : Ai < 1 (irrespective of the Flory split
considered for the anisotropic contribution, see [339]), the Jacobian given in (5.67) is
merely an approximation. This can lead to stagnation of the nonlinear solver, calling
for globalisation strategies like Aitken’s acceleration, an Armijo scheme or arc-length
methods. However, employing the structural solver within an FSI scheme, time step
sizes are most often limited by the fluid flow solver and in addition to that, the structural
solver, i.e., the Newton method is executed once per FSI coupling iteration. Therefore,
rather crude relative tolerances can be accepted in the linear and nonlinear solvers and
in fact, one might even consider linearising the tension-compression switch, i.e., the
displacement iterate used to ensure C : Ai ≥ 1 by a suitable extrapolation in time.
Within this work, we thus borrow ideas from Nobile et al. [351, 352], linearising the
tension-compression switch with the initial guess, while in a conservative approach, the
remainder of the nonlinear terms are adequately captured, reducing the residual by, e.g.,
a factor of 103 or 104 depending on the desired accuracy in the FSI coupling scheme.
Depending on the problem at hand, i.e., nonlinearities, initial guess, mean needed FSI
steps per time step and more, such an approach typically leads to 1 to 3 Newton steps
per solver call.
As a noteworthy alternative to the stress term used in (5.68), which is based on 〈∇̂ϕ,P 〉,
one can make use of the relation

∇̂ϕ : P = ∇̂ϕ : (F S) ≡ 1/2
(
∇̂>ϕF + F>∇̂ϕ

)
: S,

which can be shown by trivial component-wise calculation and exploiting symmetry of
the second Piola–Kirchhoff stress tensor, S = S>.
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The corresponding directional derivative can then be written in a form which separates
geometric and material nonlinearities in a slightly different way,

Dd〈∇̂>ϕF + F>∇̂ϕ,S〉 = 〈∇̂>ϕ ∇̂δd+ ∇̂>δd ∇̂ϕ,S〉+ 〈∇̂>ϕF + F>∇̂ϕ,DdS〉,

Nonetheless, the non-symmetric 〈∇̂ϕ,P 〉 is considered in all of the presented computa-
tions and is found rather uncritical, given that the mass matrix scaled by ρ/β∆t2 dominates
the linear system solved in each Newton step in most cases.

Regardless of the specific linearisation employed, the spatial discretisation may be carried
out in a standard manner, approximating the domain Ω̂ by a decomposition Ω̂h into Ne

shape-regular, non-overlapping Lagrangian finite elements Ω̂e, i.e.,

Ω̂ ≈ Ω̂h =
Ne⋃
e=1

Ω̂e.

The reference elements Ωref are isoparametrically mapped to the Lagrangian configura-
tion Ω̂h in an element-wise manner via

χe(ξ) :=
Nref∑
i=1

Ni(ξ)x̂i,

where Nref is the number of nodes per reference element, Ni(ξ) is the shape function of
node i of the reference element and x̂i is the corresponding coordinate of the node in
the Lagrangian reference frame. Standard continuous Lagrangian polynomials of order k
are constructed on the reference element Ωref , spanning spaces Pk(Ωref) and Qk(Ωref) on
simplicial or tensor-product reference elements, respectively. Mapping this Lagrangian
basis to Ω̂, one defines a C0-continuous function space Xh(Ω̂h) ⊂ H1(Ω̂h) via

Xh(Ω̂h) :=
{
qh ∈ C0

(
Ω̂h

)
: qh ◦ χe (ξ)|Ω̂e = qref(ξ)|Ωref ∈ Pk (Ωref) ∀ Ω̂e ∈ Ω̂h

}
,

or Xh(Ω̂h) :=
{
qh ∈ C0

(
Ω̂h

)
: qh ◦ χe(ξ)|Ω̂e = qref(ξ)|Ωref ∈ Qk (Ωref) ∀ Ω̂e ∈ Ω̂h

}
.

Plugging in nodal shape functions ϕh and δdh ∈ [Xh(Ω̂)]d into the variational formu-
lation of Newton’s update step (5.68) yields the fully discrete problem to be solved in
each iteration of Newton’s method. Denoting the nodal DoF vectors of the sought new
iterate, the last computed solution and the Newton update by dn+1,k+1, dn+1,k and δdk,
respectively, and the residual and Jacobian evaluated with dn+1,k by R

(
dn+1,k

)
and

J
(
dn+1,k

)
, the linear system corresponding to (5.68) reads

J
(
dn+1,k

)
δdk = −R

(
dn+1,k

)
. (5.69)

The absolute and relative convergence criteria on the Newton update, i.e., the difference
in structural displacement iterates are defined very much similar to (2.79) as∣∣∣∣∣∣dn+1,k+1 − dn+1,k

∣∣∣∣∣∣ ≤ εnl
abs and

∣∣∣∣∣∣dn+1,k+1 − dn+1,k
∣∣∣∣∣∣ ≤ εnl

rel ||dn||. (5.70)
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Then, constructing the initial guess dn+1,0 by extrapolation based on previous time step’s
solution vectors, that is,

dn+1,0 =
m−1∑
j=0

βmj+1d
n−j, (5.71)

with coefficients βmj listed in Tab. 2.1, the Newton algorithm applied to solve the non-
linear structure problem (5.48) iteratively at time tn+1 reads

1. Initial guess: Extrapolate in time via (5.71) based on dn−j, j = 0, . . . ,m− 1.
2. Apply Dirichlet conditions: Enforce Dirichlet conditions (5.12) directly on the ini-

tial guess dn+1,0, i.e., set dn+1,0|Γ̂D = gn+1.
3. Newton iterations:

WHILE not converged according to (5.70) DO
a) Assemble the Jacobian system (5.69) using the last iterate dn+1,k and solve

for the update δdk with δdk|ΓD = 0.
b) Update the k-th iterate via (5.49), i.e., dn+1,k+1 = dn+1,k + δdk.

END WHILE

This scheme is the basic form of the nonlinear solver applied within the FSI coupling
scheme introduced in Ch. 7, and will be slightly modified with respect to the boundary
integral terms to account for viscoelastic tissue support or Robin interface conditions in
the FSI setting (see Secs. 6.2 and 6.3). Furthermore, prestress present in the Lagrangian
reference frame in geometries reconstructed from medical images is accounted for fol-
lowing Hsu and Bazilevs [318], again slightly altering the residual and corresponding
Jacobian in the Newton system as will be discussed in Sec. 6.4. Apart from these mod-
ifications affecting the weak form and its linearisation, the following section moreover
introduces an algorithm to construct suitable fibre orientations in complex geometries
as encountered in the cardiovascular setting.





6 Structural dynamics: extensions to
biomedical applications

In the modelling and simulation of biomedical systems, several aspects beyond the ma-
terial models and respective parameters need to be considered in order to capture the
underlying effects in challenging patient-specific scenarios. Similar to the flow solver’s
extensions towards practical applications in the biomedical context presented in Ch. 4,
the structural solver as introduced in the preceding section is enhanced to account for
key aspects imperative for the design of digital twins, virtual surgery or other kinds of
patient-specific simulations. First, we introduce an automatic algorithm for the creation
of local material orientations to make full use of anisotropic material models in complex
geometries involving thin tissue layers wetted from both sides in Sec. 6.1. Second, a well-
established prestress algorithm is described, giving details on the continuation method,
nonlinear solver and pseudo-timestepping procedure to reliably find a stress state in the
reference frame counteracting flow conditions present at the time of medical imaging.
Third, Robin boundary conditions are covered to account for external tissue support,
restricting the motion of the respective boundary segment of the tissue or organ. Fourth
and last, the inclusion of suitable Robin boundary terms on the fluid–structure interface
relevant for Robin-based FSI coupling as discussed in Ch. 7 is laid out for later reference.
This section combines the author’s works [5, 6], herein summarising the contributions in
a unified presentation.

As these aspects can have a critical impact on the computational results obtained with
numerical simulation, their inclusion is vital for any of the mentioned applications. How-
ever, within this work we limit ourselves to the said models without aiming for full clinical
relevance at this point. The goal is to factor in the needed algorithms to account for
essential effects while preserving accuracy, robustness and efficiency of the original meth-
ods rather than validating model and parameter choices in clinical applications. This
is motivated by the fact that only when suitably incorporated in a first step, which we
target herein, and then validated in a second step, such computational tools can be used
for clinical support and decision making to compare various treatment options and sim-
ulating possible outcomes. Capturing realistic responses and identifying potential risk
factors for disease initiation or progression via computational models can thus only be
reached when capturing all major effects of the biomedical systems of interest.

For the sake of presentation, we will focus on vessel trees without loss of generality. As
the cardiovascular system is essentially a pipe network, we define a single inlet Γ̂in and a
total of Nout outlets denoted by Γ̂i, i = 1, . . . , Nout which compose the outlet boundary
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Γ̂out :=
Nout⋃
i=1

Γ̂i, (6.1)

which together with the inlet face make up the entire Dirichlet boundary for the struc-
tural dynamics problem

Γ̂D := Γ̂in ∪ Γ̂out. (6.2)

Further, we define the fluid–structure interface in the Lagrangian reference configuration
Σ̂ being the solid’s boundary section in contact with the fluid and the exterior surface
of the structure Γ̂R, where viscoelastic support is accounted for. On the latter two
boundary segments, Robin boundary conditions are enforced as detailed in Secs. 6.2
and 6.3. Altogether, we thus consider a decomposition of the domain’s boundary into
non-overlapping segments Γ̂in, Γ̂out, Σ̂ and Γ̂R,

∂Ω̂ = Γ̂in ∪ Γ̂out ∪ Σ̂ ∪ Γ̂R. (6.3)

6.1 Material orientation for cardiovascular settings

For complex solid geometries as often encountered in clinical scenarios, constructing a
physiologically meaningful local material orientation is not straightforward. Hence, stan-
dard algorithms often fail to deliver satisfactory results for relevant examples in the med-
ical context such as bifurcating, aneurysmatic or dissected vessels, the tracheobronchial
tree or the heart (see, e.g., [266, 316, 353]). As the element-local material coordinates
enter the constitutive equations, standard tools for mesh generation from medical image
data need to be augmented by suitable methods to construct meaningful orientations
in given volumetric meshes. The computational algorithms are typically based on a
simple set of rules to achieve this task, while remaining fast, reliable and tunable by
the user. Common approaches involve solving multiple auxiliary Laplace problems with
user-specified boundary data on specific sections of the geometry [354, 355]. A first step
in most algorithms for constructing a material orientation applied to a pipe network
might then read

−∆φl = 0 in Ω̂, (6.4)
φl = 0 on Γ̂in, (6.5)

n̂ · ∇φl = hl,i on Γ̂i, i = 1, . . . , Nout, (6.6)
n̂ · ∇φl = 0 on Σ̂ ∪ Γ̂R, (6.7)

to obtain an auxiliary scalar variable φl dependent on the prescribed fluxes hl,i, poten-
tially set individually for each of the Nout outlets. Enforcing zero Dirichlet conditions
for φl at the inlet and zero natural conditions on the remaining boundary segments, i.e.,
on the fluid–structure interface Σ̂ and the exterior boundary Γ̂R, allows constructing a
scalar field with fluxes approximating the longitudinal vessel direction. The Neumann
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data hl,i is then often fine-tuned manually, such that the longitudinal direction vector e2
is well approximated by the scaled gradient of the scalar field φl, given by

e2 := ∇φl
||∇φl||

. (6.8)

Standard approaches then proceed by constructing the radial direction, i.e., the tissue-
thickness direction based on a second auxiliary Laplace problem,

−∆φn = 0 in Ω̂, (6.9)
φn = 0 on Γ̂R, (6.10)

n̂ · ∇φn = 0 on Γ̂D, (6.11)
n̂ · ∇φn = hn on Σ̂, (6.12)

to retrieve φn with a large enough gradient in radial direction e3, again manually tuning
the parameter hn as needed. Note that zero Neumann conditions are enforced at the in-
and outlets, summarised as Γ̂D, and at the exterior surface Γ̂R, zero Dirichlet conditions
are prescribed. Setting the gradient at the fluid–structure interface Σ̂ via hn thus yields
the desired gradient in radial/tissue-thickness direction. Then, we can define

e3 := ∇φn
||∇φn||

, (6.13)

to finally obtain the circumferential direction e1 via

e1 := e2 × e3

||e2 × e3||
. (6.14)

The longitudinal and radial directions are not necessarily exactly orthogonal to each
other given the method of construction, but the circumferential direction is normal to
both the other vectors in the basis by design. One might thus rotate either e2 or e3
prior to constructing e1 in the plane spanned by e2 and e3 by a minimal angle, such
that e2 · e3 = 0, that is, enforcing orthogonality. This, however, does not improve the
approximation. A simpler approach in this regard is to construct e1 via Eqn. (6.14) as
just laid out and then construct mean fibre directions m4 and m6 based on e1 and e2
only, as shown in Eqn. (5.39),

m4 := e1 + e2 tanαc
||e1 + e2 tanαc||

, m6 := e1 − e2 tanαc
||e1 − e2 tanαc||

,

thereby implicitly rotating e3 (for orthogonality) and keeping e2 fixed. The mean fibre
orientation vectorsm4 andm6 then directly enter the strain-energy (5.40) and thus the
second Piola–Kirchhoff stress tensor (5.41).

This rule-based assignment of boundary conditions in the auxiliary Laplace equations
including boundary data as tuning parameters is well suited for curved, bulging and
even bifurcating vessels. However, changes of the cross-section of the vessel can lead
to problematic configurations, if the exterior of the vessel remains largely unchanged.
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(a) (b) (c) (d) (e)

Fig. 6.1: Geometric discretisation of the aortic dissection case: overall geometry (a) composed
of adventitia (b) and media (c) tissue layers and the dissection flap (d) separating
the true and false lumina composing the fluid domain (e).

In such a scenario, prescribing fluxes hn on Γ̂R or any Dirichlet data in the auxiliary
Laplace problem with boundary conditions enforced on segments as introduced above
does not allow constructing a meaningful radial direction e3 via φn. A typical example
in this regard are geometries encountered in the context of aortic dissection (AD), which
is a cardiovascular disease where the single original lumen splits into so-called true and
false lumina (see, e.g., [332, 356, 357]). To ease discussion and to support our arguments,
consider a patient-specific AD reconstructed from medical data provided by the authors
of [266]. The model of the aortic tree as depicted in Fig. 6.1 considers the media and
adventitia tissue layers and additionally differentiates the so-called dissection flap from
the remaining tissue. The dissection flap, shown in light blue in Fig. 6.1, is a thin
tissue layer separating the cavities where blood is flowing through. One differentiates
the true lumen being the original lumen and the false lumen, which is created by tissue
rupturing in a spiralling pattern along the aorta. The intimal tear, where the dissection
flap separates from the media is in the present geometry located at the anterior vessel
wall of the ascending aortic arch. The dissection flap stretches from the aortic arch down
into the iliac bifurcation, lying at the very bottom of the considered geometry.
Focusing now on the arch region, Fig. 6.2 depicts the finite element discretisation in-
cluding all tissue layers and the region occupied by fluid, see Fig. 6.2(a), where omitting
anterior vessel wall segments of the media and adventitia layers of the structural model,
see Fig. 6.2(b), reveals the conforming mesh underneath, which occupies the fluid do-
main shown in grey. Further leaving the fluid elements out in Fig. 6.2(b), the dissection
flap coloured in light blue is visible in Fig. 6.2(c). In the current scenario, the larger false
lumen lies anterior (in the front), whereas the smaller true lumen is located posterior (in
the back). The blood originally circulated through what is now the true lumen, before
the initiation and onset of aortic dissection created the false lumen.
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(a) (b) (c)

Fig. 6.2: Finite element discretisation of the dissected aortic arch: adventitia (red), media
(peach) and dissection flap (light blue) regions of the tissue and lumen (grey). Com-
plete mesh (a), cut aortic arch revealing lumen mesh (b) and cut aortic arch showing
tissue elements only (c).

Applying the procedure introduced above with appropriate hl,i i = 1, . . . , Nout and hn,
we obtain the scalar fields φl and φn as shown in Figs. 6.3(a) and 6.3(b). The auxiliary
scalar φl is suited well for deriving a longitudinal tissue orientation e2 as can be seen
from Fig. 6.3(c). Only in the transition regions from the main to the branching vessels
and at the intimal tear, e2 might not align with the longitudinal direction perfectly. It is,
however, clear that the physiological mean fibre orientations vary smoothly in orientation
in these transition regions as well. This motivates the use of the longitudinal direction
e2 as is and accepting potential modelling errors caused by possible discrepancies.
Inspecting the solution to the second auxiliary Laplace problem φn shown in Fig. 6.3(b),
one observes that prescribing the gradient n · φn = hn at the fluid–structure interface
leads to smaller values of φn in the dissection flap, whereas φn remains larger in the
media and adventitia layers of the tissue. The circumferential orientation vector e1
in Fig. 6.3(d) based on this φn is a physiologically meaningful approximation in the
exterior wall region, but φn fails to deliver even remotely useful mean fibre directions in
the dissection flap region. Considering anisotropic tissue models for the dissection flap
is thus unfeasible, but might be important given possibly large strains present especially
in these tissue regions.
This might be mended by (i) considering media and adventitia layers and the dissec-
tion flap separately or (ii) building the finite element mesh from pre-built and mapped
building blocks with intrinsic material orientations pre-defined. Since the first route
would require detecting different regions of the tissue to formulate proper boundary con-
ditions for the arising subproblems and therefore necessitate further tuning parameters
or manual intervention, such an approach is rather impractical for clinical application.
The second option might in fact yield satisfactory results, especially since higher-order
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(a) φl (b) φn (c) e2 (d) e1

Fig. 6.3: Constructing the material orientation in the aortic arch region: solutions to the
auxiliary Laplace problems (a) and (b) with lower values in blue and higher values
in red to construct longitudinal (c) and radial directions (d). In the dissection flap,
the circumferential e1 based on φn is meaningless.

meshes including boundary layers can be constructed automatically based on predefined
coarse meshes capturing all possible topological scenarios—this approach, however, is
not considered within this work.

Herein, we resort to a much simpler remedy based on a given spatial discretisation
simply exchanging the second step of the orientation algorithm, which gave the faulty
radial direction e3 for the topologies of interest, i.e., pipes with thin tissue layers wetted
from both sides. The idea is to replace the second auxiliary Laplace problem governing
φn (6.9)–(6.12) with an extrapolation of the fluid–structure interface normal into the solid
domain Ω̂ as presented in our previous work (see, e.g., [6, 10–12]). In tissue parts being
in contact with the fluid from both sides such as the dissection flap, this is still applicable
if the orientation vectors are extrapolated and averaged with care. Only data stemming
from either the front or the back of the dissection flap can be considered, otherwise the
situation is not improved compared to the purely Laplace-based approach.

Thus, a first step determines the normal vectors n̂ on Σ̂ and stores them for all elements
lying on Σ̂. In a second step, the mean orientation of all elements touching the previously
marked element layer is determined, which is repeated until e3 is set in all elements.
During this step, either consider only data from the first neighbour of each element
that has an orientation, or optionally consider all neighbours of a given element with
radial direction e3,j deviating from the first encountered neighbour with orientation e3,i
satisfying the angle condition

αtol ≥ arccos
(

e3,i · e3,j

||e3,i|| ||e3,j||

)
. (6.15)

Condition (6.15) holds if the smallest angle between the vectors e3,i and e3,j is less
than some tolerance angle αtol. Afterwards, a few cycles of conditional averaging radial
directions of neighbouring elements suffices to obtain a satisfactory vector field.
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The final algorithm is consequently only based on detecting the boundary segments Γ̂in,
Γ̂i, i = 1, . . . , Nout, Γ̂R and Σ̂ and prescribing suitable fluxes hl,i on each of the Nout
outlets. A single scalar-valued Laplace problem is solved for φl to compute the longi-
tudinal direction vector e2, after which the unit normal vectors on Σ̂ are conditionally
extrapolated into the structural domain layer by layer (element neighbour by element
neighbour) and smoothed afterwards using condition (6.15) again. The overall algorithm
to construct physiologically meaningful material orientation vectors e1 and e2 can thus
be summarised as

1. Auxiliary Laplace problem: Solve (6.4)–(6.7) for φl with suitable Neumann data
hl,i given on Γ̂i, i = 1, . . . , Nout.

2. Longitudinal direction: Construct e2 from φl via Eqn. (6.8).
3. Radial direction:

a) Set e3 = n̂ in elements on Σ̂ and extrapolate layer by layer into Ω̂:
WHILE e3 not set in all elements DO
i. On each element find neighbouring elements with e3 set and store e3,i

being the first encountered neighbour’s e3.
ii. Average all neighbour’s orientations e3,j for which (6.15) holds and assign

the average to e3.
END WHILE

b) Perform conditional averaging cycles:
FOR Navg iterations DO
i. Average e3,i on each element, taking neighbour’s directions e3,j into ac-

count given (6.15) is met.
END FOR

4. Circumferential direction: Compute e1 given e2 and e3 via (6.14).
5. Mean fibre directions: Optionally precompute m4 and m6 via (5.39).

This algorithm using hl,i = 100 and αtol = 120◦ in (6.15) and a total of Navg = 5 averaging
rounds yields satisfactory vector fields e1 and e2 as shown in Figs. 6.4(a) and (c) for a
zoom-in on the dissection flap. Fig. 6.4(b) also shows the circumferential direction as
computed by the approach solving two Laplace problems. It can clearly be seen that
the orientation vectors in the circumferential direction are greatly improved employing
the newly proposed algorithm. Note that a smooth transition of the material orientation
is seen in the dissection flap attachment regions, but naturally, the leading edge of the
dissection flap does still not feature a “proper” material orientation.
The proposed method based on the conditionally-averaged extrapolation of the inter-
face normal into the structural domain is applied to all relevant examples presented in
Secs. 8.3 and 8.5–8.7 without any further parameter tuning. In all considered numerical
tests, suitable material orientations for fibre-reinforced solids are easily constructed. The
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(a) e2 via φl (b) e1 via φn (c) e1 via n̂|Σ̂

Fig. 6.4: Constructing the material orientation in the aortic arch region: longitudinal direc-
tion e2 computed from φl (a) and comparison of circumferential directions e1 com-
puted from φn via a second Laplace problem (b) and an extrapolated, conditionally-
averaged interface normal (c).

algorithm is fairly robust with respect to the parameter choice, as hl,i = 100, αtol = 120◦
and Navg = 5 yields reasonable results in all our tests including the aortic dissection case.
Additionally, it is found completely irrelevant in terms of computing time compared to
fluid flow, nonlinear structural mechanics or FSI simulations.

6.2 Accounting for external tissue support

In many practical applications and also, e.g., in the targeted biomedical setting, the geo-
metric discretisation of the computational domain can only incorporate a limited subset
of the solid continuum. In the cardiovascular context, supporting structures, e.g., the
spine, diaphragm or other organs tethering the abdominal aorta restrain excessive move-
ment [358–360]. However, a rigorous multicontact model and volumetric representation
of all the involved organs, soft tissue and bones would tremendously increase the compu-
tational comlexity. This renders such an approach much to convoluted, almost infeasible
judged from the current state of the art, especially when taking the need for segmenta-
tion and mesh generation into account. Therefore, the parts in focus—say, a limited set
of vessels—are embedded into a larger bulk continuum due to (i) lack of data and/or
(ii) to reduce the computational burden. This inevitable domain truncation then con-
siders only regions of major influence, modelling the remainder by means of (non-)linear
boundary conditions—geometrically condensing the surrounding structures.
A simple strategy along these lines consists of including springs and dashpots to model
the external tissue’s viscoelastic support. Such models have been considered in the
context of cardiovascular FSI with great success, see, e.g. [248, 266, 359–364] and other
works in literature, enforcing a Robin boundary condition of the form

P n̂ = −ked− cedtd− pen̂ on Γ̂R, (6.16)
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where ke and ce are the parameters of the surrounding viscoelastic tissue and pe denotes
the intrathoracic pressure acting on the exterior surface of the vessel Γ̂R. Such a condi-
tion with suitable ke and ce has important implications on the numerical treatment being
that realistic displacements of the vessel wall are obtained tuning ke and ce rather than
adapting the tissue’s stiffness beyond the physiologically justifiable range. Also, the com-
puted displacements are lower when comparing to a zero Neumann condition enforced on
Γ̂R and damping is introduced via ce, such that solutions to structural dynamics or FSI
problems are easier found given the increased temporal stability and structural stiffness.
Another advantage of introducing Robin boundary conditions is that it does not intro-
duce any additional degrees of freedom, such that the system size remains unchanged.
In addition to that, the entries added to the Jacobian matrix are symmetric mass matrix
terms stemming from a boundary integral over Γ̂R.
Starting again from the generalised trapezoidal rule applied to the first Piola–Kirchhoff
stress tensor’s divergence in the weak form, one can write

−〈ϕ, ∇̂ · P n+1−αf 〉 = − 〈ϕ, α′f∇̂ · P n+1 + αf∇̂ · P n〉
= 〈∇̂ϕ, α′fP n+1 + αfP

n〉 − 〈ϕ, α′fP n+1n̂+ αfP
nn̂〉∂Ω̂,

where we can directly insert the Robin condition in the boundary term on Γ̂R ⊂ ∂Ω̂.
There, leaving the stress terms at time tn in terms of dn, i.e., not inserting the Robin
condition, we can focus on the evaluation and linearisation at t = tn+1. The relevant
boundary term is thus rewritten as

−〈α′fϕ,P n+1n̂〉Γ̂R = 〈α′fϕ, kedn+1 + ceḋ
n+1 + pen̂〉Γ̂R ,

which is recast in terms of dn+1 using the Newmark formula (5.45). The boundary term
added on Γ̂R hence reads

〈α′fϕ, kedn+1 + ce

[
γ

∆tβ
(
dn+1 − dn

)
+
(

1− γ

β

)
ḋ
n + ∆t

(
1− γ

2β

)
d̈
n
]

+ pen̂〉Γ̂R . (6.17)

Naturally, this term contributes to the residual of the momentum balance equation and
corresponding Jacobian in Newton’s method. To this end, adapt the semilinear form
R(d)(ϕ) in its original form defined in Eqn. (5.47) to

R (d) (ϕ) := 〈ρϕ, α′md̈
n+1 (d) + αmd̈

n〉

− 〈ϕ, α′fbn+1 + αfb
n〉+ 〈∇̂ϕ, α′fP (d) + αfP

n〉 − 〈ϕ, α′f t̂
n+1 + αf t̂

n〉Σ̂
+ 〈ϕ, α′f

[
ked+ ceḋ

n+1(d) + pen̂
]
− αfP n n̂〉Γ̂R , (6.18)

assuming for now tractions t̂n+1 and t̂n given on Σ̂ and with ḋn+1(d) and d̈n+1(d) ac-
cording to Eqns.(5.44)–(5.45).
Since the newly introduced Robin term depends on the solution dn+1, the Jacobian
J(d)(ϕ) is modified as well, and the final problem is to find the k-th Newton update
δdk ∈ [X(Ω̂)]d with δd|Γ̂D = 0 to the last iterate dn+1,k of the displacement dn+1 at time
t = tn+1, given the last time steps’ d̈n, ḋn and dn, such that
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〈ρϕ, α′m
β∆t2 δd〉+ 〈∇̂ϕ, α′fDdP

(
dn+1,k

)
(δd)〉+ 〈α′fϕ, keδd+ ceγ

∆tβ δd〉Γ̂R

= −R
(
dn+1,k

)
(ϕ) , (6.19)

for all ϕ ∈ [X(Ω̂)]d with ϕ|Γ̂D = 0 in analogy to (5.68). Inhomogeneous boundary condi-
tions are enforced on the initial guess, dn+1,0, such that the Newton iterate incorporating
homogeneous Dirichlet conditions is updated via dn+1,k+1 = dn+1,k + δdk.

6.3 Robin interface conditions for fluid–structure
interaction

Partitioned FSI approaches applied in the context of biomechanics are prone to insta-
bilities. As the solid and fluid densities approach each other, the computational domain
slenderness increases, or the time step size is reduced, the so-called added-mass effect
becomes increasingly important [365, 366]. Therefore, the computational modelling of
compliant vessels or related problems stemming from the cardiovascular system is a chal-
lenging task. Standard partitioned methods such as the serial staggered method [367]
and even fully implicit methods suffer under certain physical parameter combinations
typical for cardiovascular FSI (see, e.g., [88, 368, 369]).

Among the remedies presented in Sec. 7.4 to reach robust convergence of the cou-
pling scheme and temporal stability is introducing Robin interface conditions, leading to
Robin–Robin coupling schemes and variants thereof (see, e.g., [217–224, 362] or [5, 6, 225]
for projection/split-step fluid solvers). These schemes are distinctly different from the
classical Dirichlet–Neumann approach, as will be discussed in great detail in Ch. 7. Rel-
evant within this section is solely the Robin condition as enforced on the fluid–structure
interface Σ̂ in the solid subproblem, which reads

ηRdtd+ P n̂ = ĥ := ηRuf + P f n̂ on Σ̂, (6.20)

where the traction vector ĥ typically depends on the fluid’s velocity uf and the fluid’s
first Piola–Kirchhoff stress tensor P f on the interface Σ̂. The parameter ηR scales from
enforcing continuity of velocities (ηR →∞) to a Neumann condition equating tractions
(ηR → 0). As a starting point for later investigations in the FSI context, we introduce a
Robin condition to the structure problem in the form of

ηRdtd+ P n̂ = ĥ on Σ̂, (6.21)

similar to the fluid Robin condition considered in Eqn. (4.42) in Sec. 4.2 or the Robin
condition considered for the structure problem to account for viscoelastic tissue sup-
port (6.16) in the preceding section. As already shown, the stress terms after applying
the divergence theorem are given as
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−〈ϕ, ∇̂ · P n+1−αf 〉 = − 〈ϕ, α′f∇̂ · P n+1 + αf∇̂ · P n〉
= 〈∇̂ϕ, α′fP n+1 + αfP

n〉 − 〈ϕ, α′fP n+1n̂+ αfP
nn̂〉∂Ω̂,

which allows inserting the Robin condition on Σ̂, rewritten as

P n̂ = ĥ− ηRdtd,

yielding for the implicit term at time t = tn+1

−〈α′fϕ,P n+1n̂〉Σ̂ = 〈α′fϕ, ηRḋ
n+1 − ĥ

n+1
〉Σ̂,

which can once again be recast in terms of dn+1 via the Newmark formula (5.45). The
boundary term involving dn+1 added on Σ̂ then reads

〈α′fϕ, ηR
[
γ

∆tβ
(
dn+1 − dn

)
+
(

1− γ

β

)
ḋ
n + ∆t

(
1− γ

2β

)
d̈
n

]
− ĥ

n+1
〉Σ̂. (6.22)

As before, the momentum balance residual and the Jacobian in Newton’s method are
subject to changes. The semilinear form R(d)(ϕ) is once again adapted from (5.47)
or (6.18) to

R (d) (ϕ) := 〈ρϕ, α′md̈
n+1 (d) + αmd̈

n〉
−〈ϕ, α′fbn+1 + αfb

n〉+ 〈∇̂ϕ, α′fP (d) + αfP
n〉 − 〈αfϕ,P n n̂〉Γ̂R∪Σ̂

+〈α′fϕ, ked+ ceḋ
n+1 (d) + pen̂〉Γ̂R + 〈α′fϕ, ηRḋ

n+1 (d)− ĥn+1
〉Σ̂, (6.23)

with ḋn+1(d) and d̈n+1(d) according to Eqns. (5.44)–(5.45) and where Robin boundary
conditions on the exterior boundary Γ̂R are included as well. The Jacobian J(d)(ϕ) is
adapted accordingly, such that each Newton step consists of finding the Newton update
δdk ∈ [X(Ω̂)]d with δd|Γ̂D = 0 given the last iterate dn+1,k of the displacement dn+1 at
time t = tn+1 and the last time step’s solutions d̈n, ḋn and dn, such that

〈ρϕ, α′m
β∆t2 δd〉+ 〈∇̂ϕ, α′fDdP

(
dn+1,k

)
(δd)〉

+〈α′fϕ, keδd+ ceγ

∆tβ δd〉Γ̂R + 〈α′fϕ,
ηRγ

∆tβ δd〉Σ̂ = −R
(
dn+1,k

)
(δd) , (6.24)

for all ϕ ∈ [X(Ω̂)]d, ϕ|Γ̂D = 0, in analogy to (5.68) and (6.19). Inhomogeneous boundary
conditions are enforced on the initial guess, dn+1,0, and the iterate is updated following
dn+1,k+1 = dn+1,k + δdk with homogeneous Dirichlet conditions.
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6.4 Prestressed reference configurations

In patient-specific haemodynamic simulations, or generally in scenarios where the struc-
ture is already loaded during imaging (to construct the computational domain), the solid
stress state already present at the time of image acquisition—the prestress—is unknown,
but might not have a negligible effect on the overall stress state in the continuum at the
time of interest. In the cardiovascular system, computed tomography and magnetic res-
onance images are taken during the diastolic phase under corresponding flow conditions.
As a matter of fact, regardless of when in the cardiac cycle images are taken, the qui-
escent state would never be reached and a certain pressure level is maintained at any
point. Therefore, this initial loading can have a large influence on the overall response,
such that prestress effects can not be neglected [266, 318, 370, 371].

From a continuum mechanics point of view, several possibilities exist, the most popular
ones being: (i) find a new stress-free reference configuration, from which a newly defined
deformation field maps to the deformed configuration (see, e.g., [355, 372]), or (ii) in-
corporate the prestress tensor in the solid’s balance of linear momentum, equating fluid
tractions under diastolic flow conditions [318, 370, 371]. We herein employ the strategy
introduced by Hsu and Bazilevs [318], since it can be straightforwardly incorporated into
existing structural mechanics solvers, keeping the total Lagrangian viewpoint. So, we
replace Eqn. (5.9) by its static counterpart including prestress to solve for a vector field
d0. This displacement d0 enters the prestress tensor S0 using the same material law and
the basic relation P = F S as [318]

P n+1 = F (dn+1)
[
S(dn+1) + S0(d0)

]
,

where we ignore the obvious inconsistency being the additive split of nonlinear S, viewing
this approach simply as a convenient choice acting as a placeholder in our framework. In
a first step, however, static equilibrium has to be determined using the prestress tensor
S0 only, since in equilibrium, we have F = S = 0 and S0 in Ω̂ counteracts the (diastolic)
external loading and fulfils static equilibrium

−∇̂ · S0(d0) = 0 in Ω̂. (6.25)

Starting from the quiescent state and ramping up the inlet conditions, flow quantities
are kept fixed at a user-specified reference time t0, which corresponds to the imaging
data, and Eqn. (6.25) is solved until the convergence criteria∣∣∣∣∣∣dk+1

0 − dk0
∣∣∣∣∣∣

max
< εd0

abs or
∣∣∣∣∣∣dk+1

0 − dk0
∣∣∣∣∣∣ < εd0

rel

∣∣∣∣∣∣dk+1
0

∣∣∣∣∣∣ (6.26)

are fulfilled employing once again a Newton method. Afterwards, we set d0 = dk+1
0 and

keep S0(d0) fixed. Then, we can directly apply the standard timestepping scheme in the
structural solver, with the solid momentum equation incorporating S0:

ρsdttds − ∇̂ · [P (ds) + F (ds)S0(d0)] = 0 in Ω̂. (6.27)
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To efficiently tackle Eqn. (6.25), we combine adaptive, load-driven pseudo-timestepping
with Aitken relaxation (2.80) (cf. Sec. 2.5) and a continuation technique. That is, we
actually solve Eqn. (6.27) with fixed diastolic fluid load and ηR = 0. Searching for a
stationary state, one is free to choose large physical mass- and stiffness-proportional
damping combined with less tight tolerance settings. Applying a continuation method,
the diastolic fluid load is scaled from 0 to 1 via a parameter ηc, while the density ρs is
successively lowered from an initially increased value over Nc steps and strong viscous
parameter ce and mass-proportional damping ease convergence towards the stationary
state. Simultaneously, the sought dk+1

0 is updated using Aitken’s relaxation (2.80) and
the pseudo time step size is increased once less than Nnl Newton steps per nonlinear
solver call are needed. The pseudo time integration is stopped once a steady state is
achieved, i.e., ∣∣∣∣∣∣∣∣d̈k+1

s

∣∣∣∣∣∣∣∣ < εd̈0
rel

∣∣∣∣∣∣dk+1
s

∣∣∣∣∣∣, (6.28)

and the convergence criteria (6.26) are fulfilled. For the convenience of the reader, the
prestress procedure employed within this work is summarised as

1. Prestress load: Determine interface traction t̂f,0 := σf n̂ acting on Σ̂ in the unde-
formed configuration, e.g., by a precursor flow simulation.

2. Initialisation: Set zero initial guess S0 = 0 via dk0 = 0 and zero initial conditions
for pseudo-timestepping algorithm d̈

n = ḋ
n = dn = 0, n = 0, k = 0, l = 0.

3. Newton-steered pseudo-timestepping and continuation method: Increase load factor
ηc from 0 to 1 over Nc steps and adapt the pseudo time step size.
WHILE l < Nc or convergence criteria (6.26) and (6.28) are not met DO
a) Compute scaling parameter in continuation method ηc = l+1

Nc
and update

structure density ρ = ηcρ
max + (1− ηc)ρmin.

b) Solve a pseudo time step of the structure’s momentum balance equation (6.27)
for dn+1 with S0 = 0 and scaled traction t̂|Σ̂ = ηc t̂f,0.

c) Relax the update via Aitken’s method: dk+1 = ωkd
n+1 + (1 − ωk)dk and

increment k = k + 1 and n = n+ 1.
IF Newton solver converged in less than Nnl steps THEN
i. Increase the pseudo time step size.
ii. Set l = l + 1 if l < Nc.

END IF
END WHILE

4. Start forward simulation: Set d0 = dk+1 and reset the time history data of the
structure, e.g., d̈n = ḋ

n = dn = 0 and consider S0(d0) in (6.27). The density
and applied load are as desired (since ηc = 1 if l was increased Nc times), but the
remaining structure parameters have to be reset.

Note that driving the flow with a ramped inlet condition from the quiescent state is
often needed, especially when using Windkessel models. This is another purpose for the
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fluid stepping included in the above algorithm and it hence does not add much overhead.
Splitting the precursor flow simulation from the prestress alogrithm is still preferred over
performing unidirectional coupling. Main reasons for this design choice are that (i) the
flow field can be stored and recovered easily after completing the pure flow phase once and
(ii) the precursor flow simulation may include several cardiac cycles and a large amount
of time steps not needed to converge the prestress algorithm. In a closing remark, we
also want to note here again that the combination of pseudo-timestepping, relaxation
and continuation methods is merely a placeholder for more advanced techniques common
in nonlinear solid mechanics and is easily replaced in the final partitioned FSI scheme.

6.5 Summary and conclusion

Within this section, we introduce the structure subproblem, covering various constitu-
tive relations, that is, linear elasticity, a St. Venant–Kirchhoff model, and hyperelastic
neo-Hookean and Holzapfel–Gasser–Ogden models, weakly enforcing incompressibility
via a penalty approach and considering for fibre-reinforcement in the last case. A purely
displacement-based, C0-continuous formulation adopting generalised-α time integration
is given and the related nonlinear problem solved via a standard Newton scheme, where
we give a detailed presentation of the required directional derivatives. With this setup,
enforcing interface coupling conditions in the FSI context, linking the structural solver
to the fluid subproblem adopting a (stabilised) coupled velocity-pressure formulation or
PPE-based split-step scheme is enabled in a trivial fashion assuming matching spatial
discretisations. Exchanging the solid subproblem solver is thus easily possible thanks to
the partitioned design, while certain modelling aspects relevant for practical applications
in the biomedical context need to be incorporated at the solid solver’s level. Targeting
haemodynamic FSI, we then further introduce a novel algorithm to construct suitable
material orientations to make use of anisotropic fibre-reinforcement in complex geome-
tries such as encountered in aortic dissection, where the dissection flap, a thin tissue
layer wetted from both sides, separates the so-called true and false lumina. Moreover,
we account for viscoelastic external tissue support to suppress excessive deformation
when considering vessels under realistic flow conditions and adopting tissue parameters
in the physiological range, which becomes particularly relevant in FSI problems. Another
important aspect covered herein concerns prestress present in the reference geometries
obtained from segmented medical image data. The prestress counteracts a certain refer-
ence load, most often obtained from precursor flow simulations or prescribing pressure
levels, such that this specified load leads to zero deformation but a nonzero stress state
within the solid.

That being said, it is emphasised that the development of a structural solver does not
lie within this work’s main focus, but should rather be seen as a necessity to formulate
FSI problems. The presented approach may hence be replaced by a large variety of
alternative schemes. Thus, contributions in this regard are (i) the material orientation
algorithm and (ii) the overall prestress approach embedded in the FSI scheme. Fur-
thermore, incorporating Robin (interface) conditions for exterior viscoelastic support or
coupling in the context of FSI problems are vital ingredients as shown in Chs. 7 and 8.
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At this point, the introduction of all the methods and techniques concerning the solu-
tion of the structure subproblem considered within this work is completed. Numerical
examples of the presented methods and various combinations of algorithmic parameters
are presented in the context of FSI applications and for now postponed to later chapters.
The fluid and structure subproblems with suitable boundary conditions and accompa-
nying solution strategies are now established, which allows moving on to the final topic,
which is the coupling of fluid and structure subproblems on a shared interface following
a partitioned FSI paradigm. The following Ch. 7 starts from the basic partitioned al-
gorithm, then introduces more advanced coupling schemes and linearisation approaches
and includes first small numerical experiments to verify the computational methods.
Afterwards, Secs. 8.5–8.8 present results for practical application to an idealised abdom-
inal aortic aneurysm, patient-specific geometries of an iliac bifurcation, a case of aortic
dissection and an idealised setup of human phonation, which demonstrates the scheme’s
applicability in the context of aeroelasticity.





7 The coupled problem

Fluid–structure interaction (FSI) is a surface-coupled multiphysics problem, charac-
terised by the strong mutual dependence of fluid flow through a deforming domain
and structural deformation. Momentum is exchanged at the interface, while continu-
ity of velocities and displacements holds. Fluid forces acting on the structure trigger
deformations and hence induce strains within the solid continuum, thereby dictating the
stress state in the solid phase. A moving or deforming solid, in turn, alters the domain
the fuid is flowing through and therefore has a significant impact on the flow quanti-
ties observed. Capturing this bidirectional dependence of fluid flow and corresponding
structural response lies at the heart of every FSI scheme.

Countless practical FSI problems of great interest are found in science, engineering and
medicine, ranging from airfoils or whole wind turbines [373, 374], wind-induced periodic
motion of bridge decks [375], offshore engineering [376, 377], insect flight [378] to blood
flow through the circulatory system [11, 353, 364, 379–381], human phonation [382, 383]
or respiration [353, 384]. Consequently, the development of suitable models and solution
procedures has been an active area of research over the past 40 years, which lead to
significant progress in the field.

Simultaneously, rapid advances in computational (bio-)mechanics have and still continue
to increase the reliability and significance of patient-specific simulations through ever-
increasing computational power, more efficient algorithms on the one side and statistical
tools such as uncertainty quantification and sensitivity analysis on the other side. Latter
of which live in symbiosis with the traditional numerical approaches based on continuum
mechanics, that is, in many cases build on top of high-fidelity methods which we target
within this work. In clinical decision making, treatment planning, prototyping, testing
on (virtual) cohorts or in other patient-specific scenarios, costs in resources, patient risk
and ethical concerns can be mitigated, while traditional in-vivo studies and procedures
are more intrusive in multiple ways. As numerical methods continue to advance, the
developed computational tools can be employed for increasingly complex tasks, where
individual mathematical models coupled with one another may have an even stronger
impact on the overall algorithm in terms of efficiency, accuracy, robustness and naturally
in terms of computational results obtained.

In medicine and biomedical engineering, many of these applications feature incompress-
ible flow interacting with soft biological tissue, leading to an FSI problem. Computa-
tional methods can in this regard be seen as an additional powerful tool to assist clinicians
and gain further insights into the initiation, progression or possible treatment of life-
threatening diseases. It comes as no surprise that the applicability has to be questioned
in many practical scenarios, especially given the high risk at stake. However, reliable,
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profound and risk-based recommendations for clinical support are as of now only avail-
able for a few selected problems, but are currently very active areas of research. Today,
many impressive patient-specific case studies focusing on various different cardiovascular
diseases, taking for example aortic dissection (see, e.g., [266, 385–388] among others)
or abdominal aortic aneurysma (see, for example [389–392]) can be found in literature,
while non-invasive parameter identification and propagation of uncertainties through the
computationally expensive models is becoming more and more feasible given robust and
fast solution algorithms for the individual subproblems and FSI [393–398].
FSI schemes and treatment of flows on moving domains as a central part of any FSI
solver are frequently differentiated by the methodology used for resolving the moving
and deforming interface or fluid domain boundary. Employing an Arbitrary Lagrangian–
Eulerian (ALE) formulation is one of the many available alternatives often resorted to.
Updating the current fluid domain and adapting the balance equations accordingly to
account for the mapping allows considering a mapped fluid domain and therefore tracking
the interface or boundary motion. A vast pool of studies found in literature utilise ALE
methods (see, e.g., [187–194] among others), mostly for the main advantages which are
(i) the possibility to design high-quality meshes including boundary layers capturing the
expected high velocity gradients, (ii) ease of implementation only requiring an update
of the computational grid’s position and minor changes required to account for the ALE
formulation, and (iii) reuse of numerical methods and software developed for fluid flow
solvers on stationary meshes. Due to these advantages, we herein introduce an ALE
framework based on the PPE-based split-step scheme in ALE formulation as presented
in Sec. 4.1.
In contrast to the ALE framework, the interface or boundary treatment in fluid flow
simulations on moving domains might also be accomplished capturing the flow do-
main’s boundary applying immersed boundary methods [195–200], fictitious-domain
methods [201–204] or XFEM [399–403] just to name the three most prominent avail-
able options. Interface-capturing techniques enforce the boundary conditions for the
fluid subproblem without the need for resolving the domain’s boundary by the compu-
tational grid. Thus, a fixed background grid can be employed, enabling even topology
changes of the fluid domain. On the other side, the fluid domain map is the Achilles’
heel of most ALE methods, which might break down or suffer from bad element aspect
ratios present in the mapped grid under severe distortion, necessitating remeshing of the
fluid domain and mapping data between grids. Despite us settling for an ALE approach,
it shall still be mentioned that various interface-capturing techniques are applicable to
the PPE-based split-step scheme to solve fluid flow problems on moving domains in a
straight-forward manner as well, adapting the imposition of boundary conditions accord-
ingly, which depends on the specific algorithm chosen. As long as the mesh quality can
be kept at a reasonable level (not or only scarcely performing remeshing and mapping
data), the ALE techniques have the advantage that standard methods can be applied to
enforce boundary conditions, no bad cut scenarious must be handled, stabilisations to
prevent severe ill-conditioning of the linear system are avoided and suitable boundary
layers following the fluid domain motion can be employed.
On the fluid–structure interface, coupling conditions being the continuity of tractions,
displacements and velocities are enforced following either monolithic or partitioned ap-
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proaches. In monolithic schemes, all involved balance equations (of the fluid and struc-
ture) are assembled into one single system of equations, gathering contributions from all
involved variables into the same matrix and right-hand side, typically within a Newton–
Krylov approach. This enforces an inherent tight coupling of physical fields, but unfortu-
nately comes with an increased implementation effort, possibly unusual data structures
and more involved preconditioners. On the other hand, such an approach ensures the
coupling conditions at each nonlinear iteration, since balance equations are solved si-
multaneously. Several variants to enforce the interface conditions in monolithic schemes
include, e.g., Langrange multipliers [380, 399, 404–406], Nitsche’s method [407–409],
mortar techniques [200, 401, 410], penalty approaches [411–413] or formulations enforc-
ing interface conditions strongly through tailored function spaces and posing fluid and
structure problems in a joint reference frame [9, 414–418].
Preconditioning the resulting monolithic linearised system for efficient solution inde-
pendent of grid resolution and physical parameters is a challenging and highly active
field of research, given that solving the fluid subproblem at high Reynolds numbers on
its own is a complex matter. Based on the block structure of the assembled system,
physics-based preconditioners often incorporating approximations of block-inverses via
multigrid cycles can be designed taking the chosen setup into account (see, e.g., the
works by [108, 187, 380, 404, 406, 417, 419–424]).
Partitioned coupling schemes, on the other hand, alleviate the development of efficient
preconditioners by iteratively enforcing the interface conditions, repeatedly solving the
involved subproblems and exchanging the updated interface data. They allow reusing
already advanced state-of-the-art solution algorithms and preconditioners tailored to
the specific subproblems and/or application and ease the inclusion of complex physics
or discretisation methods in the individual fields [425–428]. Using separate solvers with
clearly defined software interfaces and exchanging updates to the interface variables also
allows simpler software design, where individual parts and solvers are exchanged with
much less effort compared to a monolithic approach. This enables a black-box principle,
where the individual subproblem solvers are treated as nonlinear functions mapping
input to output interface data, ensuring convergence via an outer coupling loop without
using any knowledge regarding the actual subproblem solver.
However, the partitioned paradigm shifts some of the intricacy to the outer coupling
procedure—which can to some extent be interpreted as an advantage, since potent ac-
celeration schemes are available. At the same time, this introduces an additional layer
of numerical techniques and thereby further complicates matters. In the context of
biomedical applications, the added-mass effect [365, 366, 429] is a well-known problem,
notorious for severely impairing the coupling scheme’s performance or even hindering
convergence completely for small time step sizes or a large fluid to solid density ra-
tio ρf/ρs. Standard partitioned schemes such as the loosely-coupled, serial staggered
method [367] and even implicit partitioned methods suffer from decreased convergence
speed as demonstrated, e.g., in [88, 368, 369]. To counteract the hampered conver-
gence behaviour in such cases, a number of remedies have been presented ranging from
simple relaxation of the exchanged interface data with a fixed parameter [189] or via
dynamic Aitken relaxation [88], over approaches targeting the nonlinear interface prob-
lem via interface (quasi-)Newton or Newton–Krylov solvers [430–436], to methods based
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on Robin interface conditions [217, 218, 220] or introducing artificial/weak compressibil-
ity [221, 437–440].
Despite these tremendous research efforts and marvelous success over the past decade,
performing several—typically 5 to 15—coupling iterations between fluid and solid sub-
problems per time step nonetheless remains costly despite the massive performance gains
achieved with the currently available acceleration schemes. But not all involved fields
have an equally strong effect on the coupling, and might thus be linearised, treated ex-
plicitly or pulled out of the outer coupling loop of the partitioned scheme, such that some
subproblems are only solved once per time step. This fundamental idea greatly reduces
the computational burden and was first introduced by Fernández et al. [441], leading to
semi-implicit FSI algorithms. In such schemes, the fluid flow problem is solved via a
projection or split-step method, decoupling the fluid’s velocity and pressure unknowns.
Additionally, the fluid domain deformation on the interface is extrapolated from previous
time steps, which then allows for coupling only the fluid pressure and solid deformation
implicitly. This brilliant adaptation allows added-mass stable coupling of FSI problems
in the biomedical regime (ρf/ρs ≈ 1), since the fluid pressure is the dominant loading.
Following this approach, most expensive problems being the possibly nonlinear, vector-
valued fluid momentum balance and fluid mesh motion equations only need to be solved
once per time step. Doing so does neither deteriorate accuracy nor stability and inter-
estingly, almost identical results are obtained from implicit and semi-implicit partitioned
strong coupling schemes.
Based on the rationale of semi-implicitly coupling some of the involved fields, rapid
development was seen in the following years (see, e.g., [192, 225, 442–448]). In numerous
challenging settings, these techniques were demonstrated to yield accurate and stable
results while substantially increasing performance. Taking a further step in this direction,
fully explicit treatment of interface conditions in FSI for problems with large added-mass
effect was presented for shells (see, e.g., [219, 448–452]) and also for three-dimensional
continua [222, 453–456]. Unfortunately, such fully explicit coupling schemes for bulk
solids are to the best of the author’s knowledge as of now either limited to simple
constitutive behaviour or only first-order accurate in time unless multiple correction steps
are performed. Additionally, they most often rely on Robin transmission conditions with
a user-defined parameter, which can strongly influence the physics of the FSI problem
when set incorrectly and might necessitate even smaller time step sizes to appropriately
capture transient solutions. Note here, however, that fully explicit FSI is a rapidly
progressing research topic and these statements might need to be weakened or completely
revoked soon. Additionally, the increase in performance and robustness comes at the
price of partially giving up on the black-box design principle, or at least re-interpreting
it in a more general way, allowing for several (“matching”) black-box solvers recovering
the various fields’ unknowns separately.
Comparing monolithic and partitioned schemes in terms of performance and robustness
is a delicate matter for several convoluted reasons. The two most striking ones being
that first, constructing state-of-the-art FSI solvers is a complex task and potent software
packages evolve over years if not decades, mostly following either the one or the other
paradigm per design. And secondly, rapid developments in the involved fields cause
the applied numerical methods being out of date very fast, such that using the same
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subproblem solvers for the block inversion in physics-based preconditioned monolithic
approaches and partitioned schemes might work against a fair comparison. Nonetheless,
several studies aim at a comparison of the monolithic and partitioned design principles,
see, e.g., [353, 405, 425, 435, 457–460], where monolithic schemes have been demonstrated
to be more robust in scenarios where the added-mass-effect or the subproblems’ interac-
tions are strong. In scenarios where these effects are not dominant or when using one or
multiple acceleration methods combined, partitioned schemes can be competitive. If the
number of FSI coupling iterations per step can be kept at a reasonable level, meaning,
around 5 to 15, the highly tailored subproblem solvers might in fact lead to a signifi-
cant reduction in runtime for each of the problems, such that the potentially increased
iteration count compared to the number of Newton steps and (block-)preconditioner ap-
plications in a monolithic scheme might be more than compensated. Since there is also
a large body of literature dealing with comparisons of the various acceleration schemes
(see, e.g. [5, 88, 217, 218, 351–353, 362, 425, 432, 436, 441, 459, 461, 462] and many
others), comparing the multitude of monolithic and partitioned schemes with each other
thus remains cumbersome and highly dependent on the targeted flow regime and physical
problem.
However, the following statement still seems in place: in the past, monolithic approaches
seemed to be the only reasonable way to tackle biomedical FSI applications. Today,
with latest semi-implicit partitioned coupling approaches based on (accelerated) Robin
coupling, the number of iterations and robustness could be significantly improved, while
at the same time promising fully explicit schemes are being developed. Together with
the reduced complexity, increased modularity and the possibility to employ tailored
high-performance subproblem solvers in partitioned methods, we find that the decision
of which coupling approach to employ is recently strongly shifting in favour of such
partitioned schemes.
Although FSI applied to numerous engineering applications has been a major research
topic in the past decade, approaches specifically targeting generalised Newtonian fluid
flow are still scarcely found in literature [450, 463–466]. And while partitioned FSI ap-
proaches and some of the performant acceleration schemes do allow a straight-forward
incorporation of complex constitutive laws by the black-box design, the promising con-
cept of semi-implicit FSI builds upon methods decoupling fluid velocity and pressure,
which then need to be capable of considering non-Newtonian models. Within such fluid
solvers segregating velocity and pressure, necessary projection methods need to be free
of nonphysical pressure boundary layers, rendering the PPE-based time splitting scheme
presented in Ch. 3 particularly well fit.
In this context, we herein present a summary and extension of the recently published
papers by the authors [5, 6], building the basis for this chapter and the correspond-
ing numerical experiments in Ch. 8. One of the main contributions of this thesis is
the novel split-step framework for partitioned, (semi-)implicit, Robin–Robin and Aitken
or interface quasi-Newton-accelerated FSI scheme involving incompressible, generalised
Newtonian fluid flows combining the PPE-based time splitting scheme with nearly in-
compressible hyperelastic and fibre-reinforced continua. Thus, we inherit the favourable
properties of the split-step scheme and exploit that the fluid’s velocity and pressure
fields are completely decoupled using higher-order and possibly adaptive timestepping
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and suitable extrapolation formulae. The flow solver further allows employing equal-
order, standard C0-continuous finite elements, since the PPE-based fluid solver is not
subject to the classical inf-sup condition as discussed in detail in Ch. 3. As shown in
Sec. 4.1.2, fully consistent boundary and coupling conditions for the fluid subproblems
are thus easily derived, preserving accuracy on the fluid–structure interface.

Consequently, semi-implicit and added-mass stable variants of the FSI scheme can be
designed following Fernández et al. [441], implicitly, i.e., iteratively, coupling merely the
solid displacement and fluid pressure. The remaining subproblems are treated in an
explicit fashion, which enhances performance without degrading accuracy or stability.
Moreover, divergence damping to improve mass conservation is applied in an identical
fashion as shown for the fluid problem alone. The flexibility concerning the rheological
law is also preserved, such that modifying the fluid material behaviour is yet again as
simple as exchanging the right-hand side of the viscosity projection step.

Then, we consistently integrate well-established mathematical models and numerical
techniques needed in biomedical applications into the PPE-based FSI scheme, preserv-
ing accuracy, efficiency and stability. Such overall frameworks are scarcely found in
literature, with closely related frameworks by Astorino et al. [225] and Bertoglio et al.
[267] being exceptions. The techniques to reduce instabilities arising in the practically
relevant parameter range are (i) backflow stabilisation [236] (Sec. 4.5), and (ii) Galerkin
Least-Squares stabilisation [33] (GLS) to counteract dominant convection (Sec. 4.3). To
increase convergence speed as the added-mass effect becomes dominant, we consider
combined (iii) Robin interface conditions [218, 219] (Secs. 4.2 and 6.3) and (iv) the In-
terface Quasi-Newton Inverse Least-Squares method [435] (IQN-ILS). Further models
in the cardiovascular and general biomedical context considered are (i) three-element
Windkessel models to account for the downstream vasculature’s resistance and capaci-
tance (Sec. 4.6), (ii) remapping of prescribed inflow profiles to non-circular inlets [228]
(Sec. 4.4), (iii) construction of material orientation vectors in tube-like geometries with
subdivided cross-sections (Sec. 6.1), (iv) an algorithm to include prestress present in
geometries constructed from medical images [318] (Sec. 6.4) and (v) viscoelastic support
provided by the surrounding external tissue via Robin boundary conditions (Sec. 6.2).

Altogether, this leads to a robust framework involving all needed modelling aspects in
the cardiovascular setting and can also be applied to other challenging problems in the
general (bio-)medical context. The building blocks composing the FSI solver lead to
standard problems in science and engineering, such that the resulting linear systems are
easily tackled using off-the-shelf black-box preconditioning techniques available as open-
source scientific software and thus bear high potential for further development, while
this current work does not make use of massive parallelism.

7.1 Governing equations

The computational domain in the Lagrangian reference frame Ω̂ is composed of fluid and
structure subdomains Ω̂f and Ω̂s, respectively, such that Ω̂ = Ω̂f ∪ Ω̂s. In the spatial
configuration at time t, we denote the two subdomains by Ωt

f and Ωt
s, where Ω = Ωt

f ∪Ωt
s
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holds accordingly. The joint interface of fluid and structure domains in the material and
spatial configuration is then

Σ̂ := ∂Ω̂f ∩ ∂Ω̂s and Σt := ∂Ωt
f ∩ ∂Ωt

s,

Adopting an Arbitrary Lagrangian–Eulerian (ALE) method (cf. Sec. 4.1 or [188, 207]) to
account for the motion of Ωt

f and a total Lagrangian approach (cf. Ch. 5 or [276, 319])
to consider the structure’s balance equations in Ω̂s, the deformations df and ds from the
Lagrangian reference frames Ω̂f and Ω̂s are introduced, such that

φf : x̂ ∈ Ω̂f → x ∈ Ωt
f , φf (x̂, t) := x̂+ df (x̂, t), (7.1)

φs : x̂ ∈ Ω̂s → x ∈ Ωt
s, φs(x̂, t) := x̂+ ds(x̂, t), (7.2)

yield the corresponding spatial coordinates x(x̂, t) in Ω̂. In the structural subdomain
Ω̂s, the material displacement ds is a physical quantity of interest, while in Ω̂f , the
displacement of the domain df is completely artificial. The field df may be given on the
entirety of ∂Ω̂f or on (at least) some part of ∂Ω̂f depending on the interface conditions
enforced and the boundary conditions on the remaining ∂Ω̂f \ Σ̂. In both of these cases,
the domain displacement needs to be extended into the interior of the fluid domain,
considering for a prescribed motion of the boundary or taking the motion of the fluid–
structure interface into account. For any ALE method, the construction of the ALE
map (7.1) is a crucial ingredient, since non-invertible or low-quality meshes resulting
from the extension lead to unreliable and erroneous results.

Similar to a classical total Lagrangian formulation, we can then define the deformation
gradients F and corresponding Jacobians J in each of the subdomains as

Ff := ∇̂φf = I + ∇̂df , Jf = detFf ,
Fs := ∇̂φs = I + ∇̂ds, Js = detFs,

where Fs is again used to derive strain measures since φs follows the material motion.
The map φf yields the spatial grid coordinates, and hence Ff is merely descriptive to
the mapping. Here, we again use theˆ symbol to refer to the Lagrangian reference frame
Ω̂, such that for a function g(x, t) with x ∈ Ωt, its counterpart ĝ(x̂, t) with x̂ ∈ Ω̂ is
given as ĝ(x̂, t) = g(x, t). However, if the meaning clearly derives from the definition,
we omit the ˆ to not clutter the notation (e.g., ds, not d̂s).

With the mappings defined, we can further proceed with formulating the interface cou-
pling conditions, namely the kinematic coupling conditions, enforcing continuity of dis-
placements and velocities,

df = ds on Σ̂, uf = dtds on Σ̂, (7.3)

and the kinetic coupling conditions equating tractions,

σfnf = −σsns on Σt, P f n̂f = −P sn̂s on Σ̂. (7.4)
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Σ̂
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(c)

Fig. 7.1: Nomenclature used for boundary segments in FSI, exemplarily shown for the aortic
dissection case: overall geometry (a) and zoom-in on arch, showing cut structural
domain Ω̂s with adventitia (red), media (peach) and flap (light blue) regions of the
tissue (b) and discretised lumen Ω̂f (c).

The traction conditions may be recast with the help of Nanson’s formula P = JσF−>

given in Eqn. (5.7), see Sec. 5.1, to yield relations on either Σ̂ or Σt as

σfnf = J−1
s P sF

>
s nf on Σt, (7.5)

P sn̂s = JfσfF
−>
f n̂s on Σ̂, (7.6)

depending on which data is easiest available. Robin interface conditions are derived
combining the kinematic (7.3) and kinetic interface conditions (7.5)–(7.6) (see, e.g., [5,
6, 217–225] among others), which yields

ηRf uf + σfnf = ηRf dtds + J−1
s P sF

>
s nf on Σt, (7.7)

ηRs dtds + P sn̂s = ηRs uf + JfσfF
−>
f n̂s on Σ̂. (7.8)

Here, the scaling parameters ηRs and ηRf smoothly transition from the continuity of ve-
locities (ηRs → ∞, ηRf → ∞) to traction balance (ηRs → 0, ηRf → 0) being enforced on
the fluid–structure interface. Such Robin conditions are consistent, since for the exact
solution of the FSI problem, both of the combined coupling conditions are fulfilled ex-
actly. When linearising the problem, however, the enforced interface condition is merely
approximated, converging to the correct solution as he → 0 and ∆t→ 0, as is thoroughly
discussed in Sec. 7.2. Also, note here that the Robin interface conditions in FSI naturally
lead to Robin conditions on the fluid–structure interface in the fluid and solid subprob-
lems, such that the elaborations in Sec. 4.2 and 6.3 are directly applicable, especially in
the case of partitioned coupling schemes being employed.
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Regarding nomenclature, we will stick to the preceding sections, but omit the time in-
terval in the domain specifications for brevity (e.g., “on Σt” instead of “on Σt× (0, T ]”).
Also, the problem formulations in this chapter target haemodynamic applications re-
garding the sets of boundary conditions, but are equally valid adopting the various other
combinations of boundary conditions of the respective subproblems introduced in the
respective Chs. 4 and 5 as long as they lead to a well-posed boundary value problem. A
possible configuration in the context of aortic dissection is shown in Fig. 7.1, representa-
tive for the cardiovascular setting. Simpler problem definitions trivially derive from the
presented scenario.

For the solid problem, we will prescribe displacements on the inlet and outlet faces, Γ̂in,s

and Γ̂i,s, i = 1, . . . , Nout, summarised in Γ̂out,s, such that

Γ̂out,s :=
Nout⋃
i=1

Γ̂i,s, and Γ̂D,s := Γ̂in,s ∪ Γ̂out,s,

composes the Dirichlet boundary of the structure subproblem, where deformations are
prescribed, i.e., ds = gs holds. On the structure’s exterior, denoted by Γ̂ext, a Robin
condition is enforced, namely,

P sn̂s = −keds − cedtds − pen̂s,

choosing Γ̂R,s = Γ̂ext to consider for viscoelastic support and/or prescribing an exterior
pressure (cf. Sec. 6.2). Alternatively, prescribing a first Piola–Kirchhoff traction via
P sn̂s = t̂, i.e., a Neumann condition might be considered setting Γ̂N,s = Γ̂ext, and is in
fact slightly simpler since t̂(x̂, t) is a given function.

As thoroughly elaborated in Sec. 5.1, the nonlinear initial boundary value problem in-
volving the structure’s momentum balance equation in Ω̂s with the above mentioned
boundary conditions can then be written as

ρsdttds − ∇̂ · P s = b̂s in Ω̂s, (7.9)
ds = gs on Γ̂D,s, (7.10)

P sn̂s = −keds − cedtds − pen̂s on Γ̂ext, (7.11)
P sn̂s = ηRs (uf − dtds) + JfσfF

−>
f n̂s on Σ̂, (7.12)

ds(x̂, 0) = ds,0 at t = 0, (7.13)
dtds(x̂, 0) = ḋs,0 at t = 0, (7.14)

compare with Eqns. (5.9)–(5.13), where ds,0 and ḋs,0 are given initial material displace-
ment and velocity fields.

Similarly, the fluid subdomain’s boundary ∂Ωt
f is decomposed into the inlet face Γtin,f ,

the fluid–structure interface Σt and Nout individual outlet faces, Γi,f , i = 1, . . . , Nout, for
convenience gathered in Γtout,f , such that
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∂Ωt
f = Γtin,f ∪ Σt ∪ Γtout,f , with Γtout,f :=

Nout⋃
i=1

Γi,f .

The respective counterparts in the Lagrangian reference frame are indicated by a ˆ as
shown in Fig. 7.1 and coincide with the spatial counterparts at initial time t = 0.

The ALE extension aims at obtaining a smooth field df in Ω̂f , given mesh displacements
on the interface Σ̂ and on the boundaries, such that an invertible, one-to-one mapping
from Ω̂f to Ωt

f can be constructed via x(x̂, t) = x̂+df (x̂, t), see Eqn. (7.1). A standard
choice is to consider for the arbitrary auxiliary mesh motion equation a simple harmonic
extension with pure Dirichlet boundary conditions,

−∇̂ · ∇̂df = 0 in Ω̂f , (7.15)
df = ds on Σ̂, (7.16)
df = 0 on Γtin,f ∪ Γtout,f , (7.17)

being the most trivial choice. For the sake of presentation, Eqns. (7.15)–(7.17) suffice,
but may fail in more complex scenarios.

In this regard, possible improvements can be achieved by enforcing merely the normal
component of the displacement, i.e., df · nf on the whole boundary ∂Ω̂f , or replacing
the mesh motion equation (7.15) by more elaborated versions or techniques specifically
designed to preserve mesh quality [467–473]. Sliding subdomains complicate transferring
and enforcing interface data in an ALE approach—especially when employing domain
decomposition methods. Herein, we thus restrict ourselves to the standard displace-
ment boundary condition on the full grid displacement vector df . The second option
to facilitate the ALE extension, however, received great attention in the past, leading
to numerous alternatives to the prototypical harmonic extension being available (see,
e.g., [467, 470–475]). For the sake of concision, any further remarks on this topic are
postponed to Sec. 7.5, where some of the available options are compared.

Regardless of the mesh motion technique used to construct the fluid’s domain displace-
ment df , the mesh velocity is given by Eqn. (4.5),

um(x̃, t) := ∂tx|x̃ = ∂tdf (x̂(x̃, t))|x̃,

with mesh displacements available in grid points. Then, adopting the standard Navier–
Stokes system in convective ALE form, the coupled problem reads
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ρf ∂tuf |x̃ + ρf (∇uf ) cf − µf [∆uf + χ∇ (∇ · uf )]− 2∇su∇µ+∇pf = bf in Ωtf , (7.18)
∇ · uf = 0 in Ωtf , (7.19)

uf = gf on Γtin,f , (7.20)(
−pfI + µf∇uf + χ∇>uf

)
nf = t̄f on Γtout,f , (7.21)

ηRf (dtds − uf ) + J−1
s P sF

>
s nf = σfnf on Σt, (7.22)
uf = uf,0 at t = 0, (7.23)

with the fluid velocity and pressure, uf and pf , the dynamic viscosity µf , body force
bf (x, t), density ρf , convective velocity cf := uf − um and the scaling parameter χ to
yield either the generalised Laplacian (χ = 0) or stress-divergence form (χ = 1), compare
Eqns. (4.6) and (4.7)–(4.11). Dirichlet conditions are imposed on the inlet Γtin,f , while
on the outlet faces, Γtout,f , the real or pseudo traction vector t̄ is prescribed. The latter
condition can be easily replaced, incorporating models of the downstream vasculature
and/or backflow stabilisation as discussed in Secs. 4.5 and 4.6, but is omitted here for
the sake of brevity.
Note that the interface Robin condition involves the Cauchy traction σfnf , which does
not occur in a boundary term obtained via integration by parts when the generalised
Laplacian form (χ = 0) is employed. The Neumann condition on the outlet might also
necessitate the use of the stress-divergence form, which largely depends on the desired
problem at hand. Switching Eqn. (7.22) for a pure Dirichlet condition (ηRf →∞), these
complications can be resolved. An alternative also allowing for the Robin interface con-
dition (7.22) consists of adding interface integrals, accounting for the difference between
real and pseudo tractions, µ∇>uf , as briefly discussed in Ch. 2.
In analogy to Secs. 4.1.2 and 4.2, system (7.18)–(7.23) can be reformulated based on
a corresponding PPE with Robin data hf = ηRf dtds + J−1

s P sF
>
s nf given on Σt and

considering for the moving domain Ωt
f , which reads

ρf ∂tuf |x̃ + ρf (∇uf )cf − µf [∆uf + χ∇ (∇ · uf )]− 2∇suf∇µ+∇pf = bf in Ωtf , (7.24)
−∆pf +∇ · [2∇suf∇µf − ρf (∇uf )cf ]− [∇× (∇× uf )] · ∇µf = −∇ · bf in Ωtf , (7.25)

uf = gf on Γtin,f , (7.26)(
−pfI + µf∇uf + χµf∇>uf

)
nf = t̄f on Γtout,f , (7.27)

ηRf (dtds − uf ) + J−1
s P sF

>
s nf = σfnf on Σt, (7.28)

−µf∇ · uf + nf ·
[
µf
(
∇uf + χ∇>uf

)
nf − t̄f

]
= pf on Γtout,f , (7.29)

nf · [bf − ρfdttds − ρf (∇uf )cf + 2∇suf∇µf − µf∇× (∇× uf )] = nf · ∇pf on Σt, (7.30)
nf ·

[
bf − ρf ∂tuf |x̃ − ρf (∇uf )cf + 2∇suf∇µf − µf∇× (∇× uf )

]
= nf · ∇pf on Γtin,f , (7.31)

uf = uf,0 at t = 0, (7.32)

similar to Eqns. (4.51)–(4.59) and with a divergence-free initial velocity field uf,0.
Notice, however, that the treatment of Robin interface conditions in the momentum
balance and PPE steps is not simply assigning Robin interface conditions to the whole
fluid subproblem, but rather enforcing Robin interface conditions in the fluid momentum
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equation (7.28) and at the same time enforcing uf = dtds in the PPE (7.30), leading
to a Neumann condition for the pressure on the interface. This combination lead to
significant improvements in temporal stability of the scheme compared to a scheme
enforcing Robin interface conditions within the PPE step and is within this work solely
based on numerical observations. Also, the proposed strategy is comparable to the one
adopted by Astorino et al. [225], who use a projection solver in semi-implicit FSI based
on Robin coupling and Nitsche’s method.
Omitting now the initial- and boundary conditions on the inlet and outlet sections in all
subproblems for brevity, the FSI problem reads

ρsdttds − ∇̂ · P s = b̂s in Ω̂s, (7.33)
ρf ∂tuf |x̃ + ρf (∇uf ) cf − µf [∆uf + χ∇ (∇ · uf )]− 2∇su∇µ+∇pf = bf in Ωt

f , (7.34)
∇ · uf = 0 in Ωt

f , (7.35)
−∇̂ · ∇̂df = 0 in Ω̂f , (7.36)

ηRs (uf − dtds) + JfσfF
−>
f n̂s = P sn̂s on Σ̂, (7.37)

ηRf (dtds − uf ) + J−1
s P sF

>
s nf = σfnf on Σt, (7.38)
df = ds on Σ̂, (7.39)

using the Navier–Stokes equations for incompressible flows in their standard convective
form resulting in a coupled velocity-pressure formulation of the fluid subproblem as
discussed in Sec. 2.2. Alternatively, replacing the standard divergence-free constraint on
the fluid velocity (7.35) by a suitable PPE (7.42) with a consistent interface Neumann
condition on the pressure (7.44), one obtains the alternative system

ρsdttds − ∇̂ · P s = b̂s in Ω̂s, (7.40)
ρf ∂tuf |x̃ + ρf (∇uf ) cf − µf [∆uf + χ∇ (∇ · uf )]− 2∇su∇µ+∇pf = bf in Ωtf , (7.41)

−∆pf +∇ · [2∇suf∇µf − ρf (∇uf )cf ]− [∇× (∇× uf )] · ∇µf = −∇ · bf in Ωtf , (7.42)

−∇̂ · ∇̂df = 0 in Ω̂f , (7.43)
nf · [bf − ρfdttds − ρf (∇uf )cf + 2∇suf∇µf − µf∇× (∇× uf )] = nf · ∇pf on Σt, (7.44)

ηRs (uf − dtds) + JfσfF
−>
f n̂s = P sn̂s on Σ̂, (7.45)

ηRf (dtds − uf ) + J−1
s P sF

>
s nf = σfnf on Σt, (7.46)

df = ds on Σ̂, (7.47)

interpreting the fluid–structure interface as a Robin boundary for both momentum bal-
ance equations in the fluid and solid domains, respectively, and as a Dirichlet boundary
for the fluid subproblem’s PPE, leading to a Neumann condition on the pressure weakly
enforcing ∂tuf |x̃ = dttds on the fluid–structure interface.
At this stage, both systems (7.33)–(7.39) and (7.40)–(7.47) might be used in a parti-
tioned approach, iterating through the subproblems and updating interface data and the
fluid domain position accordingly. Based on the performance comparison in Sec. 3.5.4
and especially motivated by the possibility of semi-implicit coupling schemes enabled by
the use of a split-step fluid solver, we herein focus entirely on the system involving the
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split-step scheme, i.e., Eqns. (7.40)–(7.47). In addition to expected gains in efficiency,
another reason for using the split-step scheme is that studies on similar schemes are
rather scarcely found in literature. Investigating the interplay of Robin interface condi-
tions, semi-implicit coupling, additional acceleration methods and modelling approaches
frequently adopted in the biomedical context is thus a novel contribution of this work.
Before targeting biomedical applications, though, we first introduce the basic variants of
the partitioned coupling scheme in the following section.

7.2 Partitioned schemes based on a split-step method

Due to the partitioned design, the presented subproblem solvers can be employed easily,
merely exchanging interface data. Therefore, it suffices to present the final formulations
as derived in the preceding Secs. 4.2 and 6.3, adopting the interface Robin conditions
present in the FSI problem. We discretise the time interval It = (0, T ] from initial
time t = 0 to end time t = T by decomposing it into Nt possibly non-uniform time
steps denoted by ∆tn = tn+1 − tn, n = 1, . . . , Nt. The structure’s material acceleration,
velocity and displacement at time t = tn+1 are denoted by

d̈
n+1
s := dttds(x̂, tn+1), ḋ

n+1
s := dtds(x̂, tn+1), dn+1

s := ds(x̂, t),

and approximated using Newmark formulae (5.44)–(5.45)

d̈
n+1
s ≈ 1

β (∆tn)2

(
dn+1
s − dns

)
− 1
β∆tn ḋ

n

s +
(

1− 1
2β

)
d̈
n

s ,

ḋ
n+1
s ≈ γ

β∆tn
(
dn+1
s − dns

)
+
(

1− γ

β

)
ḋ
n

s + ∆tn
(

1− γ

2β

)
d̈
n

s ,

with coefficients given in Tab. 5.1. A generalised-α time integration scheme is employed,
integrating the forcing terms via a trapezoidal rule in time. Following the steps in
Secs. 5.3, 5.4 and 6.3, a semilinear form R(d)(ϕ) is obtained as

Rs (ds) (ϕ) := 〈ρsϕ, α′md̈
n+1
s (ds) + αmd̈

n

s 〉Ω̂s

−〈ϕ, α′f b̂
n+1
s + αf b̂

n

s 〉Ω̂s + 〈∇̂ϕ, α′fP s (ds) + αfP
n
s 〉Ω̂s − 〈αfϕ,P

n
s n̂〉Γ̂ext∪Σ̂

+〈α′fϕ, keds + ceḋ
n+1
s (ds) + pen̂s〉Γ̂ext

+ 〈α′fϕ, ηRs ḋ
n+1
s (ds)− ĥ

n+1
s 〉Σ̂, (7.48)

with a vector-valued test function ϕ ∈ [X(Ω̂f )]d ⊂ [H1(Ω̂f )]d, ϕ|Γ̂D = 0 and the Robin
interface data dependent on the fluid’s velocity, pressure and domain displacement as
ĥs := ηRs uf + JfσfF

−>
f n̂s, completely analogous to Eqn. (6.23).
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Inserting the updated interface data into ĥs, the Jacobian J(ds)(ϕ) remains otherwise
unchanged, such that each Newton step consists of finding δdks ∈ [X(Ω̂s)]d with δds|Γ̂D =
0 given the last iterate dn+1,k

s of the displacement dn+1
s at time t = tn+1 and the last

time steps’ solutions d̈ns , ḋ
n

s and dns , such that

〈ρsϕ,
α′m

β (∆tn)2 δds〉Ω̂s + 〈∇̂ϕ, α′fDdP
(
dn+1,k
s

)
(δds)〉Ω̂s

+〈α′fϕ, keδds + ceγ

∆tnβ δds〉Γ̂ext
+ 〈α′fϕ,

ηRs γ

∆tnβ δds〉Σ̂ = −R
(
dn+1,k
s

)
(δds) , (7.49)

for all ϕ ∈ [X(Ω̂)]d, ϕ|Γ̂D = 0, in analogy to (6.19) and (6.24). Inhomogeneous boundary
conditions are enforced on the initial guess, dn+1,0

s , and the iterate is updated following
dn+1,k+1
s = dn+1,k

s + δdks with homogeneous Dirichlet conditions.

Spatial discretisation is carried out in a standard manner, decomposing the structural
domain in the Lagrangian reference frame into Ne,s shape-regular, non-overlapping La-
grangian elements Ω̂e,

Ω̂s ≈ Ω̂s,h =
Ne,s⋃
e=1

Ω̂e,s.

Polynomial shape functions defined on simplicial or tensor-product reference elements
are mapped via isoparameteric mappings χe (ξ), leading to standard Lagrangian finite
elements and respective C0-continuous function spaces as

Xh,s(Ω̂s,h) :=
{
qh ∈ C0

(
Ω̂s,h

)
: qh ◦ χe (ξ)|Ω̂e,s = qref(ξ)|Ωref ∈ Pk (Ωref) ∀ Ω̂e,s ∈ Ω̂s,h

}
,

or Xh,s(Ω̂s,h) :=
{
qh ∈ C0

(
Ω̂s,h

)
: qh ◦ χe(ξ)|Ω̂e,s = qref(ξ)|Ωref ∈ Qk (Ωref) ∀ Ω̂e,s ∈ Ω̂s,h

}
.

Plugging in the finite element approximationsϕ ≈ ϕh and δd ≈ δdh, both being elements
of [Xh,s(Ω̂s)]d ⊂ [H1(Ω̂s)]d, Eqn. (7.49) directly yields the fully discrete problem to be
solved in each iteration of Newton’s method, reading

〈ρsϕh,
α′m

β (∆tn)2 δds,h〉Ω̂s + 〈∇̂ϕh, α′fDdP
(
dn+1,k
s,h

)
(δds,h)〉Ω̂s

+〈α′fϕh, keδds,h + ceγ

∆tnβ δds,h〉Γ̂ext
+ 〈α′fϕh,

ηRs γ

∆tnβ δds,h〉Σ̂ = −R
(
dn+1,k
s,h

)
(δds,h) ,

(7.50)

where we refrain from indicating the domain and boundary approximations by h for ease
of notation, understanding that the integrals are taken over the finite element approxi-
mations of the domain and its boundaries.

In the fluid domain, a similar approach is chosen, decomposing the current configuration
at time t into Ne,f non-overlapping finite elements,
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Ωt
f ≈ Ωt

f,h =
Ne,f⋃
e=1

Ωt
e,f ,

which naturally gives rise to the function spaces

Xt
h,f (Ωt

f,h) :=
{
qh ∈ C0

(
Ωt
f,h

)
: qh ◦ χte(ξ)|Ωt

e,f
= qref(ξ)|Ωref ∈ Pk (Ωref) ∀Ωt

e,f ∈ Ωt
f,h

}
,

or Xt
h,f (Ωt

f,h) :=
{
qh ∈ C0

(
Ωt
f,h

)
: qh ◦ χte(ξ)|Ωt

e,f
= qref(ξ)|Ωref ∈ Qk (Ωref) ∀Ωt

e,f ∈ Ωt
f,h

}
,

(7.51)

where χte(ξ) again denotes the isoparametric mapping from the reference element Ωref
to a specific element Ωt

e,f ⊂ Ωt
f,h.

We adopt the ALE version of the split-step scheme including Robin interface conditions
as introduced in Sec. 4.2. That is, we employ a BDFm scheme with coefficients listed in
Tab. 3.1 and combine it with divergence damping, adding the gradient term from Leray
projection to the past time steps’ velocities only,

∂tuf |x̃ ≈ αm0 u
n+1
f +

m−1∑
j=0

αmj+1

(
un−jf −∇ψn−j

)∣∣∣
x̃
.

The convective velocity cf summarises the fluid and mesh velocities as before, but the
latter is conveniently expressed in terms of the ALE time derivative of the fluid domain
displacement df , i.e., um := ∂tx|x̃ ≡ ∂tdf |x̃, yielding

cn+1
f = un+1

f − un+1
m ≈ un+1

f −
m∑
j=0

αmj d
n+1−j
f

∣∣∣
x̃
. (7.52)

Now, an essential step is to introduce extrapolations of all involved fields as

un+1
f ≈ u?f =

m−1∑
j=0

βmj+1 u
n−j
f

∣∣∣
x̃
, pn+1

f ≈ p?f =
m−1∑
j=0

βmj+1 p
n−j
f

∣∣∣
x̃
,

µn+1
f ≈ µ?f =

m−1∑
j=0

βmj+1 µ
n−j
f

∣∣∣
x̃
, dn+1

f ≈ d?f =
m−1∑
j=0

βmj+1 d
n−j
f

∣∣∣
x̃
,

cn+1
f ≈ c?f = u?f − αm0 d?f −

m−1∑
j=0

αmj+1d
n−j
f

∣∣∣
x̃
, dn+1

s ≈ d?s =
m−1∑
j=0

βmj+1d
n−j
s (7.53)

with coefficients given in Tab. 2.1. Suitably inserting these extrapolations leads to a
number of benefits, namely, it (i) decouples the linear momentum balance and pressure
Poisson equations and thus enables added-mass stable semi-implicit fluid–structure cou-
pling schemes, (ii) linearises the convective term and (iii) accelerates convergence by
constructing proper initial guesses.

Within this work, all numerical tests regarding FSI problems are considering the stress-
divergence form of the fluid momentum balance equation, coupling all the individual
components of uf . The reason being that on the fluid–structure interface, the real
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traction corresponding to the Cauchy stress is required and stabilisations such as SUPG
or GLS discussed in Sec. 4.3 are based on the strong form’s time-discrete residual being

Rf (un+1
f , pn+1

f ) := ρfα
m
0 u

n+1
f + ρf

m−1∑
j=0

αmj+1

(
un−jf −∇ψn−j

)
+∇pn+1

f

+ρf
(
∇un+1

f

)
cn+1
f − µn+1

f ∆un+1
f − χµn+1

f ∇(∇ · uf )− 2∇sun+1
f ∇µn+1

f , (7.54)

and the corresponding time-discrete operator Lf (ϕ) acting on uf defined as

Lf (ϕ) := ρfα
m
0 ϕ+ ρf (∇ϕ) cn+1

f − µn+1
f ∆ϕ− χµn+1

f ∇(∇ · ϕ)− 2∇sϕ∇µn+1
f , (7.55)

in the case of GLS or, if we were to employ SUPG stabilisation,

Lf (ϕ) := ρf (∇ϕ) cn+1
f . (7.56)

Since Rf (un+1
f , pn+1

f ) contains ∇suf even for the generalised Laplacian form, components
inevitably couple. The general rationale we follow is keeping the stabilisation as implicit
as possible, while remaining linear in uf . One might alternatively use extrapolations
for any component-coupling terms, e.g., ∇sun+1

f ≈ ∇su?f , or choose to stabilise the
decoupled equations in a component-wise manner. Together with boundary integrals
correcting the discrepancy between pseudo- and real tractions on the interface, it is thus
indeed possible to consider for the individual components. Within the numerical tests
presented in this work, however, only the stress-divergence form is considered, as gains
in efficiency from the laid out strategy are expected rather low. The reason for this is the
semi-implicit FSI scheme, where the velocity field is merely solved once per time step to
begin with, and the algebraic multigrid methods were found very effective given the small
time steps adapted to satisfy the CFL condition. Given that the various extrapolations
and correction terms might still influence the scheme under certain conditions, the more
conservative option of considering the stress-divergence form of the fluid’s momentum
balance equation is chosen. For matrix-based methods, storage savings considering only
d instead of d × d individual velocity component blocks might not be achieved in any
way, if a (often necessary) coupled and/or nonlinear mesh motion equation as introduced
in Sec. 7.5 is considered.

Another motivation for choosing the (generalised) Laplacian form is that outflow pro-
files are better preserved when enforcing pseudo tractions (see, e.g., [22–25] and others
regarding outflow conditions). For generalised Newtonian fluids, however, pseudo trac-
tions do not enforce mean pressures at planar outlets exactly, but approximately [26]. In
addition to that, the viscous contribution to the traction vector might be small compared
to the isotropic contribution from the pressure prescribed—especially in haemodynamic
applications (see Sec. 4.6)—and outlet faces might not be straight to begin with. Lastly,
in case of re-entrant flow, i.e., when uf ·nf < 0, destabilising effects must be countered
with backflow stabilisation as discussed in Sec. 4.5, also heavily affecting the outflow
region.

Motivated by these arguments, correcting boundary integrals added on the outlets might
be the preferred option as commented on in Sec. 4.2. However, correcting for pseudo
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tractions is rather unlikely to improve the results in terms of predicting the real flow fields
close to the outlets, if the outlet as a whole is held fixed, which impacts the solution
drastically. Mending this last aspect requires introducing (visco-)elastic bedding similar
to the Robin condition for external tissue support at the outlet faces as introduced
by Moireau et al. [359], but is not considered herein.
With this, we directly formulate the fully discrete weak form of the momentum balance
equation in the discretised fluid domain Ωn+1

f (again omitting the h for concision) seeking
for un+1

f,h ∈ [Xn+1
h,f (Ωn+1

f )]d with un+1
f,h |Γn+1

in,f
= gn+1

f , such that

0 = 〈ρfϕh, αm0 un+1
f,h +

m−1∑
j=0

αmj+1

(
un−jf,h −∇ψ

n−j
h

)
+
(
∇un+1

f,h

)
cn+1
f,h 〉Ωn+1

f
− 〈ϕh, b

n+1
f 〉Ωn+1

f

+(1− χ/2)〈∇ϕh + χ∇>ϕh, µn+1
f,h ∇u

n+1
f,h + χµn+1

f,h ∇
>un+1

f,h 〉Ωn+1
f
− (1− χ)〈ϕh,

(
∇>un+1

f,h

)
∇µn+1

f,h 〉Ωn+1
f

−〈∇ · ϕ, pn+1
f,h 〉Ωn+1

f
+ 〈ϕh, ηRf un+1

f,h − h
n+1
f,h + (1− χ)µn+1

f,h

(
∇>un+1

f,h

)
nf 〉Σn+1

−〈ϕh, t̄
n+1
f − αb

ρf
2 u

n+1
f,h

(
cn+1
f,h · nf

)
−
〉Γn+1

out,f
+
Ne,f∑
e=1
〈τeLf (ϕh) ,Rf

(
un+1
f,h , p

n+1
f,h

)
〉Ωn+1

e,f
, (7.57)

for all ϕh ∈ [Xn+1
h,f (Ωn+1

f )]d, where ϕh|Γn+1
in,f

= 0 and the Robin data on the fluid–structure
interface is given by hf := ηRf dtds + J−1

s P sF
>
s nf . Eqn. (7.57) includes divergence damp-

ing via∇ψn−jh (see Sec. 3.3), backflow stabilisation with a parameter αb ≥ 1 as introduced
in Sec. 4.5, residual-based stabilisation with parameter τe as defined in Eqn. (4.62) for
convection-dominant problems (see Sec. 4.3) and the interface integrals incorporating
Robin transmission conditions and corrections completing the real tractions for the gen-
eralised Laplacian case (Sec. 4.2), all of which are covered in Ch. 4. Depending on the
data available, either quantities from tn+1 or suitable extrapolations at tn+1 are used
to recover a linearised problem in un+1

f,h only. Moreover, Windkessel models are easily
included by simply prescribing t̄n+1

f = −pn+1
c,i nf on Γn+1

i,f , i.e., prescribing appropriate
(pseudo-)traction data on the outlets (see Sec. 4.6).

Note here that the fluid’s pressure and the variable ψ used for divergence suppression
are separated unlike in the fluid-only scenario presented in Ch. 3 since the physical
pressure is needed for the interface condition. Thus, the pressure pn+1

f,h ∈ Xn+1
h,f (Ωn+1

f ) is
retrieved from the weak form of the PPE incorporating the structure’s acceleration on
the fluid–structure interface, such that pn+1

f,h |Γn+1
out,f

= ζn+1
h and

〈∇ϕh,∇pn+1
f,h 〉Ωn+1

f
= 〈∇ϕh, 2

(
∇>un+1

f,h

)
∇µn+1

f,h − ρf
(
∇un+1

f,h

)
cn+1
f,h 〉Ωn+1

f

−ρf
m∑
j=0
〈ϕhnf , αmj g

n+1−j
f

∣∣∣
x̃
〉Γn+1

in,f
− 〈ϕhnf , ρf d̈

n+1
s,h 〉Σn+1

+〈nf ×∇ϕh, µn+1
f,h ∇× un+1

f,h 〉Σn+1∪Γn+1
in,f

(7.58)

holds for all ϕh ∈ Xn+1
h,f (Ωn+1

f ), where ϕh|Γn+1
out,f

= 0 and d̈n+1
s,h is evaluated using dn+1

s,h .
On the inlet face, Γn+1

in,f , a BDF is employed for the time derivative of the inlet data
∂tgf |x̃, while on the interface, Σn+1, a Newmark approximation of the structure’s ma-
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terial acceleration dttds is used. That is, the fluid–structure interface is treated as a
Dirichlet boundary for the PPE, while in the fluid’s momentum equation, Robin trans-
mission conditions are enforced on Σn+1. As already mentioned, this is similar to the
strategy proposed by Astorino et al. [225]. Adopting a Robin transmission condition on
the fluid–structure interface for the PPE as well lead to divergence of the scheme within
a few steps in our numerical tests and is thus not further investigated in this work.

Continuous Dirichlet boundary data to enforce on the pressure at the outlets Γn+1
out,f is

constructed as shown in Sec. 4.5. For this purpose, we define Y n+1
h,f (Γn+1

out,f ) ⊂ H1/2(Γn+1
out,f )

composed by traces of functions belonging to Xn+1
h,f (Ωn+1

f ) on Γn+1
out,f . The fully discrete

problem is then to find continuous pressure boundary data ζn+1
h ∈ Y n+1

h,f (Γn+1
out,f ), such

that for all sh ∈ Y n+1
h,f (Γn+1

out,f ), there holds

〈sh, ζn+1
h 〉Γn+1

out,f
= −〈sh, µn+1

f,h ∇ · un+1
f,h 〉Γn+1

out,f

+〈shnf , µn+1
f,h

(
∇un+1

f,h + χ∇>un+1
f,h

)
nf − t̄

n+1
f + αb

ρf
2 u

n+1
f,h

(
cn+1
f,h · nf

)
−
〉Γn+1

out,f
. (7.59)

Here, backflow stabilisation contributes once again and Windkessel models can be in-
cluded setting Neumann data t̄n+1

f = −pn+1
c,i nf on the individual outlet faces Γn+1

i,f . The
pressure Dirichlet data projection variable ζn+1

h is not defined on Σn+1, given that for the
PPE, the fluid–structure interface is considered a pure Dirichlet boundary. Similar to
the pure flow problem, we solve for the PPE’s boundary data in one single linear system,
gathering the nodal DoFs to approximate disconnected sets of ζn+1

h on each outlet face.

The viscosity is projected onto a continuous space to recover µk+1
f ∈ Xn+1

h,f (Ωn+1
f ) via

〈ϕh, µn+1
f,h 〉Ωn+1

f
= 〈ϕh, η

(
γ̇(∇un+1

f,h )
)
〉Ωn+1

f
, (7.60)

for all ϕh ∈ Xn+1
h,f (Ωn+1

f ). Again, step (7.60) is only needed when considering generalised
Newtonian fluids and modifying the rheological law is achieved with little effort.

The Leray projection step to modify the fluid velocity un+1
f,h for divergence suppres-

sion in the following step consists of finding ψn+1
h ∈ Xn+1

h,f (Ωn+1
f ) using un+1

f , such that
ψn+1
h |Γn+1

out,f
= 0, ψn+1

h |Σt = 0 and

〈∇ϕh,∇ψn+1
h 〉Ωn+1

f
= −〈ϕh,∇ · un+1

f,h 〉Ωn+1
f
, (7.61)

holds for all ϕh ∈ Xn+1
h,f (Ωn+1

f ) with ϕh|Γn+1
out,f

= 0 and ϕh|Σt = 0. The variable ψn+1
h is

used on the past time step’s velocities only as described in Sec. 3.3. This step is optional,
but consists merely of a single Poisson problem in the fluid domain per time step. Due
to the improvement in mass conservation at a relatively low cost, it is employed if not
indicated otherwise.
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The last missing component in the FSI scheme is the fully discrete weak form of the
ALE mesh motion equation, where we introduced harmonic extension (7.15)–(7.17) for
the sake of presentation. Hence, find the fluid domain’s displacement dn+1

f,h ∈ [Xh,f (Ω̂f )]d,
such that dn+1

f,h |Σ̂ = dn+1
s,h , df,h|∂Ω̂f\Σ̂ = 0 and there holds

〈∇̂ϕh, ∇̂dn+1
f,h 〉Ω̂f = 0, (7.62)

for all ϕh ∈ [Xh,f (Ω̂f )]d with ϕ|∂Ω̂f = 0. More practical alternatives to Eqn. (7.62) are
given in Sec. 7.5.
The discrete problems governing the Newton update to the structure’s displacement
dn+1
s,h (7.50) and the fluid’s velocity dn+1

f,h , pressure pn+1
f,h , viscosity µn+1

f,h and auxiliary
variables ζn+1

h and ψn+1
h in Eqns. (7.57)–(7.62) are repeatedly executed at each time step.

Interface data is updated with the most recent iterates until the absolute and relative
convergence criteria are fulfilled. Denoting, e.g., the discrete finite element vector of
nodal unknowns containing the current iterate of the structural displacement at time
tn+1 by dn+1,k+1

s and the last iterate by dn+1,k
s , we define∣∣∣∣∣∣dn+1,k+1

s − dn+1,k
s

∣∣∣∣∣∣ ≤ εdabs and
∣∣∣∣∣∣dn+1,k+1

s − dn+1,k
s

∣∣∣∣∣∣ ≤ εdrel ||dns ||, (7.63)

as absolute and relative convergence criteria. Analogously, define finite element vectors
of nodal unknowns of the fluid velocity and pressure to check convergence in the fluid
velocity via∣∣∣∣∣∣un+1,k+1

f − un+1,k
f

∣∣∣∣∣∣ ≤ εuabs and
∣∣∣∣∣∣un+1,k+1

f − un+1,k
f

∣∣∣∣∣∣ ≤ εurel

∣∣∣∣∣∣unf ∣∣∣∣∣∣, (7.64)

and in the fluid pressure via∣∣∣∣∣∣pn+1,k+1
f

− pn+1,k
f

∣∣∣∣∣∣ ≤ εpabs and
∣∣∣∣∣∣pn+1,k+1

f
− pn+1,k

f

∣∣∣∣∣∣ ≤ εprel

∣∣∣∣∣∣pn
f

∣∣∣∣∣∣. (7.65)

A single time step from tn to tn+1 of the fully implicit partitioned scheme using the
PPE-based split-step scheme for the fluid subproblem can be written as

1. Initial guess: Extrapolate in time via (7.53) based on the past time steps’ solutions
dn−js , dn−jf , un−jf , pn−jf and µn−jf , where j = 0, . . . ,m − 1, and set those as initial
guesses for all involved fields.

2. Implicit coupling loop:
WHILE not converged according to (7.63), (7.64) and (7.65) DO
a) Mesh displacement: Compute dn+1,k+1

f extending the structural displacement
dn+1,k
s from Σ̂ into Ω̂f solving (7.62).

b) Mesh velocity: Update the fluid domain Ωn+1
f , the mesh velocity un+1

m and
the convective velocity c?f via (7.52) using un+1,k

f and dn+1,k+1
f .

c) Fluid viscosity: Project the fluid’s dynamic viscosity µn+1,k+1
f onto a continu-

ous space via Eqn. (7.60) using un+1,k
f .



190 7 The coupled problem

d) Pressure boundary data: Construct continuous boundary data ζn+1,k+1 for the
PPE via (7.59) given µn+1,k+1

f , un+1,k
f and c?f .

e) Fluid pressure: Determine the pressure pn+1,k+1
f solving the PPE (7.58) using

µn+1,k+1
f , un+1,k

f , c?f and d̈n+1
s

(
dn+1,k
s

)
.

f) Structural deformation: Execute a nonlinear solver, e.g., Newton’s scheme
repeatedly solving (7.50) using un+1,k

f , µn+1,k+1
f and pn+1,k+1

f until converged
according to (5.70).

g) Acceleration: modify the updated dn+1,k+1
s (optional, see Sec. 7.4).

h) Fluid velocity: Compute the fluid’s velocity un+1,k+1
f via Eqn. (7.57) using

µn+1,k+1
f , pn+1,k+1

f , dn+1,k+1
s , c?f for linearisation and backflow stabilisation

and ḋn+1
s

(
dn+1,k+1
s

)
.

END WHILE

3. Update converged iterates: Set dn+1
s = dn+1,k+1

s , dn+1
f = dn+1,k+1

f , un+1
f = un+1,k+1

f ,
pn+1
f = pn+1,k+1

f and µn+1
f = µn+1,k+1

f .

4. Divergence suppression: Update the auxiliary variable ψn+1 given un+1
f to be used

in the next time step as ψn on unf .
5. Advance in time: Proceed to next time step.

The above scheme treats all involved fields including the convective velocity c implicitly
and couples each of the variables strongly, thus serves as a basis for the semi-implicit
schemes presented in the following Sec. 7.3. The standard nonlinear term cn+1 is reintro-
duced and linearised via simple Picard iteration. This linearisation strategy for the fluid
momentum balance equation is equivalent to a single fixed-point iteration and suffices to
resolve the nonlinearities over several FSI steps given small enough time steps. As in any
multiphysics problem, acceleration schemes modifying the iterate(s) are applicable. In
the context of FSI, often the interface displacement is relaxed, accelerating the coupling
scheme’s convergence as discussed in Sec. 7.4.

7.3 Semi-implicit variants of the coupling scheme

To design a semi-implicit variant of the implicit Robin–Robin (RR) FSI scheme in the
spirit of Fernández et al. [441], a split-step or projection scheme such as the present
PPE-based one has to be employed as a flow solver. This allows recovering the fluid’s
velocity and pressure independent of one another, such that updating the interface con-
ditions in the fluid subproblem leads to an update in the boundary data enforced on
the substep yielding the fluid pressure. For the fully discrete PPE (7.58), the updated
solid material acceleration enters the boundary term 〈ϕnf , ρf d̈

n+1
s 〉Σn+1 . Therefore, fluid

pressure and structural displacement can be coupled directly, while treating the fluid
velocity contribution explicit.



7.3 Semi-implicit variants of the coupling scheme 191

In the haemodynamic regime, the added-mass effect is large, since ρf/ρs ≈ 1, time steps
might be small and considered geometries are slender. Strongly coupling the fluid
pressure and structural displacements, however, is a valid strategy to ensure a stable
FSI scheme as numerically observed and proven for simplified model problems (see,
e.g., [351, 441, 444, 476]). Combined with suitable extrapolation, temporal accuracy is
preserved, while the explicit treatment reduces computational cost significantly. Hence,
a first semi-implicit variant of the Robin–Robin scheme (SIRR) is constructed moving
the ALE update, the viscosity projection and the fluid momentum step out of the cou-
pling loop, similar to [192, 225, 441, 443–445, 447, 466]. A single time step then reads

1. Initial guess: Extrapolate via (7.53) based on dn−js , dn−jf , un−jf , pn−jf and µn−jf ,
where j = 0, . . . ,m− 1, and set those as initial guesses.

2. Mesh displacement: Compute dn+1
f extending the structural displacement d?s from

Σ̂ into Ω̂f solving the ALE mesh motion equation (7.62).
3. Mesh velocity: Update the fluid domain Ωn+1

f , the mesh velocity un+1
m and the

convective velocity c?f via (7.52) using u?f and dn+1
f .

4. Fluid viscosity: Project the fluid’s dynamic viscosity µn+1
f onto a continuous space

via Eqn. (7.60) using the extrapolated u?f .
5. Pressure boundary data: Construct continuous boundary data ζn+1 for the PPE

via (7.59) given µn+1
f , u?f and c?f .

6. Implicit coupling loop:
WHILE not converged according to (7.63) or (7.65) DO
a) Fluid pressure: Determine pn+1,k+1

f solving (7.58) using µn+1
f , u?f , c?f , bound-

ary data ζn+1 and d̈n+1
s

(
dn+1,k
s

)
.

b) Structural deformation: Execute a nonlinear solver, e.g., Newton’s scheme re-
peatedly solving (7.50) using u?f , µn+1

f and pn+1,k+1
f until converged according

to (5.70).
c) Acceleration: modify the updated dn+1,k+1

s (optional, see Sec. 7.4).
END WHILE

7. Update converged iterates: Set dn+1
s = dn+1,k+1

s and pn+1
f = pn+1,k+1

f .

8. Fluid velocity: Compute the fluid’s velocity un+1
f via Eqn. (7.57) using the implic-

itly coupled iterates, c?f for linearisation, backflow stabilisation and ḋn+1
s

(
dn+1
s

)
.

9. Divergence suppression: Update the auxiliary variable ψn+1 given un+1
f to be used

in the next time step as ψn on unf .
10. Advance in time: Proceed to next time step.

Compared to the pure flow solver discussed in Ch. 3, where pressure and velocity steps
might be exchanged in their sequence, numerical experiments with the FSI scheme show
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that the fluid momentum step considering the implicitly coupled structural displacement
and fluid pressure is more robust than computing the fluid velocity before executing the
coupling loop. This way, vast changes from the extrapolated, non-coupled pressure to
the implicitly coupled pressure do not enter the fluid’s momentum balance, which results
in improved stability of the overall method—especially when resistance-based outflow
models are considered.

In comparison to related methods, we can formulate the following distinct features of
the proposed SIRR scheme based on a PPE for generalised Newtonian fluids:

1. Higher-order and adaptive timestepping schemes are directly available via standard
timestepping schemes and suitable extrapolation formulae.

2. Interpolation with standard equal-order, C0-continuous Lagrangian finite elements
is enabled, cirumventing inf-sup conditions of velocity-pressure formulations with-
out any stabilisations.

3. The semi-implicit design implicitly coupling only the fluid pressure and structural
displacements in itself reduces computing times tremendously, while preserving
stability properties and accuracy.

4. Standard acceleration strategies (see Sec. 7.4) acting on the structure’s interface
displacement are straight-forwardly applied in addition to the Robin–Robin cou-
pling algorithm.

5. Rheological laws of generalised Newtonian fluids are effortlessly exchanged, since
only the right-hand side in the viscosity projection step needs to be adapted.

6. Due to the partitioned design, adaptations in the structure’s constitutive equation
or adding models relevant for practical application (e.g., Windkessel outlets or
viscoelastic support of the tissue) are carried out easily.

7. The PPE-based split-step scheme itself is iteration-free and features only a low
number of steps.

8. Divergence damping hinders errors in mass balance from accumulating, but does
neither spoil interface conditions nor necessitate an additional vector-valued projec-
tion step to recover a weakly divergence-free velocity field as required by standard
projection schemes.

9. All involved problems yield well-known linear systems of equations and are hence
effectively tackled by standard linear solvers and preconditioners. Naturally, off-
the-shelf black-box preconditioning techniques available as open-source scientific
software can be employed, which is the strategy followed herein.

The Robin–Robin coupling algorithm with parameters ηRs and ηRf on the structure and
fluid side, respectively, includes the classical Dirichlet–Neumann (DN) strategy. In the
limit case ηRf → ∞ and ηRs = 0, the fluid subproblem involves uf = dtds on Σt, while
the structure subproblem enforces P sn̂s = JfσfF

−>
f n̂s on Σ̂. In a fully discrete setting,

however, ηRf too large may lead to unnecessary ill-conditioning of the linear system of
the fluid’s momentum balance equation. On the other side, assigning a bounded value
may not enforce the interface conditions strong enough at all times.
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This is a problem easily mended by a slight adaption of the fully discrete fluid momentum
balance equation, incorporating the Dirichlet boundary condition on the fluid–structure
interface directly in to the function spaces. In analogy to (7.57), in this case we seek for
un+1
f,h ∈ [Xn+1

h,f (Ωn+1
f )]d, where now un+1

f,h |Γn+1
in,f

= gn+1
f and un+1

f,h |Σn+1 = ḋ
n+1
s,h are embedded

in the function space, such that

0 = 〈ρfϕh, αm0 un+1
f,h +

m−1∑
j=0

αmj+1

(
un−jf,h −∇ψ

n−j
h

)
+
(
∇un+1

f,h

)
cn+1
f,h 〉Ωn+1

f
− 〈ϕh, b

n+1
f 〉Ωn+1

f

+(1− χ/2)〈∇ϕh + χ∇>ϕh, µn+1
f,h ∇u

n+1
f,h + χµn+1

f,h ∇
>un+1

f,h 〉Ωn+1
f
− (1− χ)〈ϕh,

(
∇>un+1

f,h

)
∇µn+1

f,h 〉Ωn+1
f

−〈∇ · ϕ, pn+1
f,h 〉Ωn+1

f
− 〈ϕh, t̄

n+1
f − αb

ρf
2 u

n+1
f,h

(
cn+1
f,h · nf

)
−
〉Γn+1

out,f

+
Ne,f∑
e=1
〈τeLf (ϕh) ,Rf

(
un+1
f,h , p

n+1
f,h

)
〉Ωn+1

e,f
, (7.66)

holds in the discretised fluid domain Ωn+1
f (again omitting the h for concision) for all

ϕh ∈ [Xn+1
h,f (Ωn+1

f )]d, with ϕh|Γn+1
in,f

= 0 and ϕ|Σn+1 = 0. Hence, the interface integral
present in the Robin variant (7.57) vanishes. The remaining parts in this discrete prob-
lem remain completely unchanged, that is, Eqn. (7.66) includes divergence damping via
∇ψn−jh (see Sec. 3.3), backflow stabilisation with a parameter αb ≥ 1 (Sec. 4.5), residual-
based stabilisation with parameter τe as defined in Eqn. (4.62) for convection-dominant
problems (Sec. 4.3). No major changes apart from the function spaces are required, ex-
changing the fluid momentum step (7.57) by (7.66), yielding the Dirichlet–Robin variant
of the split-step FSI scheme.

7.4 Accelerating FSI schemes

Acceleration/relaxation schemes adapting the exchanged interface data can significantly
speed up convergence of the FSI coupling procedure within a (semi-)implicit partitioned
approach. They remain largely independent of the specific choice of interface condition
and can therefore be used in conjunction with Robin interface conditions. Already
starting from a constant relaxation parameter as proposed by Le Tallec and Mouro [189],
improvements are observed compared to the standard Dirichlet–Neumann scheme. In
cases of high added-mass effect, Aitken’s acceleration [87–89], which dynamically adapts
the relaxation parameter during the iteration process, further allows tackling challenging
applications in the haemodynamic regime as shown by [88, 477].
Another important development emanated from interpreting the FSI coupling loop as
a fixed point problem in the interface unknowns, such that interface Newton schemes
and their (locally) quadratic convergence can be exploited. Going in this direction,
interface quasi-Newton and Newton–Krylov solvers have been shown to both increase
convergence speed of the iterative scheme, while at the same time rendering the coupling
method more robust [430, 431, 433, 434]. A particular landmark contribution in this con-
text is the Interface Quasi-Newton Inverse Least-Squares (IQN-ILS) method introduced
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by Degroote et al. [435], approximating the inverse Jacobian directly based on input and
output pairs of past coupling iterations. Reusing information from past iterates turns
out to be extremely beneficial, but with this, two problems arise [425, 461, 478, 479]:
first, the number of data pairs considered increases the computational effort spent in the
acceleration scheme and data from past time steps might not be adequately represent-
ing the coupling iteration’s inverse Jacobian of the current time step. Second, (almost)
linearly dependent data vectors have the potential to completely annihilate any gains
in efficiency, since the minimisation problem is not well conditioned and hence leads to
unfavourable coefficients in the Newton approximation.
In this regard, improvements can be achieved by altering the selection of data pairs
and/or filtering out linearly dependent data vectors from the (inverse) Jacobian approx-
imation [432, 480, 481]. Doing so, data pairs from past time steps, which are not linearly
dependent, but contradict the current Jacobian approximation still remain to be elim-
inated. In this regard, implicit reuse of the past time step’s data lead to the so-called
Interface Quasi-Newton Inverse Multi-Vector Jacobian method [461] and the Interface
Quasi-Newton Implicit Multi-Vector Least-Squares method [436], which allow eliminat-
ing the problem dependent parameter regulating the number of time steps used for the
Jacobian approximation or renders it less influential.
Within this work, we restrict ourselves to the standard IQN-ILS method [435] with
filtering, closely following Degroote [425]. The comparisons presented in [425, 436, 482]
indicate that the basic IQN-ILS with filtering can in fact yield a performance very close to
more advanced schemes, but is implementationally much simpler. All tackled problems
within this work were found rather insensitive to the number of time steps considered for
the construction of the inverse Jacobian, especially when combining the IQN-ILS with
filtering and Robin interface conditions. This combination of Robin interface conditions
and interface quasi-Newton methods was only very recently considered by Spenke et al.
[462] to the best of the author’s knowledge. The novelty of this present work lies in
the combination of IQN-ILS with semi-implicit schemes and Robin interface conditions,
distinctively different from [462], which considers a fully implicit partitioned scheme
involving a coupled velocity-pressure formulation of the Navier–Stokes equations.
Following the presentation in [425], we write the FSI coupling loop—be it the reduced
pressure–structure coupling loop or the fully implicit coupling loop—as a nonlinear equa-
tion in the discrete structural displacement restricted to the interface,

dkΣ̂ := dks |Σ̂, dkΣ̂ ∈ RNΣ̂×1,

with NΣ̂ being the number of displacement degrees of freedom on the interface. Since
continuous function spaces are being used for the structural equations, the map from
nodal vectors containing all degress of freedom in the structural domain ds to the interface
degrees of freedom dΣ̂ is trivial.
To ease the definition of the interface equation and its residual, define the structural
displacement and fluid interface operators as S and F, respectively. The latter operator
F summarises all parts of the fluid flow problem included in the FSI coupling loop.
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Hence, it potentially includes the domain update, viscosity projection, PPE and fluid
momentum balance steps, but might reduce to the PPE step only, if the semi-implicit
variants of the FSI scheme are chosen. A single iteration of the complete FSI problem
can then be written as

d̃kΣ̂ := S ◦ F
(
dkΣ̂
)
.

The two most recent iterates of the interface displacement, the unmodified new iterate
d̃kΣ̂ and the last iterate dkΣ̂, are used to formulate the interface residual rkΣ̂ in the structural
displacement as the difference between them, i.e.,

rkΣ̂ := S ◦ F
(
dkΣ̂
)
− dkΣ̂ = d̃kΣ̂ − dkΣ̂. (7.67)

With this introduced, a relaxed update step reads

dk+1
Σ̂ = ω d̃kΣ̂ + (1− ω) dkΣ̂, (7.68)

following [189], where a fixed relaxation parameter ω in the range 0 < ω < 1 is selected
to speed up convergence and/or prevent divergence of the coupling scheme. Naturally,
this relaxation parameter depends on the problem at hand and an optimal choice for ω
is likely to vary over time for a single problem considered. To improve upon this strat-
egy, Mok and Wall [477] and later Küttler and Wall [88] proposed using Aitken’s method
to dynamically determine the relaxation parameter ω during the iterative process. The
relaxation parameter ωk is recursively defined dependent on the current and last iterate
and the corresponding residuals as

ωk := −ωk−1

∣∣∣∣∣∣∆rkΣ̂
∣∣∣∣∣∣−2

rk−1
Σ̂ ·∆rkΣ̂, (7.69)

with the difference in the residual vectors ∆rkΣ̂ given by

∆rkΣ̂ := rkΣ̂ − rk−1
Σ̂ . (7.70)

Due to its effectiveness and simplicity, this method serves as a great starting point
and rightfully so earned great popularity. For easier comparison, the Aitken-accelerated
coupling scheme is given in Alg. 1.

In contrast to that, a Newton method can be applied to the interface residual (7.67),
yielding a single Newton step of the form

dk+1
Σ̂ = d̃kΣ̂ −

 Dr
DdΣ̂

∣∣∣∣∣
dk

Σ̂

−1

rkΣ̂, (7.71)

directly written in terms of the inverted Jacobian of the interface residual evaluated
with the last iterate. As laid out in [425], the Newton scheme (7.71) does neither require
explicit computation of the interface Jacobian nor its inversion, but rather the application
of its inverse to a vector.
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Algorithm 1 Aitken-accelerated coupling scheme
1: Set k = 0 and initial relaxation factor ω0
2: Extrapolate all fields in time and set initial guess dkΣ̂ = d?s|Σ̂ via (7.53)
3: while Not converged acc. to Eqns. (7.63)–(7.65) do
4: Perform single coupling step: d̃kΣ̂ = S ◦ F

(
dkΣ̂
)

5: Update residual: rkΣ̂ = d̃kΣ̂ − dkΣ̂
6: if k > 0 then
7: Update difference in residuals (7.70): ∆rkΣ̂ = rkΣ̂ − rk−1

Σ̂

8: Update relaxation factor (7.69): ωk = −ωk−1

∣∣∣∣∣∣∆rkΣ̂
∣∣∣∣∣∣−2

rk−1
Σ̂ ·∆rkΣ̂

9: end if
10: Relaxation step (7.68): dk+1

Σ̂ = ωk d̃kΣ̂ + (1− ωk) dkΣ̂
11: Update dn+1,k+1

s |Σ̂ = dk+1
Σ̂ , ḋn+1

s and d̈n+1
s via (5.44)–(5.45)

12: k = k + 1
13: end while

The key aspect of the work by Degroote et al. [435] is to approximate this matrix-vector
product using differences in past coupling step’s unmodified iterates and residuals, which
are collected as columns of the matrices Wk ∈ RNΣ̂×k

Wk :=
(

∆d̃kΣ̂,∆d̃k−1
Σ̂ , . . . ,∆d̃1

Σ̂

)
, with ∆d̃kΣ̂ := d̃kΣ̂ − d̃k−1

Σ̂ (7.72)

and Vk ∈ RNΣ̂×k

Vk :=
(
∆rkΣ̂,∆rk−1

Σ̂ , . . . ,∆r1
Σ̂

)
, (7.73)

which grow as k increases. The aim is of course reaching convergence, i.e., rk+1
Σ̂

!= 0,
where we have ∆rk+1

Σ̂
!= 0 − rkΣ̂. Based on the known collected differences in residuals,

we approximate

∆rk+1
Σ̂ ≈ Vkck, (7.74)

linearly combining them via coefficients ck ∈ Rk×1, such that we can reformulate the
Newton update (7.71) as

dk+1
Σ̂ = d̃kΣ̂ + Wkck. (7.75)

Note here, however, that Eqn. (7.74) is an overdetermined system as Vk is not square,
such that an exact solution is unlikely to exist and only a minimizer can be found by
means of solving a least-squares problem of the form

min
ck

∣∣∣∣∣∣Vkck + rk
∣∣∣∣∣∣. (7.76)
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Using the normal equations, an explicit formulation of the approximated inverse Jacobian
can be found as [478, 481, 483] DrΣ̂

DdΣ̂

∣∣∣∣∣
dk

Σ̂

−1

≈Wk

(
V>k Vk

)−1
V>k .

As the size of Vk and/or linearly dependencies increase, the preferred startegy, however,
is to consider a QR-decomposition of Vk,

QR = Vk, (7.77)

with an orthogonal matrix Q ∈ RNΣ̂×k and upper triangular R ∈ Rk×k. To com-
pute the QR-decomposition, Householder transformations [425, 484], (modified) Gram–
Schmidt orthogonalisation [432] or Givens rotations [484] are viable alternatives. Within
this work, the last option is considered due to the simple reason of a matrix-free im-
plementation—meaning, the potentially big Q is not stored explicitly—being available
in deal.II [96–99].

An important aspect during the construction of the QR-decomposition is the detection
and removal of linearly dependent vectors on the fly [425, 432]. The overall strategy
closely follows [425], rebuilding the decomposition at every time step, starting with the
most recent data vectors and adding older vectors only, if the to-be-added column of the
upper triangular matrix R yields a diagonal entry [R]kk ≥ εQR. This allows effective
reuse of data from the q past time steps and reduces the memory footprint by removing
old and/or linearly dependent data from Vk and Wk. Rebuilding the QR-decomposition
at every time step performs less operations on the more recent data. Thus, these newer
contributions are less affected by numerical round-off whilst forming the decomposition.
It is crucial to note here also that the difference vectors do not span multiple time steps
and that linearly independent, but old data pairs can impair the scheme’s performance
depending on q being the number of time steps data is considered from.

With the QR-decomposition based on the filtered Vk considering data pairs from the
last q time steps, we can rewrite (7.74) as

∆rk+1
Σ̂

!= −rkΣ̂ ≈ Vkck = QRck ⇒ Q>QRck = −Q>rkΣ̂
⇒ Rck = −Q>rkΣ̂ (7.78)

due to the orthogonality of Q, that is Q−1 = Q>. To compute the action of Q> onto rk,
we make use of

Vk = QR ⇒ V>k = R>Q> ⇒ R−>V>k = Q>, (7.79)

avoiding explicit use of Q. Meaning, we first compute a vector a := V>k rkΣ̂ and perform
an additional back-insertion pass solving R>b = −a. This yields b := −Q−>rkΣ̂ and the
final step is then to solve Rck = b to recover the coefficient vector ck. With this, the full
IQN-ILS-accelerated coupling scheme can then be summarised as shown in Alg. 2.
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Algorithm 2 IQN-ILS-accelerated coupling scheme
1: Set k = 0 and initial relaxation factor ω0
2: Extrapolate all fields in time and set initial guess dkΣ̂ = d?s|Σ̂ via (7.53)
3: while Not converged acc. to Eqns.(7.63)–(7.65) do
4: Perform single coupling step: d̃kΣ̂ = S ◦ F

(
dkΣ̂
)

5: Remove columns from Vk and Wk corresponding to time step n− q − 1
6: Update residual: rkΣ̂ = d̃kΣ̂ − dkΣ̂
7: Update difference vectors: ∆d̃kΣ̂ = d̃kΣ̂ − d̃k−1

Σ̂ and ∆rkΣ̂ = rkΣ̂ − rk−1
Σ̂

8: Insert new data pairs into Vk and Wk as defined in (7.72) and (7.73)
9: if k = 0 and (q = 0 or n = 0) then
10: Initial relaxation step: dk+1

Σ̂ = ω0 d̃kΣ̂ + (1− ω0) dkΣ̂
11: else
12: Perform QR-decomposition (7.77), adding column k if [R]kk ≥ εQR
13: Remove columns from Vk and Wk that were rejected
14: Compute −Q>rkΣ̂ in (7.78) by solving R>b = −a with a := V>rkΣ̂
15: Solve Rck = bk (7.78)
16: IQN step (7.75): dk+1

Σ̂ = d̃kΣ̂ + Wkck
17: end if
18: Update dn+1,k+1

s |Σ̂ = dk+1
Σ̂ , ḋn+1

s and d̈n+1
s via (5.44)–(5.45)

19: k = k + 1
20: end while

Let us close this section with a few remarks on the algorithm and its use within this
work: first, the simple filtering approach with parameter εQR rejecting columns which
otherwise lead to small diagonal values in R is found rather robust. In our numerical
tests, we exclusively choose εQR = 10−16, which seems surprisingly low, but was found
robust in combination with considering data from q = O(10) time steps.

Also, the additional back-insertion pass to avoid explicit use of Q> does not influence
the overall computing time, as the time spent in the whole IQN-ILS acceleration is in-
significant compared to the application of a single coupling step. IQN-ILS tremendously
speeds-up the iterative coupling process leading to significantly reduced overall simula-
tion times and also renders the coupling algorithm more robust. That being said, we also
want to emphasise that the comparably low computational effort connected to IQN-ILS
acceleration does heavily depend on the ratio of the interface degrees of freedom to the
bulk degrees of freedom in the fluid and solid subproblems.

Along the lines of Spenke et al. [462], we observe that combining Robin interface con-
ditions and interface quasi-Newton methods eases the problem-dependent choice of q,
which leads to the parameter choice being rather uncritical in all our numerical tests.
If the share of relative computing time spent with IQN-ILS were bigger, the Interface
Quasi-Newton Implicit Multi-Vector Least-Squares method [436] might be an attractive
alternative. This method approximates the inverse Jacobian without critical tuning pa-
rameters and scales linearly with the problem size, but is on the other side slightly more
complex in its implementation and hence not considered herein.
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7.5 Mesh motion in ALE methods

Updating the moving computational domain is a centerpiece of any interface tracking ap-
proach within an FSI framework, as the extension of the interface displacement into the
fluid domain can quickly become a delicate matter. Mesh motion techniques employed
in this regard have to preserve mesh quality and bijectivity, since loss of invertibility of
the ALE extension renders any results meaningless and often leads to divergence prior to
the mapping’s breakdown. Therefore, numerous methods have been devised to update
the computational grid, ranging from interpolation methods employing radial basis func-
tions [485–487] or based on transfinite mappings [187, 488, 489], spring analogies [490–
495] or solving artificial boundary value problems with appropriate boundary data. The
latter approach is from the perspective of code reuse the most attractive choice, and
has hence seen vast progress in the recent past. Among the most popular choices are
harmonic extension [496, 497], employing the Laplace operator, parabolic extension [467]
in analogy to the heat equation, pseudo linear elasticity problems [474, 475, 498, 499],
nonlinear (hyper-)elasticity [468–472] and biharmonic extension [473, 500], solving a
fourth-order operator. Since the operator and potential pseudo material parameters
considered are arbitrary, obvious tuning possibilities arise. Frequently used strategies in-
clude Jacobian-based stiffening [471, 474, 475, 501], stiffening small or distorted elements
by dropping or taking powers of the (finite element) map’s Jacobian to the computa-
tional domain, or considering an optimized zero-stress state [468, 470, 472] to counteract
element distortion via more involved hyperelastic constitutive laws, pseudo growth and
remodelling. Comparative studies have been carried out by [25, 467, 471, 473, 502–504]
among others, but do not include the full spectrum of available methods and can thus
only give an incomplete picture of the schemes currently available.
Within this work, we focus on the third mentioned family of approaches, namely, solv-
ing an artificial boundary value problem. Despite the semi-implicit setup only requiring
an extension of the interface displacement once per time step, and hyperelastic, fibre-
reinforced tissue models being available as potential candidates for a highly robust mesh
motion technique, the most simple material models and local stiffening techniques are
adopted. This is due to (i) reduced computational complexity in terms of element inte-
gration and linear system solve, and (ii) the introduced (comparably simple) extension
techniques are already able to capture the fluid domain motion while maintaining a
reasonable mesh quality for all considered numerical examples.
For the sake of presentation, Eqns. (7.15)–(7.17) introduce merely the basic harmonic
extension involving a simple Laplace operator,

−∇̂ · ∇̂df = 0 in Ω̂f

df = ds on Σ̂
df = 0 on Γtin,f ∪ Γtout,f

where pure Dirichlet conditions are enforced on the entirety of the fluid reference do-
main’s boundary in a first simplified formulation.
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The corresponding weak problem is thus to find the fluid domain’s displacement dn+1
f,h ∈

[Xh,f (Ω̂f )]d, such that dn+1
f,h |Σ̂ = dn+1

s,h , df,h|∂Ω̂f\Σ̂ = 0 and

〈∇̂ϕh, ∇̂dn+1
f,h 〉Ω̂f = 0,

for all ϕh ∈ [Xh,f (Ω̂f )]d with ϕ|∂Ω̂f = 0 and Xh,f (Ω̂f ) again adopting discrete spaces of
continuous nodal functions on the reference fluid domain Ω̂f , cf. Eqns.(7.51) and (7.62).
Now, tremendous improvements can be achieved introducing a variable pseudo diffusiv-
ity, following [85, 417, 467, 473, 475]. Assuming smaller elements present at the boundary,
in corners or on the fluid–structure interface, where boundary layers are expected and
potentially larger displacements are seen, we can shield smaller elements from excessive
distortion increasing their local diffusivity depending on their volume he :=|Ωe|, setting

ch := cmin + (cmax − cmin) c0 − c1

c1 (c0 − 1) , (7.80)

with c1 := 1 + (c0 − 1) sin
(
π

2
he − hmin

hmax − hmin

)
, (7.81)

to enforce upper and lower bounds on the element-local stiffness parameters, giving cmin
for hmax and cmax for hmin with an additional scaling parameter c0 to modify the transition
between minimal and maximal values as shown in Fig. 7.2. Similarly, elements already
undergoing large distortion are assigned increased diffusivity/stiffness based on the ALE
mapping’s Jacobian Jf := detFf , defining

cJ := J−1
f , cJ := Jf + J−1

f or cJ := J−2
f , (7.82)

following, or very much similar to [85, 417, 473] as demonstrated in Fig. 7.2 for varying
Jacobians. As can be seen, the scaling through ch (7.80) allows precise tuning via
minimal/maximal target values with an additional transition parameter c0. The Jacobian
stiffening based entirely on the ALE map leads to an increased parameter, as Jf → 0 as
desired. The diffusion or stiffening parameter is then given as

cm,e (df , he) := cJ (df ) ch(he), (7.83)

which directly leads to a corresponding strong form

−∇̂ ·
(
cm∇̂df

)
= 0 in Ω̂f , (7.84)

df = ds on Σ̂, (7.85)
df · nf = 0 on Γtin,f ∪ Γtout,f , (7.86)

with a continuous, but nonlinear diffusion coefficient cm (df , he) and including a zero
normal displacement boundary condition on the inlets and outlets (7.86), i.e., ∂Ω̂f \ Σ̂.
Such a boundary condition allows the mesh to slide along the domain’s boundaries, which
may ease construction of a valid fluid domain and/or allows considering for deformable
inlets and outlets. On the interface, the no-slip condition leads to uf = dtds and might
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Fig. 7.2: Scaling parameter ch (a) for hmax/hmin = 100 compared to scaling h2
max/h

2
e intro-

duced by Jendoubi et al. [467] and Jacobian stiffening variants (b).

be further altered allowing for slip, enforcing uf · nf = dtds · nf , but in any case, the
mesh motion might be considered independently, enforcing continuity of displacement
in normal direction only, replacing (7.85). To circumvent the need for data mapping
algorithms, however, we herein stick to df = ds on the interface and choose no-slip
interface conditions uf = dtds, the latter being motivated by physics and the former
facilitating implementation.

The weak form of the harmonic extension with Jacobian stiffening and weakly enforced
zero normal displacement on inlets and outlets then leads to the problem of finding the
fluid domain displacement dn+1

f,h ∈ [Xh,f (Ω̂f )]d, such that dn+1
f,h |Σ̂ = dn+1

s,h and

〈cm,e
(
dnf,h, he

)
∇̂ϕh, ∇̂dn+1

f,h 〉Ω̂f + cn〈ϕh · n̂f ,dn+1
f,h · n̂f〉Γtin,f∪Γtout,f

= 0, (7.87)

for all ϕh ∈ [Xh,f (Ω̂f )]d with ϕ|Σ̂ = 0. Here, cn > 0 is a large enough penalty parameter
enforcing df · n̂f = 0, distinctly different from the rudimentary approach in Eqn. (7.62)
strongly enforcing df = 0 on inlets and outlets. Due to the diffusion coefficient cm,e
depending on the displacement df itself via the Jacobian Jf , Eqn. (7.87) would be
nonlinear, if discretised fully implicitly. Assuming that the mesh motion is continuous
in time, we always linearise cm,e using the last time step’s domain displacement dnf,h.

In a similar manner, a (non-)linear elasticity problem can be applied to extend the
interface motion into the fluid domain, in strong form reading

−∇̂ · Pm (df ) = 0 in Ω̂f , (7.88)
df = ds on Σ̂, (7.89)

df · nf = 0 on Γtin,f ∪ Γtout,f . (7.90)

Here, Pm denotes the pseudo stress tensor as defined in Eqn. (5.19) as

Pm (d) := λmI∇̂ · d+ µm
(
∇̂d+ ∇̂>d

)
, (7.91)
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with λm and µm being pseudo Lamé parameters. In analogy to Eqn. (5.16) for elastic
homogeneous isotropic materials, we define

λm := Emνm
(1− 2νm)(1 + νm) , µm := Em

2(1 + νm) . (7.92)

Introducing a variable stiffness dependent on the ALE mapping’s Jacobian Jf and the
element size he, we consider a pseudo Young’s modulus Em,e (df , he) := cm,e (df , he) per
element given via Eqns. (7.80)–(7.83) and Poisson’s ratio νm,e (he)

νm,e := ν0 − ν1
cmin

ch (he)
, (7.93)

such that νm,e(hmin) ≈ ν0 (for cmax � cmin) and νm,e(hmax) = ν0−ν1, adopted from [467].
This immediately leads to the mesh motion equation based on a pseudo elasticity prob-
lem: find dn+1

f,h ∈ [Xh,f (Ω̂f )]d, such that dn+1
f,h |Σ̂ = dn+1

s,h and

〈∇̂ϕh,Pm

(
dn+1
f,h

)
〉Ω̂f + cn〈ϕh · n̂f ,dn+1

f,h · n̂f〉Γtin,f∪Γtout,f
= 0, (7.94)

for all ϕh ∈ [Xh,f (Ω̂f )]d with ϕ|Σ̂ = 0, where cn > 0 is again a large enough penalty
parameter to weakly enforce zero normal displacements, i.e., df · n̂f = 0. The pseudo
material parameters being the element-local pseudo Young’s modulus Em,e

(
dnf,h, he

)
and

Poisson’s ratio νm,e (he) are again linearised.

Naturally, this idea may be extended towards (nearly-)incompressible hyperelastic con-
tinua [470–472] by choosing a suitable representation of Pm. All of the constitutive
relations discussed in Sec. 5.1 may be employed, where we focus on a nearly incompress-
ible neo-Hookean solid for the sake of brevity and since we do not employ (necessarily
oriented) fibers in the ALE extension, which then leads to

Pm (d) := κm/2(J2 − 1)F−> + µmJ
−2/3

(
F − 1/3I1F

−>
)
, (7.95)

compare Eqns. (5.31) and (5.34). The pseudo bulk modulus κm derives from an analogous
relation to Eqn. (5.17) for homogeneous isotropic materials, yielding

κm = Em
3(1− 2νm) , (7.96)

depending on the pseudo Young’s modulus Em and Poisson’s ratio νm, yielding an iden-
tical representation of the corresponding weak formulation as shown in Eqn. (7.94).
Notice, however, that Pm is nonlinear when considering pseudo hyperelasticity, such
that a nonlinear solution method, e.g., a Newton scheme has to be employed, repeatedly
solving the Jacobian system until convergence criteria similar to Eqn. (5.70),
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∣∣∣∣∣∣dn+1,k+1
f − dn+1,k

f

∣∣∣∣∣∣ ≤ εmabs and
∣∣∣∣∣∣dn+1,k+1

f − dn+1,k
f

∣∣∣∣∣∣ ≤ εmrel

∣∣∣∣∣∣dnf ∣∣∣∣∣∣, (7.97)

are met. The interested reader is referred to Sec. 5.4 for remarks on the linearisation of
the Piola–Kirchhoff stress tensor, DdPm, which are directly applicable, since the pseudo
material parameters are linearised in time using dnf,h.

In the applied Newton scheme, we enforce the interface condition on the last iterate of
the fluid domain displacement, i.e., set dn+1,k

f,h = dn+1
s,h on Σ̂, which gives the discrete

weak form: find the Newton update δdf,h ∈ [Xh,s(Ω̂f )]d with δdf,h|Σ̂ = 0, such that for
all ϕh ∈ [Xh,s(Ω̂f )]d with ϕh|Σ̂ = 0, there holds

〈∇̂ϕh,DdPm

(
dn+1,k
f,h

)
(δdf,h)〉Ω̂f + cn〈ϕh · n̂f , δdf,h · n̂f〉Γtin,f∪Γtout,f

= −〈∇̂ϕh,Pm

(
dn+1,k
f,h

)
〉Ω̂f − cn〈ϕh · n̂f ,d

n+1,k
f,h · n̂f〉Γtin,f∪Γtout,f

, (7.98)

yielding δdkf,h to update the Newton iterate in the standard way, that is

dn+1,k+1
f,h = dn+1,k

f,h + δdkf,h.

Given the freedom in selecting a specific mesh motion equation and parameters, it is also
clear that the nonlinear problem of pseudo hyperelasticity is not necessarily solved up
until low tolerances εmabs and εmrel are reached, but rather once per timestep (as proposed
by Shamanskiy and Simeon [471]), keeping the associated numerical effort low.

Formulating the mesh motion equation in the reference domain Ω̂f might lead to hard-
to-solve problems in both the linear and nonlinear case due to Jacobian stiffening and
general nonlinear terms stemming from the constitutive equation employed. Taking
the most recent solution dn+1,k

f,h or dnf,h as initial guess for the linear solvers and New-
ton’s method, these effects are mitigated. However, having the current fluid domain
configuration Ωt

f and not the reference configuration Ω̂f available without mapping the
computational domain back and forth or storing the fluid grid twice might be advanta-
geous and is thus an alternative worthwhile considering. Additionally, when formulating
the mesh motion equation in the current configuration Ωt

f , element sizes and hence
the diffusion/stiffening coefficients do also account for geometric changes on top of the
Jacobian-based stiffening. As pointed out in [471], following this approach might lead
to distortions accumulating in the grid, depending on the specific problem at hand—as
is the case when the (non-)linear solver tolerances are not adequately chosen.

Further options to design appropriate extension types incorporate time derivatives in the
balance equations, leading to initial boundary value problems to be solved at each call
of the mesh update. The initial boundary value problem and all added parameters be-
ing arbitrary again, a vast pool of possible combinations arise with prominent examples
being parabolic extension introduced by Jendoubi et al. [467] or various types of pseudo
time-dependent hyperelasticity, as presented, e.g., by Takizawa et al. [470]. Herein, we
combine all the presented spatial operators with first and second material time deriva-
tives, that is, we add dtdf or dttdf to the strong form of the mesh motion equations.
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Since we are not necessarily interested in time accurate methods, we employ a BDF1, i.e.,
backward Euler time discretisation for the first and Chung–Hulbert-α time integration
for the second time derivative. In the latter case, we set ρ∞ = 0 to achieve maximum
numerical damping for high-frequency modes, which yields αm = −1 and αf = 0, such
that β = 1 and γ = 3/2. Then, the instationary momentum balance equation for pseudo
elasticity with zero body force reads in weak form

0 = 〈ϕ, 2
∆t2

(
dn+1 − dn

)
− 2

∆t ḋ
n〉+ 〈∇̂ϕ,P n+1〉,

where d̈nf cancels, the stress term is fully implicit and Neumann boundary terms are
either set to zero or do not arise in the first place. In our numerical tests presented in
Sec. 8.4, we further tested setting ḋns = 0 as initial condition in each time step of the
overall timestepping scheme, which did not significantly alter obtained results. Doing so,
mesh velocities and accelerations are not carried over time steps in the FSI algorithm and
one ends up with an element integration routine very much similar to a BDF1/backward
Euler time stepping scheme in the first two pseudo time steps, but with adapted time
step size. To remain competitive with other extension types and to not reach the quasi-
stationary state (equivalent to the stationary counterparts), only a single or very few
pseudo time steps are to be executed. For consistency, the initial condition for dnf is
chosen as dnf , when mapping from Ω̂f , and 0 otherwise for any extension technique
considered.

To compare the mesh quality and possible accumulation of distortions resulting from
the various extension types, several quality criteria are available. These are based
on, e.g., min./max. node distances yielding a measure of aspect ratio, angles between
faces or edges to determine skewness or ratios of Jacobians within an element to judge
the strength of the mapping from reference to real element [505–507]. To detect non-
invertibility of the (incremental) ALE mapping, its determinant Jf alone is sufficient,
but it only includes the map from the ALE map’s reference configuration to Ωt

f . Since
the computational grid in its reference configuration Ω̂f might already include elements
with bad aspect ratio or high skewness, we judge element quality by

QJ := min
e=1,...,Ne,f

QJ,e,

with QJ,e :=
minq=1,...,Nq

(
Jref |χ−1

e (x̂q)Jf |x̂q
)

maxq=1,...,Nq

(
Jref |χ−1

e (x̂q)Jf |x̂q
) , (7.99)

where Nq is the number of Gauss integration points, x̂q denotes their position in Ω̂e

and χ−1
e (x̂q) the corresponding position in the reference finite element Ωref . In an

isoparametric setting, the finite element map from the reference element Ωref to the
current element Ω̂e is given as

χe(ξ) :=
Nref∑
i=1

Ni(ξ)x̂i,
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with Nref nodal shape functions Ni(ξ). Hence, the Jacobian of the finite element map
is given in the standard way, Jref := det (∇ξχe), and is straight-forwardly included
in the quality criterion. Considering an extension from Ωn

f to Ωn+1
f , a similar trail of

thoughts can be followed leading to an identical implementation merely changing the
domain of integration and corresponding displacement increment considered. In this
case, the displacement increment is defined on Ωn

f and Jf in Eqn. (7.99) is replaced by
the determinant of the displacement increment, which is distinctly different from the
total ALE mapping’s Jacobian.
Since the ALE extension given the interface displacement can be investigated separately
from any FSI or flow problem on the moving domain, a numerical example with pre-
scribed solid motion adopted from Jendoubi et al. [467] is presented in Sec. 8.4, post-
poning any related discussions for the moment.





8 The coupled problem: computational
results

The aim of this section is to thoroughly investigate the proposed scheme and its vari-
ants for their accuracy, robustness and influence of various parameters included in the
formulation. Similar to the numerical tests carried out in preceding Secs. 2.7 and 3.5,
the implementation is based on the finite element toolbox deal.II [96–99] and makes
heavy use of Trilinos’ ML package [111] for preconditioning the linear system solves by
algebraic multigrid methods.
First, the fundamental behaviour of the scheme is investigated, whereas more complex
applications in biomechanics are tackled in Secs. 8.5–8.8. The problems considered first
are taken from [455, 456] to demonstrate the convergence behaviour of the method, then,
variations of a classical benchmark in FSI being pulsatile flow through a straight vessel
(see, e.g., [256, 405, 463]) are studied. Afterwards, the proposed ALE extension types
with various options for stiffening are tested in a two-dimensional setup with prescribed
interface displacements taken from [467], before moving on to more challenging setups in
haemodynamics. These employ physiological parameters in realistic scenarios of pulsatile
flow through an abdominal aortic aneurysm (Sec. 8.5), an iliac bifurcation (Sec. 8.6) and
patient-specific aortic dissection (Sec. 8.7). Lastly, Sec. 8.8 summarises investigations
on the PPE-based coupling scheme’s performance in the context of human phonation,
showcasing applicability to aeroelastic problems.

8.1 Analytical solution: rectangular piston

The analytical solution presented in [455, 456] can be interpreted as an elastic piston
undergoing periodic motion in vertical direction, driving an incompressible Newtonian
fluid, which exits and enters freely over the boundary of the computational domain. The
domain is Ω̂ = Ω̂f ∪ Ω̂s = [0, L]× [−H,H], where L = 1 and H = 0.5, and the fluid
occupies ŷ ≥ 0 at t = 0, while the structure’s Lagrangian reference frame is in ŷ ≤ 0 as
shown in Fig. 8.1.
An exact solution to the FSI problem can be found assuming vertical motion only, i.e.,
setting horizontal velocities and displacements to zero, and defining the interface motion
dΣ,y according to

dΣ,y := a sin(ωt) with a := 2α sin ωH
cp

, cp :=
√
λs + 2µs

ρs
, (8.1)
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Fig. 8.1: Rectangular piston problem: finite element mesh at refinement level 4.

leading to an oscillatory motion in vertical direction with frequency ω and maximum
deformation a. The vertical displacements of the structure are then

ds,y(ŷ, t) = f

(
t− ŷ +H

cp

)
− f

(
t+ ŷ +H

cp

)
with f(τ) = α cos(ωτ ),

whereas the vertical velocity component of the fluid is dependent on time only, given by
uf,y(t) = ∂tdΣ,y(t) and results directly from the incompressibility constraint. Then, the
fluid pressure is defined as

pf (y, t) = (H − y)pΣ + (y − dΣ,y)pH
H − dΣ,y

[(H − y)pΣ + (y − dΣ,y)pH ]

with pΣ = −(λs + 2µs)∂ŷds,y(0, t)

and pH = −ρf [H − ds,y(0, t)] ∂ttds,y(0, t) + (λs + 2µs)∂ŷds,y(0, t).

For details on the derivation of this exact solution, the interested reader is referred to the
original publications [455, 456]. Then, we can directly proceed with defining the material
parameters chosen. The fluid has a density of ρf = 1 kg/m3 and a dynamic viscosity of
µf ≡ η∞ = 0.1 Pa s. The linear elastic solid is given a density of ρs = 100 kg/m3, a
Young’s modulus of Es = 5 kPa and a Poisson’s ratio of νs = 0.3. Regarding the
remaining parameters to define the piston motion, we choose an amplitude of a = 0.005
and set a frequency of ω = π.

On the exterior boundaries of the domain, we prescribe Dirichlet conditions, that is,
set the structure’s material displacements as given by the exact solution and linearly
interpolate the prescribed interface displacement and zero displacement enforced on the
upper boundary, that is, at y = H/2, to enforce appropriate fluid domain displacements.
Nonzero Neumann boundary conditions are computed from the exact solution, prescrib-
ing tractions at the left and right boundaries of the fluid domain at x = 0 and x = L,
while the fluid velocity is prescribed at y = H/2.



8.1 Analytical solution: rectangular piston 209

In accordance to previous experiments, we measure convergence rates in the maximum
L2-error over all time steps n = 1, ..., Nt in the fluid velocity uf , fluid pressure pf and
structural displacement ds,

euf := max
n=1,...,Nt

∣∣∣∣∣∣un+1
f − un+1

f,h

∣∣∣∣∣∣
L2(Ωn+1

f
)
, epf := max

n=1,...,Nt

∣∣∣∣∣∣pn+1
f − pn+1

f,h

∣∣∣∣∣∣
L2(Ωn+1

f
)
,

eds := max
n=1,...,Nt

∣∣∣∣∣∣dn+1
s − dn+1

s,h

∣∣∣∣∣∣
L2(Ω̂s)

,

in the considered time interval from t = 0 to T = 0.5 s. For ease of comparison, these
errors are compared to the ideal orders of convergence indicated by triangles in the
respective plots.
The spatial discretisation is carried out employing equal-order interpolation via standard
continuous Q1Q1 finite element pairs for all involved unknowns, i.e., the fluid velocity uf
and pressure pf , the auxiliary variable ψ used for divergence suppression, the fluid’s vis-
cosity µf , the structural displacement ds and an analogous discretisation of the pressure
trace used for the projection of boundary data. The time interval is decomposed into
uniform steps, taking a BDF2 timestepping scheme for the fluid and generalised-α time
integration schemes as laid out in Sec. 7.2. The fluid and structure are in this initial setup
coupled implicitly using the standard implicit Dirichlet–Neumann coupling scheme (IDN)
with Aitken’s relaxation, where we start off with a comparison of generalised-α time in-
tegrators.
In a first series of computations, the Newmark-β (N-β) scheme is used when refining the
time step. Expected second-order convergence rates in the structural displacement, the
fluid velocity and the fluid pressure are observed as can be seen in Fig. 8.2.
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Fig. 8.2: N-β time integration with implicit DN coupling yields expected second-order tem-
poral convergence in solid displacements, fluid velocities and pressure.
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The generalised-α time integration scheme allows switching between (i) the Newmark-β
(N-β) method by Newmark [344], (ii) the HHT-α method introduced by Hilber et al.
[345], (iii) the WBZ-α method by Wood et al. [346], and (iv) the CH-α method by Chung
and Hulbert [342] as discussed in Sec. 5.3. The latter three schemes introduce high-
frequency dissipation, controlled by the user-defined spectral radius in the high frequency
limit ρ∞. Setting ρ∞ = 1 yields the N-β scheme with no dissipation, whereas ρ∞ = 0
results in maximum numerical damping introduced, the so-called asymptotic annihila-
tion case. Choosing a practically relevant (user-specified) high-frequency dissipation by
setting the spectral radius in the high-frequency limit, second-order convergence rates
in the velocities, displacements and pressure are maintained, but an increase in the sat-
uration error is observed, which further depends on the specific scheme employed. In
Fig. 8.3, convergence studies are shown, which showcase this effect using ρ∞ = 0.98.

10
-2

10
-1

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

Fig. 8.3: Generalised-α time integration with implicit DN coupling: choosing a spectral radius
in the high frequency limit of ρ∞ = 0.98 results in an increased saturation error
compared to ρ∞ = 1.0 (equivalent to N-β time integration).

For ρ∞ = 1, the HHT-α and WBZ-α timestepping schemes yield identical results as
the N-β integrator, but employing maximum high-frequency dissipation ρ∞ = 0, linear
temporal convergence in the fluid pressure pf is observed using the WBZ-α and CH-α
methods as depicted in Fig. 8.4. For the HHT-α scheme, only values ρ∞ ∈ [1/2, 1] are
permitted. Velocities and displacements converge quadratically, with the CH-α scheme
reaching the saturation error in eds and euf the fastest.

Due to the fact that the structure’s material acceleration dttds enters the PPE via the
interface integral term 〈ϕnf , ρfdttdn+1

s 〉Σt , introducing numerical dissipation affects the
temporal orders of convergence in the pressure, since the accuracy in the structural
acceleration reduces. For the considered generalised-α time integration schemes, only
first-order accuracy in time is achieved when αf 6= αm [343], limiting the temporal
accuracy in the fluid pressure when using ρ∞ 6= 1.
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Fig. 8.4: Generalised-α time integration with IDN coupling and various ρ∞: ρ∞ → 0 leads to
earlier error saturation and reduces the pressure’s temporal accuracy from 2 to 1.

Investigating temporal convergence rates of the implicit Robin–Robin coupling scheme
(IRR), analogous relations hold and are thus not repeated here. The temporal conver-
gence behavior of the semi-implicit variants of the Robin–Robin (SIRR) and Dirichlet–
Neumann (SIDN) coupling schemes, however, needs to be commented. A key aspect
when considering semi-implicit FSI schemes is preserving added-mass stability and ac-
curacy. Treating the fluid mesh motion, the viscosity projection, divergence suppression,
the fluid momentum balance equation and therefore also the pressure boundary projec-
tion explicit, temporal convergence rates are still preserved for the most part as can be
seen from Fig. 8.5.

Comparing the semi-implicit variants to the implicit Dirichlet–Neumann scheme, we ob-
serve an increase in the saturation errors by an order of magnitude with the employed
solver settings in this specific example. When using the SIRR coupling scheme, satura-
tion errors are influenced by the choice of Robin parameters ηRs and ηRf , which we set to
ηRf = ρs/∆tn and ηRs = ρf/∆tn (again, similar to [218]). The potential influence of Robin
parameters dependent on the time step size is investigated in Sec. 8.3, whereas here, the
influence is little.

These tests render semi-implicit schemes very attractive due to the substantial decrease
in implicitly coupled subproblems while preserving accuracy to a great extent. This
is especially relevant for practical applications as indicated by various authors (see,
e.g., [192, 225, 441, 443–445, 447] and others). For now, a further discussion regarding
possible performance gains is postponed to Secs. 8.3 and 8.5–8.8, which are devoted
to comparing the coupling variants and practical application of the FSI scheme in the
biomedical context.
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Fig. 8.5: N-β and WBZ-α time integration with ρ∞ = 0.95: SIDN and SIRR schemes result
in almost identical errors compared to the IDN scheme.

8.2 Analytical solution: circular piston

To investigate spatial convergence rates, we consider an analytical solution presented
by Serino et al. [455, 456], referring to the original work for a more detailed discussion.
This numerical example describes the pulsating motion of a circular piston, with the
structure in r̂ = 0 to the interface at r̂Σ = rΣ(t = 0), which drives the fluid surrounding
the piston from rΣ(t) to r = R as depicted in Fig. 8.6. Due to the pulsating piston, the
region occupied by the fluid is changing, such that the incompressible fluid is allowed to
enter and exit the domain freely.

For this simplified setup of an incompressible Newtonian fluid interacting with a linear
elastic structure, an analytic solution can be formulated in terms of the structure’s radial
displacement

ds,r(r̂, t) := βJ1

(
ωr̂

cp

)
sin(ωt), such that rΣ(t) = r0

Σ + ds,r(r0
Σ, t),

with β scaling the amplitude, frequency ω, r0
Σ being the initial piston radius, cp as defined

in Eqn. (8.1) and J1 denoting the first-order Bessel function of the first kind, leading to
a radial fluid velocity and corresponding pressure given as

uf,r(r, t) = R/r V (t), where V (t) = ωβ

R
rΣ(t)J1

(
ωr0

Σ
cp

)
cos(ωt),
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pf (r, t) = P (t) + ρf/2 (1− R2/r2)V 2(t) + ρfR log (R/r) ∂tV (t),

with P (t) = − ρf/2 (1− R2/r2
Σ(t))V 2(t)− ρfR log (R/rΣ(t)) ∂tV (t)

− β sin(ωt)
[
(λs + 2µs)ω/cpJ ′1

(
ωr0

Σ
cp

)
+ λs/r0

ΣJ1

(
ωr0

Σ
cp

)]
,

with J ′1 denoting the first derivative of J1.

Ω̂s

Ω̂f

Σ̂

Fig. 8.6: Circular piston problem: finite element mesh at refinement level 4.

The piston size and motion is set specifying r0
Σ = 0.5, ω = π and β = 0.1 and material

parameters are selected as follows. The fluid density is chosen as ρf = 1 g/m3, the dy-
namic viscosity is µf = η∞ = 0.5 mPa s, while the structure’s density is ρs = 1 kg/m3

and elastic parameters are selected as Es = 100 kPa and νs = 0.3. To keep time integra-
tion errors at a minimum, we compute the solution from t = 0 to t = 0.05 s, subdivided
into 80 uniform time steps ∆tn = 0.625 ms and employ BDF2 and generalised-α time
integration schemes combined with suitable, second-order accurate extrapolation.
The convergence studies are depicted in Figs. 8.7 and 8.8, including Q1Q1, Q2Q1 and
P1P1 finite elements paired with various (semi-)implicit Dirichlet–Neumann and Robin–
Robin coupling schemes. Robin parameters are again selected as ηRf = ρs/∆tn for the fluid
and ηRs = ρf/∆tn for the solid similar to [218].
With these parameters, the exact solution of ds up to time integration errors is directly
recovered. However, these parameters are deliberately chosen to measure convergence
rates of the fluid variables easily. As can be seen from Figs. 8.7 and 8.8, uf converges
with rates of eoc = 2 for any element pair or coupling scheme considered. The fluid
pressure converges with rates of 1 for the equal order interpolations, i.e., Q1Q1 and P1P1
finite element pairs, which is exactly as expected when using (bi-)linear, equal-order
finite elements.
With the Q2Q1 pairing, a convergence rate of 2 in the L2-error of the velocity might
be interpreted as suboptimal by mistake, as one might expect 3 in an isoparametric
setting, but in fact, both the L2-norm and the H1-seminorm converge with orders of
2 (cf. [3, 4, 20, 21]). The pressure convergence rate is slightly suboptimal, yielding
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eoc ≈ 1.5, where one might expect 2 (compare Fig. 3.1). This, however, is caused by
the fact that linear finite elements are employed in the mapping even if the displacement
approximation is higher-order accurate. The discrepancy is accepted at this point, since
the focus herein lies on lower and equal-order interpolations. It is expected that the
PPE-based split-step scheme used as the flow solver giving rates of 2 in this norm yields
similar results in the FSI setting as well, if higher-order finite element mappings are
employed.

Regarding the convergence rates of the solid displacements, setting different problem
parameters yields the expected optimal rates in ds, which are omitted here for brevity.
Balancing the solver’s tolerances and physical parameters in order to showcase conver-
gence rates of all involved fields at the same time is found rather cumbersome due to the
problem setup and relative sizes of physical quantities and tolerance choices.
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Fig. 8.7: Circular piston problem: spatial convergence rates obtained using Q1Q1 IDN, Q1Q1
SIRR and Q1Q1 SIDN element pairs and schemes.

8.3 Flow through a straight vessel

The numerical examples presented here consider blood flow through a straight vessel,
which is a prominent benchmark example for FSI in the cardiovascular context (see, e.g.,
[256, 430, 463] among many others). Since this simplified setup serves as a testing bed
for the coupling algorithms and various material models, the experiments are grouped
into two scenarios: first, we report results for a pressure pulse in analogy to the classical
benchmark configuration, only considering a short time interval. Second, pulsatile flow
reproducing a flow regime in the physiological range is tackled. In both scenarios, the
physical solution obtained with various material models is investigated and we compare
the (semi-)implicit Dirichlet–Robin, Dirichlet–Neumann and Robin–Robin variants of
the coupling scheme in terms of performance combining them with either IQN-ILS or
Aitken acceleration.
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Fig. 8.8: Circular piston problem: spatial convergence rates obtained using Q1Q1 IDN, P1P1
SIDN and Q2Q1 SIDN element pairs and schemes.

Two spatial discretisations as shown in Figs. 8.9 and 8.10 containing only hexahedra or
tetrahedra are constructed, employing Q1Q1 or P1P1 finite element pairs. The computa-
tional domain has a length of l = 5 cm, with the lumen in its reference configuration hav-
ing a radius of ri = 0.5 cm and two tissue layers Ω̂s,1 and Ω̂s,2 of thickness hs = 0.05 cm,
leading to an outer radius of ro = 0.6 cm.

Ω̂s,2

Ω̂s,1

Ω̂f

(a) Fluid mesh with boundary layers and cut
solid domains resolving medial and adven-
titial tissue layers.

(b) Radial (blue) and longitudinal (yellow, ê2)
orientation vectors in cut solid domains used
to construct circumferential vectors ê1.

Fig. 8.9: Hexahedral finite element mesh considered for the straight vessel tests.

Concerning the material parameters, the fluid’s and tissue layers’ densities are selected as
ρf = 1060 kg/m3 and ρs = 1200 kg/m3. Depending on the constitutive models applied,
further parameters are specified. The Newtonian fluid with viscosity µf = 3.5 mPa s
(see, e.g., [18, 163, 463] regarding this choice) is compared to a fluid obeying the Carreau
law with upper and lower viscosity limits η0 = 56 mPa s and η∞ = 3.45 mPa s and
parameters λf = 3.313 s and n = 0.3568 taken from [508].
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Ω̂s,2

Ω̂s,1

Ω̂f

(a) Fluid mesh with boundary layers and cut
solid domains resolving medial and adven-
titial tissue layers.

(b) Longitudinal (blue, ê2) and circumferential
(yellow, ê1) orientation vectors in cut solid
domains.

Fig. 8.10: Tetrahedral finite element mesh considered for the straight vessel tests.

For the solid phase, linear elastic (E) material behaviour or a St. Venant–Kirchhoff model
(SVK), both with Young’s modulus Es = 300 kPa (if not specified otherwise) and Poisson
ratio νs = 0.3 are compared to neo-Hookean (NH) or Holzapfel–Gasser–Ogden (HGO)
models. In the latter two cases, a Poisson’s ratio of νs = 0.499 is selected to approximate
incompressible material behaviour. The tissue layers are assigned individual shear rates
of µs,1 = 62.1 kPa and µs,2 = 21.6 kPa, respectively. Fibre reinforcement is specified for
the inner and outer tissue layer with individual parameters k1 = 1.4 kPa, k2 = 22.1 and
κc,1 = 0.12, αc,1 = 27.47◦ or κc,2 = 0.25, αc,2 = 52.88◦ following [11, 338, 509].

The basis vectors for constructing the fibre orientation are depicted in Figs. 8.9(b)
and 8.10(b), where the dual-Laplace approach is used for the mesh consisting of hexa-
hedral elements only. In the tetrahedral mesh, the approach incorporating an averaged
extrapolated interface normal is applied to obtain the longitudinal and circumferential
vectors using standard parameters αtol = 120◦, Navg = 5 and hl,i = hn = 100. For this
geometry, both algorithms give very good results due to the simple topology, which could
be further improved via spatial refinement.

8.3.1 Pressure pulse

In this first series of numerical tests, the fluid flow is driven by a smoothly ramped
pressure drop enforced via tf = (−pin, 0, 0)>, where

pin(t) =



p̄in
[

1
2 − cos(500πt)

]
for t ≤ 0.002,

p̄in for 0.002 < t < 0.007,
p̄in
[

1
2 + cos(200πt)

]
for 0.007 ≤ t ≤ 0.009,

0 otherwise,

(8.2)
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with p̄in = 10 mmHg ≈ 1333.22 Pa at the inlet and zero traction at x̂ = l. The structure
is fixed at inlets and outlets, while zero Neumann conditions are enforced on the exterior
surface of the tissue, i.e., at ŷ2 + ẑ2 = r2

o.

Second-order time integration is employed combining 30 uniform steps ∆tn = 0.5 ms
of BDF2/CH-α schemes with linear extrapolation of all fields, where ρ∞ = 0 is set to
counteract pressure oscillations in time caused by the sudden drop in pressure. At this
point, neither GLS nor backflow stabilisation are considered in the fluid solver, and fluid
and structure are coupled until relative convergence criteria of εdrel = εurel = εprel = 10−4

or absolute criteria εdabs = εuabs = εpabs = 10−7 are fulfilled. The acceleration schemes are
initialised with relaxation parameter ω0 = 0.01, and Interface Quasi-Newton Inverse
Least-Squares (IQN-ILS) acceleration is employed with the filtering parameter set to
εQR = 10−16 and incorporating data from at most q = 5 time steps. In case of nonlinear
tissue models, absolute and relative Newton tolerances in the structure’s nonlinear solver
of εnlrel = 10−3 and εnlabs = 10−7 are found sufficient.

First, snapshots of the solution are depicted in Fig. 8.11, showing the pressure pulse in a
Carreau fluid traveling the vessel modelled by Holzapfel–Gasser–Ogden (HGO) material
using Q1Q1 interpolation. Different from some variants of the benchmark, parameters in
the haemodynamic regime yield larger displacements given the lower material stiffness,
as shown in Fig. 8.12(a), taking the displacement norm in x̂ = (l/2, 0, ri) as reference.
The maximum displacement of ≈ 30 % of the vessel wall’s thickness leads to rather small
strains, such that linear elasticity (E) and the St. Venant–Kirchhoff (SVK) model give
almost identical values for the pressure and displacement in the reference point at the
interface (see Figs. 8.12(a) and 8.12(b)). For the same reason, the stiffening effect of the
fibre reinforcement is visible, but does not alter the system’s response drastically. The
fluid’s viscosity, however, varies by a factor of 10 when employing the Carreau model as
can be seen from Fig. 8.11, but in the present flow regime, the structure’s displacement
is dominated by the fluid’s pressure. Also, the lack of backflow stabilisation leads to
instabilities at the inlet due to the continuity of mass as the inlet pressure is rapidly
reduced, but did not lead to divergence of the solver.

These results do not allow interpretations regarding the advanced constitutive models
being necessary in the haemodynamic setting or not—they are only meant to showcase
versatility of the partitioned coupling framework by switching between constitutive mod-
els with ease. In fact, even when considering a more realistic flow regime in this simplistic
setup, one can not draw conclusions or judge upon complex material modelling being
necessary.

Turning our attention now to the coupling scheme’s iteration counts under variation of
the constitutive models used, we observe that the semi-implicit schemes reduce overall
steps executed. Since the PPE step does not feature a Robin interface condition owing to
unfavourable stability properties of this variant, negligible differences between the semi-
implicit Dirichlet–Neumann (SIDN) and semi-implicit Robin–Robin (SIRR) scheme are
seen in Fig. 8.13. The Robin parameters are for these computations conservatively set
to ηRf = 102ρs/∆tn and ηRs = 10−4ρf/∆tn. Note here, that the Robin condition in the fluid
momentum balance step does not improve convergence behavior, but rather increases
coupling iteration counts. For ηRf → ∞, the Dirichlet–Robin scheme is recovered, and
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(a) ds and uf at t = 15 ms. (b) pf (top) and µf (bottom) at t = 15 ms.

(c) ds and uf at t = 22 ms. (d) pf (top) and µf (bottom) at t = 22 ms.

(e) ds and uf at t = 29 ms. (f) pf (top) and µf (bottom) at t = 29 ms.

Fig. 8.11: Pressure pulse benchmark with Carreau fluid and HGO solid: snapshots of the
solution at t = 15, 22, 29 ms (deformation scaled by 10): structural displacements
ds and fluid velocity uf in cut tube (left), pressure pf and viscosity µf in slice at
y = 0 (right).
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(a) Displacement comparison.
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(b) Pressure comparison.

Fig. 8.12: Pressure-pulse benchmark with various constitutive models: linear elastic-
ity (E), St. Venant–Kirchhoff (SVK), neo-Hookean (NH) or Holzapfel–Gasser–
Ogden (HGO) material models for the solid phase and Newtonian (N) or Car-
reau (C) fluids. Material nonlinearities have a limited effect.
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(a) Linear elasticity, Newtonian fluid.
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(b) HGO model, Carreau fluid.

Fig. 8.13: Pressure pulse benchmark: accumulated FSI iterations using implicit Dirichlet–
Neumann (IDN) or Robin–Robin (IRR) variants and semi-implicit counter-
parts (SIDN, SIRR), all with Aitken’s relaxation and Robin variants with parame-
ters ηRf = 102ρs/∆tn and ηRs = 10−4ρf/∆tn.
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Fig. 8.14: Pressure pulse benchmark: accumulated FSI iterations using a fully implicit Robin–
Neumann coupling scheme with ηRf = αRρs/∆t, linear elasticity and a Newtonian
fluid.

if ηRs → 0 additionally, the classical Dirichlet–Neumann scheme results, yielding the
respective coupling iteration counts. This rather surprising fact does not go in line
with the literature (see, e.g., [217, 218, 220, 462]), but Robin parameters might be set
inappropriate for this specific setup and moreover, studies on Robin-accelerated pressure-
projection or PPE-based schemes are scarcely found in literature.

To investigate this irritating aspect further, we choose a fully implicit Robin–Neumann
scheme, scaling the Robin parameter used in the fluid momentum balance step with
αR to give ηRf = αRρs/∆tn. The results presented in Fig. 8.14 indicate, that the Robin
condition in the fluid subproblem does not accelerate convergence at all, but rather leads
to higher iteration counts or possible divergence if ηRf is chosen too low. Interestingly, the
works by Badia et al. [218] and Spenke et al. [462] considered coupled velocity-pressure
formulations, which we suspect to influence how Robin conditions in the fluid subproblem
affect the coupling scheme. In our PPE-based framework, again, Robin conditions in the
PPE did not result in a stable scheme, and the pressure mostly dominating the interface
tractions reduces influence of the fluid momentum step’s Robin condition—which is even
more so the case for semi-implicit variants.
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Fig. 8.15: Pressure pulse benchmark: accumulated FSI coupling steps (left) and displacement
in reference point (right). Semi-implicit Dirichlet–Neumann (SIDN) and Robin–
Neumann (SIRN) variants and IQN-ILS acceleration outperform the classical im-
plicit Dirichlet–Neumann (IDN) scheme and Aitken relaxation in terms of coupling
iterations. Robin interface conditions accelerate convergence further, but the solu-
tion might change drastically with large ηRs .

Therefore, options for accelerating convergence considered within this work are (i) IQN-
ILS or Aitken’s acceleration and (ii) the Robin interface condition in the structure’s
momentum balance equation. For the sake of brevity, we limit discussions to a New-
tonian fluid and linear elastic solid, which is admissible in this simplified setup, since
nonlinearities do not affect the coupling scheme’s performance. To showcase applicability
of P1P1 interpolation, these tests are carried out using the tetrahedral mesh. Aitken’s
acceleration and the IQN-ILS method and the (semi-)implicit variants are compared in
Fig. 8.15. As expected, IQN-ILS acceleration outperforms classical Aitken’s method,
and the semi-implicit variants do not only reduce the number of required coupling itera-
tions, but are naturally much cheaper in execution per coupling iteration. In this specific
example, this combination resulted in a reduction of computing times by a factor of 20,
as highlighted in Tab. 8.1.

However, care has to be taken when going for the semi-implicit Dirichlet–Robin (SIDR)
variant, since the obtained solution might be altered taking a Robin parameter too
large. This is caused by shifting from enforcing both continuity of tractions (interface
traction in the structure’s momentum balance) and velocities (interface integral term
in the PPE) to enforcing the continuity of velocities only. This change in weighting
of semi-implicit dynamic and explicit kinematic coupling conditions dependent on the
Robin parameter ηRs , essentially reducing the implicit pressure’s significance to the solid’s
momentum balance, bears great potential for acceleration, but may also alter results
quite drastically.

Under these viewpoints, Fig. 8.15 clearly indicates that (i) the acceleration schemes
applied (Aitken or IQN-ILS) approximately yield the same solution given identical stop-
ping criteria, (ii) the effect of semi-implicit coupling is almost insignificant in terms of the
physical solution obtained, but (iii) the Robin interface condition in the structure’s mo-
mentum balance equation might influence the system’s response. It is thus obvious that
selecting ηRs determines the computational results in a variety of ways, i.e., influences
the coupling convergence speed and physical solution if chosen inappropriately.
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Tab. 8.1: Total FSI iterations and computing time for pressure pulse in a straight cylindrical
vessel: the semi-implicit Dirichlet–Neumann (SIDN) and Dirichlet–Robin (SIDR)
schemes and IQN-ILS acceleration outperform the implicit Dirichlet–Neumann
(IDN) scheme and Aitken relaxation.

abs. FSI steps rel. FSI steps abs. time rel. time

IDN, Aitken 971 10.67 1.03×103 s 20.44
IDN, IQN-ILS 296 3.25 3.06×102 s 6.07
SIDN, Aitken 730 8.02 3.19×102 s 6.33
SIDN, IQN-ILS 262 2.89 1.27×102 s 2.52
SIDR, Aitken 158 1.74 7.46×101 s 1.48
SIDR, IQN-ILS 91 1.00 5.04×101 s 1.00

The reason behind the decreasing coupling iterations when increasing the Robin param-
eter ηRs is rooted in the integral term in the structure’s momentum balance equation,

α′f 〈ϕ, ηRs
(
u?f − ḋ

n+1
s

)
+ Jfσf

(
u?f , p

n+1,k+1
f , µn+1

f

)
F−>f n̂s〉Σ̂,

transitioning to an explicit kinematic constraint as ηRs → ∞ enforced via a penalty
method. Simultaneously, decreasing the time step size ∆tn reduces temporal errors
involved in this term, given that u?f approximates un+1

f better. To investigate this
relation in more detail, we again introduce the Robin parameter as ηRs = αRρf/∆tn with
αR allowing a transition from the classical Neumann interface condition as ηRs → 0 to
the explicit penalty enforcing continuity of velocities.
Fig. 8.16 shows the expected influence on the FSI coupling iteration count, whereas
the obtained solution (here exemplarily shown in terms of the displacement in the ref-
erence point) might not show a comparably uniform trend when decreasing the Robin
parameter using the fully second-order accurate scheme. Here, we see a nonlinear rela-
tion between the Robin parameter and the resulting displacement in the reference point
when decreasing the Robin parameter from 10 to 0. When choosing a lower-order ex-
trapolation of the fluid velocity, which we will denote as mu, this effect is mitigated as
can be seen from corresponding experiments summarised in Fig. 8.17. The solutions
corresponding to the Robin parameters transition much smoother and more uniform to
the Dirichlet–Neumann case.
These observations are naturally limited to this test case, but this numerical evidence
suggests that a higher-order extrapolation in the Robin interface term increases temporal
accuracy, but at the same time introduces stricter limitations on the time step size. An
influence of the inlet and outlet pressure can be ruled out, since the pressure drop is
weakly enforced via standard boundary integrals, which becomes relevant in the pulsating
flow with Windkessel outlets considered in Sec. 8.3.2.
But before moving on to a more realistic setting, let us demonstrate the important
relations that (i) keeping ∆tn fixed and decreasing ηRs transitions to Dirichlet–Neumann
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Fig. 8.16: Pressure pulse benchmark: accumulated FSI coupling steps (left) and displacement
in reference point (right) obtained via the SIDR scheme with ηRs = αRρf/∆t and
second-order fluid velocity extrapolation (mu = 2).
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Fig. 8.17: Pressure pulse benchmark: accumulated FSI coupling steps with fluid velocity ex-
trapolation mu = 1 or 2 (left) and displacement in reference point with mu = 1
(right), obtained via the SIDR using ηRs = αRρf/∆t.
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coupling, where mu = 1 improves stability and (ii) choosing smaller ∆tn and holding ηRs
constant reduces differences between Dirichlet–Neumann and Dirichlet–Robin schemes.
To showcase these relations, we compare SIDR and SIDN schemes taking the latter as
reference and computing the mean difference in the reference point’s displacement on
the interface at x̂ = (l/2, 0, ri) over all time steps using identical algorithmic parameters
only differing in the Robin parameter used. Results are given in Tab. 8.2, showing that
second-order extrapolation of u?f (mu = 2) leads to divergent simulations with Robin
parameters too high due to explicit kinematic coupling but reduces the difference to the
SIDN reference solution. For a lower-order extrapolation in time, mu = 1, no simulation
diverges and differences decrease with ∆tn → 0 as expected.

Tab. 8.2: Average difference in displacements in x̂ = (l/2, 0, ri) over all time steps between
the SIDN reference and SIDR schemes with Robin parameter ηRs 6= ηRs (∆tn). The
fully second-order scheme (m = mu = 2) is less robust than choosing mu = 1, i.e.,
u?f = unf . With ∆tn → 0, differences between SIDN and SIDR vanish.

mu ηRs ∆tn = 0.125 ms ∆tn = 0.25 ms ∆tn = 5 ms ∆tn = 1 ms

2 2000 diverged diverged 5.77× 10−2 6.04× 10−2

2 200 diverged diverged 1.05× 10−1 diverged
2 20 5.42× 10−2 diverged 9.80× 10−2 diverged
2 2 7.36× 10−4 2.40× 10−3 7.58× 10−3 1.76× 10−2

2 0.2 7.08× 10−5 2.13× 10−4 4.98× 10−4 1.76× 10−2

1 2000 6.09× 10−2 6.25× 10−2 6.24× 10−2 6.15× 10−2

1 200 6.40× 10−2 5.75× 10−2 5.25× 10−2 5.19× 10−2

1 20 3.24× 10−2 3.98× 10−2 4.64× 10−2 4.89× 10−2

1 2 4.18× 10−3 7.28× 10−3 1.37× 10−2 1.91× 10−2

1 0.2 4.78× 10−4 7.64× 10−4 1.22× 10−3 2.11 · 10−3

These results are promising in the sense that using Robin interface conditions, accuracy
can be preserved carefully setting ηRs . That being said, let us briefly add some remarks
regarding this parameter choice. The starting point ηRs = αRρf/∆tn derived by Badia
et al. [218] is based on simplified model problems, where αR is a suitably scaled maximum
eigenvalue of the added-mass operator. From this viewpoint, the αR chosen in the tests is
rather high. On the other hand, our scheme shares the penalty-like term on the explicit
kinematic coupling in the structure’s momentum balance step with the method proposed
by Astorino et al. [225], which uses a projection scheme to advance the fluid in time.
In their formulation, however, coupling conditions are enforced via Nitsche’s method
with a parameter 10µf/he. Now, following this interpretation and using the current
parameters, ηRs ≈ O(1000) lies in the expected range and would require αR ≈ O(0.01)
in ηRs = αRρf/∆tn.
In addition to that, we also want to emphasise that neither of the two solutions are
converged in space or time, such that computing the mean difference in a single point
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can merely indicate the actual errors in the solutions presented. Connecting back to
the discussion before, a Robin-accelerated coupling scheme with high Robin parameter
and extrapolation u?f of desired order mu is still considered being of the same temporal
order of accuracy as a comparable Dirichlet–Neumann scheme. The specific temporal
error might differ, but as the time step and element sizes go to zero, both the kinematic
and dynamic interface conditions are fulfilled and the Dirichlet–Robin and Dirichlet–
Neumann schemes both converge to the same solution.

8.3.2 Pulsatile flow

Now, having thoroughly investigated the pressure pulse benchmark, let us move on to a
more realistic problem setup using the same basic geometry. Based on the insights just
gained in the foregoing studies, we limit our experiments here to IQN-ILS acceleration
and Robin conditions enforced in the structure’s momentum balance equation. It is
of central interest at this point to investigate under which conditions the semi-implicit
Dirichlet–Robin scheme can be applied without heavily altering the obtained results and
how it affects the coupling scheme’s convergence in a realistic scenario.

To create a setting resembling blood flow through a vessel more accurately, we change
boundary conditions for the fluid and solid subproblems. Here, a parabolic profile is
prescribed at the inlet with uf = (u1, 0, 0)> and

u1(r, t) = ūin(t) (1− r2/r2
i ) , ūin(t) = ηt(t)

[
4 + 6 sin2 (2πt+ 0.1π)

]
,

which smoothly ramps the velocity from an initially quiescent state via

ηt(t) =

sin2
(
πt

2Tr

)
for t ≤ Tr,

1 otherwise,
(8.3)

from t = 0 to Tr = 0.2 s. Then, the inlet velocity reaches a maximum of umax ≈ 0.5 m/s
as can be seen from Fig. 8.18, showing the time evolution of ūin.

At the outlet, i.e., at x̂ = l, the pressure is determined via a three-element Windkessel
model with resistances of Rp = 1.5×108 Pa s/m3, Rd = 8×108 Pa s/m3 and a capacitance
of C = 1.5 × 10−10 m3/Pa together with pp|t=0 = pd = 0 Pa to reproduce a pressure
fluctuation in the physiologically relevant range from ≈ 13 to 9 kPa, that is, ≈ 97, 5 to
67.5 mmHg. To withstand this increased pressure load compared to the previous setting,
viscoelastic support with ke = 107 N/m3 and ce = 105 Ns/m3 is taken into account. In
this simplified setup, both the external pressure in the Robin condition on the solid’s
exterior and the prestress in the vessel are neglected. Further, the structure’s Young’s
modulus is increased to Es = 400 kPa, while the remaining tissue and fluid parameters
are not altered.
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Fig. 8.18: Flow through a straight vessel: maximum inlet velocity ūin scaling the parabolic
inflow profile during three cycles from t = 0 to t = 1.5 s.

Regarding changes in the numerical setup, GLS and backflow stabilisation are combined
with adaptive time step control. The time step size is chosen to reach a desired CFLmax

∆tn+1 = max
{

∆tmax, 0.98∆tn min
{

1.02, CFLmax

maxe {CFLe}

}}
,

satisfying the CFL condition CFLe

CFLe = max
i

{
|ui − um,i|∆tn

hi

}
, i = 1, . . . , d ,

with the directional element length hi, see Eqns. (3.37) and (3.38), without repeating
time steps violating this condition.
The adaptive timestepping is started from ∆t0 = 5 × 10−4 and the time interval from
t = 0 to t = 1.5 s is chosen, i.e., a total of three cardiac cycles. The Robin parameter
includes a scaling coefficient αR such that ηRs = αR

ρf
∆tn and Newton tolerances in the

structure’s nonlinear solver set to εnlrel = 10−4 and εnlabs = 10−7 are found sufficient.
Starting again with a comparison of constitutive models, we employ linear elastic (E),
St. Venant–Kirchhoff (SVK), neo-Hookean (NH) and Holzapfel–Gasser–Ogden (HGO)
solid models, combining them with a Newtonian (N) or a Carreau (C) fluid with param-
eters as introduced in the beginning of this numerical example. Based on the previous
findings, we combine the BDF2 and CH-α (ρ∞ = 0) schemes with linear extrapolation
for all involved fields except for the fluid velocity (mu = 1) to improve robustness. In the
reference point x̂ = (l/2, 0, ri) on the fluid–structure interface, we compare the structural
displacement ds and the fluid pressure pf obtained.
The chosen settings lead to a displacement in the reference point of ≈ 1 mm, which
equals 20% of the lumen’s radius and 100% of the combined layers’ thickness. In this
more realistic setup leading to larger displacements and strains, differences are observed
between displacement responses depending on the structural constitutive equation em-
ployed, as can be seen from Fig. 8.19. The measured quantities are not influenced by the
fluid model, but the material parameters used for the different solids lead to significant
changes. The fibre contributions in the HGO model render it stiffer, especially under
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Fig. 8.19: Flow through a straight vessel: pressure (left) and displacement (right) in the refer-
ence point using the SIDR scheme with ηRs = αRρf/∆tn and adaptive timestepping
(CFLmax = 0.6). Comparison of linear elasticity (E), St. Venant–Kirchhoff (SVK),
neo-Hookean (NH) and Holzapfel–Gasser–Ogden (HGO) solid models, combining
them with Newtonian (N) or a Carreau (C) fluids.

Tab. 8.3: Flow through a straight vessel: comparison of various constitutive models in terms
of time step number Nt and FSI coupling iterations NFSI, mean FSI coupling steps
per time step using the SIDR coupling scheme with adaptive timestepping targeting
CFLmax = 0.6.

E,N E,C SVK,N SVK,C NH,N NH,C HGO,N HGO,C

Nt 1125 1122 1128 1124 1084 1085 1084 1085
NFSI 2551 2517 2587 2510 2408 2372 2367 2482
NFSI/Nt 2.27 2.24 2.29 2.23 2.22 2.19 2.18 2.29

large fibre strains and the linear elastic solid with its linear strain measure overestimates
the displacement. The differences in expansion lead to an altered volumetric flow over
the outlet boundary, such that the transient pressure wave is changed as well.

Comparing the overall number of executed coupling steps as depicted in Fig. 8.20, we
observe a negligible difference in the time steps and coupling iterations needed. As
highlighted in Tab. 8.3, the mean number of FSI iterations per time step for all con-
sidered combinations is ≈ 2.2, which is on average enough to reduce the pressure and
displacement interface residuals by 104 owing to the combination of the SIDR scheme,
IQN-ILS acceleration and a second-order accurate extrapolation of ds and pf used as
initial guess.

With this, let us turn our attention to a detailed comparison of SIDN and SIDR schemes
using only St. Venant–Kirchhoff and Newtonian models to reduce the numerical effort.
To diminish the influence of the exterior viscoelastic support, set ce = ke = 0 and consider
the first-order scheme (BDF1 and trivial “extrapolation”) for increased temporal stability
in this case with zero added damping. We observe once again that the RN variant
converges to the DN one when, e.g., ηRs = 20000 is held fixed and the time step size is
reduced as Fig. 8.21 highlights.
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Fig. 8.20: Flow through a straight vessel: accumulated FSI iterations using the SIDR scheme
with ηRs = αRρf/∆tn and adaptive timestepping (CFLmax = 0.6). Comparison of lin-
ear elasticity (E), St. Venant–Kirchhoff (SVK), neo-Hookean (NH) and Holzapfel–
Gasser–Ogden (HGO) solid models, combining them with Newtonian (N) or Car-
reau (C) fluids.

Therein, a zoom on the last cardiac cycle’s peak displacement and pressure (t = 1.26 s)
shows a decrease in the phase shift as ∆t → 0 for the SIDR scheme. Being more
sensible to added-mass instabilities, the pressure computed by the SIDN scheme shows
temporal oscillations around the assumed exact solution given the small time step size.
The Dirichlet–Neumann scheme is increasingly unstable as ∆t → 0, but the clearly
visible pressure kinks in both the SIDR and SIDN variants can be linked to backflow
stabilisation suddenly being activated in case uf · nf < 0 at the outlet.

With adaptive timestepping according to the CFL condition, a good match in phase and
amplitude are achieved even for αR = 10, which gave almost unacceptable results in the
pressure pulse benchmark. In this more realistic scenario with much lower frequencies
dominant in the system’s response, all obtained reference values match well on the scale
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Fig. 8.21: Flow through a straight vessel: zoom-in on pressure and displacement in reference
point comparing SIDR variants with ηRs = 20000 to the SIDN scheme. Solutions
converge as ∆t → 0 and Robin variants suffer less from added-mass instability,
while the abruptly activated backflow stabilisation yields a pressure kink.
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Fig. 8.22: Flow through a straight vessel: displacement and pressure in the reference point in
the third cardiac cycle (t = 1 to 1.5 s). Adaptive timestepping with CFLmax = 0.6
and SIDN or SIDR coupling with ηRs = αR

ρf
∆tn yields good agreement in phase and

amplitude.

of one cardiac cycle’s fluctuations as shown in Fig. 8.22. The fluctuations in the pressure
computed with the SIDN scheme are also no longer visible on this scale and are in fact
reduced due to larger time steps used.
The number of executed time steps of course drastically differs between the schemes with
or without adaptive timestepping. A central aspect is here, that the Robin interface
condition increases stability, easing adaptive time step selection. Given the excellent
performance of the IQN-ILS acceleration with filtering in this setup, both the Dirichlet–
Neumann and the Dirichlet–Robin variants converge in 2 to 4 coupling iterations per
time step. The computational cost per time step is almost identical as well, such that
the number of executed time steps to reach the target interval’s end dominates the
computational cost as can be seen from Tab. 8.4.
Therefore, the SIDR variant targeting CFLmax = 0.6 and consequently needing 1880
time steps being the fastest option is not surprising. Compared to the SIDN reference
(with small fixed time step size), it is roughly 26 times faster. Taking an SIDR scheme
with fixed time step size of ∆t = 2.5 × 10−4 yielding a comparable solution accuracy
as reference, a speed-up of 5 is achieved. Such numbers are naturally limited to this
specific example, since the achievable performance increase is problem-dependent. Up
to some degree, however, an improvement can be expected if a periodic inflow with a
large enough difference between minimum and maximum CFL numbers is considered,
since a fixed time step size needs to account for the maximum CFL over all time steps
in the considered time interval.
Let us close these investigations and summarise our observations:

1. In the cardiovascular setting, the semi-implicit coupling schemes are in good agree-
ment with the fully implicit reference solutions with suitable time step size small
enough, obeying a standard CFL-condition. For practical applications, the SIDR
scheme can then yield substantial speed-ups compared to the SIDN counterpart
while being more robust with respect to the added-mass effect.

2. In the PPE-based FSI scheme, ηRs > 1 has large potential to reduce iteration counts
as it shifts to a fully explicit kinematic coupling. Hence, the obtained solution is
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altered when ηRs � 1. But even then, the Dirichlet–Robin variant converges to the
Dirichlet–Neumann reference as ∆tn → 0.

3. Considering Windkessel outlets and/or adaptive timestepping, expected differences
in the first- and second-order timestepping and extrapolation scheme’s stabil-
ity properties become visible. Such effects can be reduced by considering time-
averaged Robin parameters, averaging of adapted time step sizes (see, e.g., [151])
or considering adaptive two-element Windkessel models [272].

Tab. 8.4: Flow through a straight vessel: comparison of SIDN and SIDR coupling schemes
with uniform or adaptive timestepping (CFLmax = 0.6) in terms of absolute (rela-
tive) number of time steps, FSI coupling iterations and computing time. Adaptive
timestepping allows reaching comparable accuracy in much fewer time steps, yield-
ing a tremendous speed-up.

time steps FSI steps time in 103 s

SIDN, ∆t = 1× 10−4 s 15000 (12.7) 45101 (12.8) 89.5 (12.8)
SIDN, ∆t = 5× 10−5 s 30000 (25.4) 91431 (26.0) 180.3 (25.8)
SIDR (ηRs = 20000), ∆t = 1× 10−3 s 1500 (1.3) 4474 (1.3) 8.9 (1.3)
SIDR (ηRs = 20000), ∆t = 5× 10−4 s 3000 (2.5) 8950 (2.5) 17.8 (2.5)
SIDR (ηRs = 20000), ∆t = 2.5× 10−4 s 6000 (5.1) 17943 (5.0) 35.7 (5.1)
SIDR (ηRs = 20000), ∆t = 1.25× 10−4 s 12000 (10.2) 35956 (10.2) 71.5 (10.2)
SIDR (ηRs = 20000), ∆t = 6.25× 10−5 s 24000 (20.3) 72150 (20.5) 143.2 (20.5)
SIDR (αR = 1), CFLmax = 0.6 1180 (1.0) 3516 (1.0) 7.0 (1.0)
SIDR (αR = 10), CFLmax = 0.6 1184 (1.0) 3517 (1.0) 7.0 (1.0)

8.4 ALE extension: beam in a channel

As already pointed out, ALE extensions and their comparison can be examined consid-
ering prescribed interface data only, allowing more efficient investigations on the options
presented in Sec. 7.5. Here, we focus on the various extension types being harmonic
extension and pseudo (hyper-/linear) elasticity, all of which are formulated on Ω̂f and
alternatively on Ωt

f . Moreover, we shed some light on the influence of additional options
such as Jacobian stiffening or the parameters in element-size-based assignment of dif-
fusion or pseudo material coefficients. Note that we purposely present a multitude of
possible combinations to give detailed insights into the individual choice’s properties as
a robust ALE extension is vital in FSI. However, the ALE mapping is within this work
investigated independent of the remaining FSI algorithm, which is again considered from
Sec. 8.5 onwards.
The deformation of a beam in a channel under cross-flow is considered as proposed
by Jendoubi et al. [467], which is inspired by [510]. The computational domain has a
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Fig. 8.23: Beam in cross-flow: fluid (light grey) and structural (dark grey) domains in initial
(top) and final (bottom) configurations at t = 1.

length of L = 6 and a height of H = 1 with a beam positioned at L/2, length l = 0.45
and height h = 0.01, such that the structural domain Ω̂s occupies [3, 3.01] × [0, 0.45]
as depicted in Fig. 8.23. The structure undergoes a prescribed deformation ds which
depends on time t ∈ (0, 1] as

ds =
(

0.55 t ŷ
2

l2
, 0
)>

,

where ŷ denotes the vertical coordinate which corresponds to the beam’s longitudinal
coordinate. Thus, the beam’s deflection is a quadratic function of its length as shown in
Fig. 8.23 being zero at the bottom of the channel and maximal at the beam’s tip at all
times.

A finite element mesh containing only quadrilaterals is constructed by the help of
Gmsh [511], with a boundary layer to resolve steep velocity gradients as would be ex-
pected in the flow field typical for such a configuration. A close-up of the computational
grid and corresponding quality criteria as defined in Eqn. (7.99) with Jf = 1 is shown
in Fig. 8.24. Compared to the setup in Jendoubi et al. [467], we decompose the time
interval into 1000 steps, motivated by the fact that in practical FSI problems, time steps
are likely to be small compared to the system’s dominating response frequencies. Then,
the time history of the domain motion can be used for linearisation, stiffness updates
and to generate good initial guesses for any involved (non-)linear solvers.

We compare individual extension types, Jacobian stiffening and stiffness scaling depen-
dent on the element size for formulations on the initial reference configuration Ω̂f and the
current domain Ωt

f based on QJ , measuring the quality in the final Ωn+1
f , which would

be considered in the following time step’s PPE and momentum balance equations within
the full FSI scheme. As pointed out by Shamanskiy and Simeon [471], accumulated
distortion effects do not influence formulations on Ω̂f . On the other side, formulations
based on Ωn

f include stiffening based on the updated element sizes and hence respect
changes in the elements’ volumes, when searching for an increment to the displacement
field df from Ωn

f to Ωn+1
f .
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Fig. 8.24: Beam in cross-flow: finite element mesh with boundary layer zoomed-in at the
beam’s tip with fluid (light grey) and structural (dark grey) domains resolved by
the grid (left) and initial mesh quality criterion QJ,e with df = 0 in (7.99) (right,
high values in red).

The quality criterion QJ,e is sampled in each integration point of the elements, such that
final configurations at t = 1 might be reached despite the fact that individual points in
Ω̂f may exist, where the ALE map is not invertible, i.e., Jf < 0. This discrepancy is
ignored, since we are interested in a relative score for comparison of individual mapping
types only and thus allow configurations such as the one shown in Fig. 8.25, which still
gives a quality criterion of QJ := mine=1,...,Ne,f QJ,e ≈ 0.1.

Fig. 8.25: Beam in cross-flow: mesh quality criterion QJ,e (7.99) in Ωn
f , beam region (left)

and zoom-in on the beam’s tip (right).

In a first series of computations, the parameters entering the element-size-based diffusion
or stiffness coefficients in harmonic extension and pseudo linear elasticity as given by
Eqn. (7.80) are varied. More specifically, the minimal coefficient is held fixed at cmin = 1,
while the maximum cmax, used in the smallest element with element size mine=1,...,Ne,f he,
and the additional scaling parameter c0, modifying the transition from cmin to cmax, are
varied from 10 to 109. The only parameter remaining is the Poisson’s ratio in pseudo
linear elasticity, where νm = 0.3 is chosen as a starting point. The simulation is stopped,
whenever QJ > 0 is violated or t = 1 is reached, and the time corresponding to the
last successfully completed step is recorded. In this way, each combination of cmax and
c0 yields a time tend and summing over all tend for each of the combinations considered
quantifies the robustness with respect to parameter choices, yielding a simplified overall
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Fig. 8.26: Time t ≤ 1 reached with QJ > 0 using (from top left to bottom right) no Jacobian
stiffening, J−1

f , J−1
f + Jf or J−2

f : harmonic extension in Ω̂f .

score denoted as ∑ tend in the following. Naturally, some parameter combinations do not
result in tend = 1, such that also the maximum time reached with any method in the
parameter sweep, max tend, is also relevant.

Constructing the ALE extension from Ω̂f , both harmonic extension and pseudo linear
elasticity clearly profit from c0 ≥ 10 and cmax ≥ 10, see Figs. 8.26 and 8.27. Here, high
c0 combined with high cmax, that is, a small number of elements with coefficients close
to cmax and the remaining elements assigned cmin, lead to bad conditioning of the linear
systems due to high gradients in the coefficients. In addition to that, scaling parameters
on the upper end of the spectrum also lead to increasingly bad conditioning of the system
matrices, since no further scaling is performed in the present case. Mapping from Ω̂f ,
pseudo linear elasticity without Jacobian stiffening performs best, closely followed by the
two variants involving first (negative) powers of the Jacobian. Pseudo linear elasticity
with J−2

f considered for stiffening yields results comparable to harmonic extension, which
are slightly worse. Overall, parameters c0 and cmax have a rather predictable effect on
the simulation end time reached, while Jacobian stiffening with J−2

f results in local
coefficients with sharp gradients.

In comparison to that, constructing the extension from Ωn
f profits tremendously from

incorporating updated stiffness parameters given element sizes he in Ωn
f as shown in

Figs. 8.28 and 8.29. Jacobian stiffening again renders the extension more robust, where
Jf and J−1

f + Jf again perform best. The interval from t = 0 to t = 1 can be completed
employing both pseudo linear elastic or harmonic extension, where the latter performs
better despite its simplicity. Jacobian stiffening with J−2

f is again not delivering results
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Fig. 8.27: Time t ≤ 1 reached with QJ > 0 using (from top left to bottom right) no Jacobian
stiffening, J−1

f , J−1
f + Jf or J−2

f : pseudo linear elasticity in Ω̂f .

as good as the variants involving first powers of Jf , which motivates neglecting this
variant from now on to ease comparison. Again, combinations of c0 and cmax too high
lead to ill-conditioned linear systems, which require increased effort solving.
It is however, rather surprising that an appropriate scaling function ch (7.80) combined
with Jacobian stiffening cJ (7.82) is capable of extending the time interval from almost
immediate abortion (tend ≈ 0.06 due to the thin boundary layer) obtained via harmonic
extension in Ω̂f with a uniform diffusion coefficient and no Jacobian stiffening all the
way to tend = 1 when parameters are suitably chosen. This test is rather challenging,
since we consider for a boundary layer mesh, i.e., larger and abrupt changes in element
sizes, quadrilateral elements and a rather unforgiving element quality metric suitable for
higher-order finite elements.
To highlight parameter combinations c0 and cmax yielding a better quality, Figs. 8.30
and 8.31 depict simulation times reached until a stricter quality threshold of QJ > 0.1
is violated. From these graphs, the trend observed in the previous studies continues,
i.e., c0 ≥ 10 and cmax ≥ 10 can improve the obtained results, if suitably chosen. Here,
“suitably chosen” is to be understood as the parameters being problem-dependent, but
in the present numerical tests, 102 ≤ c0 < cmax ≤ 104 and combinations in the vicinity
of this region performed reasonably well for all possible combinations tested.
The next series of numerical tests in this two-dimensional setup is aimed at the proper
selection of νm ∈ (−1, 0.5) in pseudo elasticity, as different parameters are employed
in literature, also including the auxetic range −1 < νm < 0 (see, e.g., [85, 473]). So,
again employing the stricter quality criterion QJ > 0.1 and varying Poisson’s ratio νm,
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Fig. 8.28: Time t ≤ 1 reached with QJ > 0 using (from top left to bottom right) no Jacobian
stiffening, J−1

f , J−1
f + Jf or J−2

f : harmonic extension in Ωn
f .
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Fig. 8.29: Time t ≤ 1 reached with QJ > 0 using (from top left to bottom right) no Jacobian
stiffening, J−1

f , J−1
f + Jf or J−2

f : pseudo linear elasticity in Ωn
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Fig. 8.30: Time t ≤ 1 reached with QJ > 0.1 using (from top left to bottom right) no Jacobian
stiffening, J−1

f , J−1
f + Jf or J−2

f : harmonic extension in Ωn
f .
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Fig. 8.31: Time t ≤ 1 reached with QJ > 0.1 using (from top left to bottom right) no Jacobian
stiffening, J−1

f , J−1
f + Jf or J−2

f : pseudo linear elasticity in Ωn
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Fig. 8.32: Time t ≤ 1 reached with QJ > 0.1 using pseudo linear elasticity in Ω̂f (left) or
Ωn
f (right) with no Jacobian stiffening (“0”), J−1

f (“1”), J−1
f + Jf (“2”), c0 = 103,

cmax = 104 and various νm ∈ (−1, 0.5).

a pseudo linear elasticity problem is either formulated on Ω̂f or Ωn
f to update the fluid

domain. Fig. 8.32 contains graphs very much similar to previously presented ones, but
now c0 = 103 and cmax = 104 are fixed, while νm and the type of Jacobian stiffening are
varied. Here, the possible variants are referred to as “0” for no Jacobian stiffening, “1”
for J−1

f and “2” for J−1
f + Jf , respectively. As can be seen from Fig. 8.32, mapping from

Ω̂f profits from νm → 0.5, approaching the incompressible limit, and different types of
Jacobian stiffening actually worsen results, where J−1

f +Jf (“2”) is better than J−1
f (“1”)

in this test.
Constructing dn+1

f from Ωn
f given d?s, on the other side, Jacobian stiffening has a quite

heterogeneous effect, almost doubling ∑ tend with J−1
f (“1”) and increasing reached tend

also for the other variant J−1
f +Jf (“2”). With Jacobian stiffening, the target time t = 1

is reached with various νm, where a clear trend as when mapping from Ω̂f cannot be
observed. Employing J−1

f , good results are achieved with νm ∈ (−1,−0.5], alternatively
νm ∈ [−0.5, 0] or νm ∈ [0.2, 0.4], but a definite recommendation cannot be given. Using
Jacobian stiffening of the form J−1

f + Jf (“2”), νm ∈ (−1,−0.5] or νm ∈ [0.2, 0.4] might
be good choices, but again, such recommendations cannot be generalised based on these
numerical tests.
In an attempt to improve these rather underwhelming results, a spatially variable Pois-
son’s ratio in pseudo linear elasticity is considered as introduced by Jendoubi et al. [467],
computing an element-local νm,e(he) dependent on he as given by Eqn. (7.93),

νm,e(he) := ν0 − ν1
cmin

ch (he)
,

such that he = hmax gives νm,e = ν0−ν1, while for the smallest element, we have νm,e ≈ ν0
(for cmax � cmin). With this, the element size is linked to the Poisson’s ratio, targeting
ν ≈ 0.5 in small elements to preserve Jf ≈ 1, while still allowing for volume changes in
grid areas with larger elements.
Now, we employ the stricter quality criterion QJ > 0.1 again and keep c0 = 103 and
cmax = 104 fixed. Since Fig. 8.32 indicates that when mapping from Ω̂f , the Jacobian
stiffening has little effect, we skip it, while when mapping from Ωn

f , we choose J−1
f + Jf
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Fig. 8.33: Time t ≤ 1 reached with QJ > 0.1 using pseudo linear elasticity in Ω̂f with no
Jacobian stiffening (left) or Ωn

f with J−1
f + Jf (right), c0 = 103, cmax = 104 and

variable νm,e = ν0 − ν1cmin/ch(he).

and vary ν0 ∈ (0, 1/2) and ν1 ∈ (1/20, 1/2). The results depicted in Fig. 8.33 indicate that
(i) when mapping from Ω̂f , no additional gains are seen when considering a Poisson
ratio dependent on the element size, and (ii) when mapping from Ωn

f , improvements
result for some parameter combinations, with ν0 ≈ 0.2 being a good choice for the
present grid, which together with ν1 = 0.1 or ν1 = 0.5 yields the best results here.
Note that interestingly, the second combination leads to elements with ν < 0 lying in
the auxetic range. Results for J−1

f are similar to the second case, hence do not yield
additional insights and are thus omitted. From these results, we conclude (limited to
this numerical test) that adapting the Poisson’s ratio in the proposed form does not yield
reliable improvements in addition to the stiffness scaling based on the element size but
might still improve results in different scenarios.
Regarding investigations on the time-dependent extension types, we first fix c0 = 103

and cmax = 104 and compute extensions of the interface displacement with pseudo time-
dependent approaches involving the first or second material time derivative and compare
results to the standard stationary counterpart. Further, we take some of the most
promising combinations according to the previous tests, that is, harmonic extension
from Ωn

f and Jf + J−1
f , pseudo linear elasticity with ν0 = 0.49 and ν1 = 0.1 from

either Ω̂f with no Jacobian stiffening or from Ωn
f with Jf + J−1

f and finally the pseudo
hyperelastic extension from Ω̂f with Jf +J−1

f and identical pseudo Poisson ratio. In any
time-dependent scenario, a total of 3 time steps are executed when performing the mesh
update, since according to Jendoubi et al. [467], mesh quality is likely further improved
in this case. Taking a quality criterion of QJ > 0.1 and varying the pseudo time step size
relative to the FSI time step of 1 ms, the maximum reached tend is increased for certain
combinations compared to the stationary case as can be seen from Fig. 8.34. For the
pseudo hyperelastic extension, a gain in mesh quality is obvious for both the first and
second-order material time derivative, while a further increase of the quality criterion
to QJ > 0.6 reveals improvements also for the harmonic extension and pseudo linear
elasticity as shown in Fig. 8.35.
For the nonlinear problem of pseudo hyperelasticity, taking three time steps in the time-
dependent variants is enough to ensure convergence of the Newton solver, when exiting
the nonlinear solver after a single Newton update similar to Shamanskiy and Simeon [471]
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Fig. 8.36: Time t ≤ 1 reached with QJ > 0.1 using pseudo hyperelasticity (Ω̂f , Jf + J−1
f )

with three pseudo time steps and a full Newton solve reducing the residual by a
factor of 103 (left) or only a single Newton step (right).

and still yields satisfactory results comparing to a setup driving the relative residual down
by a factor of 103 in each Newton solver call. Even for QJ > 0.1, the mesh update fails
after a few steps due to non-convergence of the Newton solver despite the deformation
being applied incrementally over 1000 steps. Fig. 8.36 highlights the difficulties arising
when the nonlinear solver is not converged properly, whereas interestingly, the mesh
quality and Newton convergence are ensured taking three pseudo time steps per mesh
update step in the pseudo time-dependent variants.
To shed some more light on the effects of certain parameter combinations for the pseudo
time-dependent extension types, we conduct a final study using pseudo hyperelasticity
with c0 = 103, cmax = 104 and varying the pseudo time step size in the variants involving
the first or second pseudo material time derivative. In Fig. 8.37 the reached end time tend
such that QJ > 0.6 is shown, where we differentiate results obtained with no Jacobian
stiffening (−) or Jf + J−1

f (--), constant νm ≈ ν0 (blue) or ν1 = 0.1 (orange) and
performing three pseudo time steps combined with multiple (.) or only one (+) Newton
step(s) or just a single pseudo time step with multiple Newton steps (×).
Here, we can see that Jf +J−1

f is always slightly better than no Jacobian stiffening, since
all orange lines are always over the corresponding blue lines. A variable Poisson ratio
with ν1 = 0.1 does not lead to reliable and noteable improvements, especially in the well
performing combinations—the dashed (--) lines are mostly above or approximately equal
to their solid counterparts (−). The most important difference between first and second-
order pseudo material time derivate is that with the former, maximal achieved end times
tend increase. This effect is observed when multiple time steps are performed, but the
number of Newton steps does not influence the quality of the mapping substantially.
Incorporating the second pseudo time derivative, similar slight improvements are seen,
before pseudo time step size and reached end time decrease simultaneously. Connecting
back to the discussion on initial conditions for the pseudo time-dependent problem with
dtdf in Sec. 7.5, we note here that choosing ḋf = d̈f = 0 only at the beginning of the
simulation at t = 0 or at each call of the mesh extension routine does not alter the
obtained results significantly.
The pseudo time-dependent extension types may thus yield improvements, but introduce
yet another layer of complexity, such that determining appropriate parameters becomes
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Fig. 8.37: Time t ≤ 1 reached with QJ > 0.6 using pseudo hyperelasticity (Ω̂f , Jf + J−1
f )

combined with the first (left) or second (right) time derivative. Comparing no
Jacobian stiffening (−) or Jf + J−1

f (--), constant νm ≈ ν0 (blue) or ν1 = 0.1
(orange) and performing three pseudo time steps with multiple (.) or one (+)
Newton step(s) or a single pseudo time step with multiple Newton steps (×).

even more convoluted. Incorporating the first time derivative seems a viable alternative
to the operators previously considered, since they yield better mesh quality and might be
combined with nonlinear solution schemes executing only single Newton steps per pseudo
time step. In addition to the favourable properties of the resulting ALE map, including
a scaled mass matrix further improves conditioning of the linear system and thus also
bears potential for improving linear solver convergence. Comparing the numerical effort
and gains in mesh quality, linear and time-dependent variants doing only single pseudo
time steps are hence a particularly attractive option.

Let us close the investigations on artificial (initial-)boundary value problems to construct
the ALE extensions by some concluding remarks summarising our findings:

1. All considered extension types profit from scaling coefficients based on the element
size, if suitable (problem dependent) parameters are found. At the same time,
coefficients selected too aggressively hamper convergence of (non-)linear solvers.

2. Jacobian-based stiffening through Jf , Jf + J−1
f or J−2

f might further robustify the
mesh update step, but can also lead to severe ill-conditioning for similar reasons.
Out of the three options tested, variants involving only first powers of Jf yield the
best results.

3. In the considered example, extensions based on Ωn
f were found more robust than

their fully Lagrangian counterparts based on Ω̂f . The former incorporate updated
stiffness parameters based on the current mesh, while the latter are less prone to
accumulate mesh distortions in simulations involving periodic solutions (not shown
within this work, see, e.g. [471] for tests in this regard).

4. In pseudo elasticity and similar extension types, variable Poisson’s ratio did have
a beneficial effect in some cases, but did not lead to improvements consistently.
Penalising Jf 6= 1 via nearly incompressible material laws in pseudo hyperelasticity
when mapping from the Lagrangian configuration Ω̂f conserves mesh quality well,
but the (non-)linear solvers needed increase the effort in constructing the extension.
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5. Time dependent extensions, namely parabolic extension [467], instationary linear-
or hyperelasticity [470] increase the numerical effort due to multiple pseudo time
steps being performed per mesh update, but linear systems might be better con-
ditioned (depending on the pseudo time step size) and favourable properties of
time-dependent problems may render the extension more robust.

6. Out of the variants considered, good choices are (i) harmonic extension from Ωn
f

with Jacobian stiffening for its simplicity and surprising performance, (ii) pseudo
linear elasticity from Ωn

f with ν0 = 0.20 and ν1 = 0.1 or ν1 = 0.5, (iii) pseudo linear
elasticity from Ω̂f for it being linear and independent of past time step’s mesh de-
formation fields, (iv) pseudo hyperelasticity with ν0 = 0.49 and ν1 = 0.1 preserving
Jf ≈ 1 long, but suffering fast quality drop-off under extensive deformations and
lastly all of (i)–(iv) combined with the first pseudo time derivative, performing a
single or multiple pseudo time steps per mesh update.

With this, some first numerical examples and investigations on the PPE-based semi-
implicit split-step scheme’s behaviour are completed and we proceed with larger prob-
lems, tackling more challenging scenarios in the cardiovascular context and aeroelasticity
involving all the modelling aspects covered within this work.

The numerical experiments summarised in the following sections are selected examples
from the author’s works in [5, 6, 10–12, 512] and document the development of the
split-step framework over the past years. Naturally, certain algorithms covered in this
thesis were added over time or further developed, such that various submodules of the
software might in fact perform better than reported. Since the focus herein does not
lie on performance in the sense of throughput, i.e., DoFs/s core, but rather on coupling
iterations and maximum admissible time step while preserving temporal stability and
robustness, this fact is ignored, noting that the most recent implementation is employed
for the patient-specific case of aortic dissection presented in Sec. 8.7.

That being said, before diving deeper into the detailed test case descriptions and in-
terpretation of the results we also want to mention that most of the presented results
still inherit a certain academic character, meaning that they reflect patient-specific or
clinical cases to a certain extent, but were not derived from complete sets of medical
data. However, all presented results are in the physiological range, prescribing realistic
flow rates and pressure levels and employing realistic material parameters, and hence,
patient-specific results can be achieved, given that real medical data is available and
suitably processed.

As already mentioned at various places in this work, the implementation is based on
the finite element framework deal.II [96–99] interfacing Trilinos’ ML [111] package to
construct preconditioners via a variety of algebraic multigrid methods. Some of the
finite element meshes are constructed via Gmsh [511], in some cases taking interface
representations as input modified manually in Meshmixer [513].
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8.5 Abdominal aortic aneurysm

We present the first results in a practical application of the semi-implicit PPE-based FSI
coupling scheme to an idealised abdominal aortic aneurysm (AAA) geometry as consid-
ered in [5]. In silico studies on AAAs are conducted to investigate flow characteristics,
quantify rupture risk or compare different treatment options in clinical support [514–516].
Given this high relevance and great value for medicine, various computational models
of varying complexity ranging from benchmark-character studies all the way to patient-
specific simulations have been presented (see, e.g., [353, 370, 422, 517–521]). Herein, a
physiologically inspired setup is designed similar to [517], based on a prototypical geom-
etry with dimensions as recommended by surgeons [522, 523] with volumetric flow rates
taken from [524].

The AAA geometry is constructed from a straight cylinder undergoing a series of map-
pings to retrieve the geometry as shown in Fig. 8.38. The vessel has a length of l = 20 cm
and a lumen radius of ri = 1 cm at the inlet and outlet sections, while between, the
aneurysm expands up to ≈ 6.5 cm in lateral direction and ≈ 5.5 cm in anterior-posterior
direction. The finite element mesh consists of ≈ 1.3 × 105 hexahedra, which results in
≈ 1.0× 105 nodes.

The tissue is subdivided into medial and adventitial layers of the aorta, Ω̂s,1 and Ω̂s,2,
which have a uniform thickness of hs = 0.75 mm. For this simplistic geometry with only
a single vessel, the standard algorithm for fibre orientation using two Laplace solves is
applicable and yields satisfactory results as shown in Fig. 8.38. The mean fibre direction
can thus be computed easily depending on the parameter αc, which inclines mean fibre
directions symmetrically from the circumferential direction vector, see Sec. 6.1. Despite
the small problem size, the computational domain is distributed to 8 processors as shown
in Fig. 8.39(a).

Regarding boundary conditions, we fix the inlet and outlet faces and incorporate vis-
coelastic external tissue support with ke = 107 N/m3, ce = 105 Ns/m3 and pe = 0 Pa
chosen in a similar range as [266, 359, 360, 363]. A target volumetric flow rate is enforced
at the inlet via a periodic mean inlet velocity ūin depicted in Fig. 8.39(b), setting the
normal inlet velocity component u1 in terms of the vessel radius r as

u1 = 2ūin

(
1− r2

r2
i

)
ηt(t), with ηt(t) =

sin2
(
πt

2Tr

)
for t ≤ Tr = 0.2 s,

1 otherwise,

to match the flow rate computed from ūin with a parabolic inflow profile. At the outlet, we
employ backflow stabilisation and a Windkessel model (see Sec. 4.6) with a capacitance of
C = 1.25×10−9 m3/Pa and proximal and distal resistances of Rp = 266.66×105 Pa s/m3

and Rd = 6.8 × 108 Pa s/m3, respectively. In addition to that, GLS stabilisation is
considered to stabilise convective terms (see Sec. 4.3).

Concerning material properties, we consider physiological parameters as introduced in
Sec. 8.3 for the two-layered straight vessel; that is, fluid and structural densities of
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Ω̂s,2
Ω̂s,1

Ω̂f

(a) Fluid mesh with boundary layers and cut
solid domains resolving medial and adven-
titial tissue layers.

(b) Radial (blue) and longitudinal (yellow, ê2)
orientation vectors in cut solid domains used
to construct ê1.

Fig. 8.38: Blood flow in an idealised AAA: lumen mesh and cut tissue layers (a) and radial
(blue) and longitudinal (yellow, ê2) orientation vectors in cut tissue layers (b).
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Fig. 8.39: Blood flow in an idealised AAA: mesh distributed to 8 processors (a) and flow
data (b) [517, 522, 523].
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ρf = 1060 kg/m3 and ρs = 1200 kg/m3, respectively, either a Newtonian fluid with
viscosity µf = 3.5 mPa s or a Carreau fluid with η0 = 56 mPa s, η∞ = 3.45 mPa s,
λf = 3.313 s and b = 0.3568 [508], and the tissue is modeled as a St. Venant–Kirchhoff
or linear elastic solid (Es = 300 kPa, νs = 0.3) or as a layered neo-Hookean solid with
νs = 0.499 and shear rates µs,1 = 62.1 kPa and µs,2 = 21.6 kPa, respectively. Optionally,
fibre reinforcement is taken into account applying the HGO model with k1 = 1.4 kPa,
k2 = 22.1 and κc,1 = 0.12, αc,1 = 27.47◦ and κc,2 = 0.25, αc,2 = 52.88◦ [338, 509]. As this
numerical example is taken from [5], prestress is not accounted for at this point. This
is a quite drastic simplification, since the stress state in the tissue greatly depends on
considering the prestress S0 present at the time of image acquisition. Nonetheless, we
neglect this prestress and interpret the geometry as shown in Fig. 8.38 as a “deflated”
geometry, resulting from a prestress algorithm recovering an appropriate initial zero
stress state yielding the current domain under diastolic flow conditions [355, 372, 525].
The time interval considered ranges from t = 0 to t = 3 s, such that a total of three
cardiac cycles are computed using a uniform time step ∆t = 1 ms in the fully second-order
accurate scheme, i.e., BDF2 and linear extrapolation for all involved fields, including the
fluid velocity (mu = 2). The CH−α timestepping scheme with ρ∞ = 0 is used to
suppress pressure fluctuations stemming from the Windkessel model (for a discussion
on this topic, see, e.g., the excellent work by Grinberg and Karniadakis [272]). Aitken’s
acceleration is adopted with an initial ω0 = 0.001, coupling the PPE and solid momentum
subproblems in a semi-implicit fashion with a Dirichlet–Neumann scheme (SIDN) to
reach εdabs = εpabs = 10−6 or εdrel = εprel = 5×10−4 in Eqns. (7.63) and (7.65). If a nonlinear
constitutive law for the structure is selected, Newton’s method is executed using absolute
and relative convergence criteria εnl

abs = 10−10 and εnl
rel = 10−4 in (5.70).

Now, inspecting the solution’s final third cycle at late diastole (t = 2.2 s), mid systole at
t = 2.4 s and early diastole (t = 2.6 s), one observes strong recirculatory flow in the AAA,
triggered by the rapid reduction of the inflow rate. Fig 8.40 shows selected streamlines
with ||uf || indicating areas of large velocity gradients and resulting large shear rates,
ultimately leading to strong gradients in the viscosity field. As a consequence, the
viscosity field spans the whole admissible range at almost any point in time. The fluid
pressure is rather uniform in space, but is subject to large variations in time due to the
Windkessel model. This pressure difference dominates the tissue’s deformation rather
than the velocity acting on the vessel. Depicting the displacement and pressure at the
reference apex point at x̂ = (0.1, 0.039, 0)T in Fig. 8.41, it is obvious that a periodic
state is not yet reached within three cardiac cycles using these settings. To a large
extent, this is caused by the viscoelastic tissue support and the Windkessel model with
C = 1.25× 10−9 m3/Pa and pd = p0

c = 0 Pa, only gradually increasing the pressure level
in the AAA from zero initial pressure. The deliberately chosen low proximal resistance
value of Rp = 266.66 × 105 Pa s/m3 yields rather small fluctuations in the pressure
amplitude over a pulse cycle and is used here to showcase a scenario with a fully second-
order accurate scheme. Choosing larger Rp (to give physiological pressure fluctuations),
the scheme becomes increasingly unstable as elaborated in Sec. 8.3, which is for the most
part caused by the Windkessel model amplifying pressure fluctuations [272].
This numerical test from [5], shows, that the fully second-order accurate semi-implicit
Dirichlet–Neumann (SIDN) scheme can indeed be used in the cardiovascular context.
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Doing so, temporal stability is limited, such that (i) adaptive timestepping is found un-
stable for reasonable target CFL numbers and (ii) Windkessel models with increased
capacitance and lowered resistance have to be used to recover a stable scheme. Both
of these restrictions are lifted in the following examples in Secs. 8.6 and 8.7, combining
Robin interface conditions with IQN-ILS acceleration and considering a first-order ac-
curate linearisation u?f ≈ unf (mu = 1). Nonetheless, we stick to the current choice for
the sake of presentation, highlighting the improvements achieveable when incorporating
such techniques in the following examples.

Judging from the displacement and pressure in the reference point depicted in Fig. 8.41,
we may argue that applying more advanced constitutive models does not alter the solu-
tion much due to small strains present. A difference in the system’s response is only seen
between nearly incompressible and compressible variants, which is also in parts caused by
the different tissue parameters. Regarding differences between Newtonian and Carreau
models, Fig. 8.41 does not yield any insights, since relevant quantities with respect to
haemodynamics are, e.g., the time-averaged shear rate and time-averaged shear stress.
To investigate effects on these quantities, we further define the time average f̄(x) of
f(x, t) over a period Tp by

f̄ = 1/Tp

∫ (i+1)Tp

i Tp
f(At(x̂, t), t) dt, (8.4)

to be considered in the third cycle, i.e., i = Tp = 1, directly yielding the time-averaged
shear rate ¯̇γ from γ̇ :=

√
1/2∇su : ∇su introduced in Eqn. (2.7). Similarly treating the

shear stress τ on Σt, defined as [17]

τ := σfnf − [(σfnf ) · nf ]nf , (8.5)

results in a time-averaged wall shear stress τ̄ . These haemodynamic indicators are
computed for the final period, and as can be seen from Fig. 8.42, a striking difference
is observed, which is a first hint towards the importance of rheological modelling in
haemodynamics. Herein, however, focus lies on the coupling scheme rather than phe-
nomenological investigations, only showcasing these results to underline the versatility
and applicability of the framework.

Now, let us focus on the SIDN coupling scheme’s performance and the subproblem
solvers. Throughout the entire simulation, less than 30 coupling steps are needed to drive
the residual down to εdabs = εpabs = 10−6 or εdrel = εprel = 5 × 10−4 with standard Aitken’s
relaxation as shown in Fig. 8.43. A dependence on the flow field and tissue deformation
is observed. Interestingly, the accumulated FSI iteration counts in Fig. 8.43 show the
less stiff NH and HGO models resulting in fewer FSI iterations, whereas the stiffer E
and SVK models lead to slightly higher pressure levels and thereby to increased pressure
fluctuations given the Windkessel outlet. For comparison, Fig. 8.43(b) also contains
accumulated iteration counts for a fully implicit Dirichlet–Neumann (IDN) scheme and a
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(a) ds and uf at t = 2.2 s. (b) ds and µf at t = 2.2 s.

(c) ds and uf at t = 2.4 s. (d) ds and µf at t = 2.4 s.

(e) ds and uf at t = 2.6 s. (f) ds and µf at t = 2.6 s.

Fig. 8.40: Blood flow in an idealised AAA: solution at t = 2.2, 2.4, 2.6 s using a Carreau fluid
and HGO solid (deformation scaled by 5). Solid displacement ds and fluid velocity
streamlines (left) and viscosity µf in selected slices (right).
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(b) ||pf || in the apex point.

Fig. 8.41: Blood flow in an idealised AAA: displacement and pressure in the reference point
using linear elasticity (E), neo-Hookean (NH) or Holzapfel–Gasser–Ogden (HGO)
solids and Newtonian (N) or Carreau (C) fluids. The periodic state is not yet
reached due to the Windkessel model, and nonlinear effects are small due to small
strains.

geometry explicit Dirichlet–Neumann (GEDN) approach, treating only the mesh update
step explicitly. Here, only a decrease of up to 31% in the total count of FSI coupling
steps is observed when using the semi-implicit variant with Aitken’s acceleration.
Conservatively applying an AMG-preconditioned [111] FGMRES solver with Chebyshev
smoother leads to ≈ 3 iterations per time step to reduce the residual by 108 in the fluid’s
momentum balance step given the small time steps as Fig. 8.44 shows. For the mesh
motion equation, i.e., simple harmonic extension with Jacobian stiffening and mesh-
dependent diffusion coefficient, an AMG-preconditioned CG solver is applied to yield a
similar residual reduction within ≈ 15 iterations, while the viscosity projection’s mass
matrix is lumped and inverted by vector operations only. The Leray projection step’s CG
solver, executed only once per time step, converges within approximately 35 iterations,
very much similar to the PPE step’s linear solver given the similarity of the problems.
For the overall computing time, the implicitly treated steps, i.e., the PPE and solid
momentum balance steps are particularly relevant. The good performance of the AMG
preconditioners by Trilinos’ ML package is crucial here, leading to nicely bounded iter-
ation counts in the structure’s CG or FGMRES solves and the PPE’s CG solve as can
be seen from Fig. 8.45.
Slight dependencies on the flow field/pressure/displacement are seen, owing to varying
right-hand sides and initial guesses. As for the Newton solver, convergence is reached
for all time steps within 3 iterations, again caused by small time steps and high-quality
initial guesses. Comparing constitutive models, we see little difference using Carreau or
Newtonian fluids, whereas the solid constitutive model influences the iteration count in
the linear system solve quite drastically. Complex contributions to the linear systems
and near-incompressibility render neo-Hookean and HGO models harder to solve.
In summary, all subproblem’s linear systems are solved within a satisfactory number
of iterations using algebraic multigrid methods provided by Trilinos’ ML package [111],
since all systems resulting from the partitioned PPE-based split-step scheme are eas-
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(a) τ̄ on the fluid–structure interface Σt. (b) ¯̇γ in cut fluid domain Ωtf .

Fig. 8.42: Time-averaged shear stress τ̄ and shear rate ¯̇γ in anterior-posterior view, inlet on
the right: symmetric solutions show vast differences using Newtonian (top row) and
Carreau (bottom row) models.
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(a) Coupling steps per time step.
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(b) Accumulated coupling steps.

Fig. 8.43: FSI coupling steps per time step (left) and accumulated (right) employing
semi-implicit (SIDN), implicit (IDN) or geometry explicit (GEDN) Dirichlet–
Neumann schemes and linear elasticity (E), neo-Hookean (NH) or Holzapfel–
Gasser–Ogden (HGO) material models and Newtonian (N) or Carreau (C) fluids.
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(b) CG steps for mesh update.

Fig. 8.44: Iterations needed in the fluid momentum balance (left) and mesh motion (right) em-
ploying linear elasticity (E), neo-Hookean (NH) or Holzapfel–Gasser–Ogden (HGO)
solids and Newtonian (N) or Carreau (C) fluids in the SIDN scheme.
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(a) CG iterations in PPE step.
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Fig. 8.45: Iteration counts in the PPE (left) and solid momentum balance (right) solvers using
linear elasticity (E), neo-Hookean (NH) or Holzapfel–Gasser–Ogden (HGO) solids,
Newtonian (N) or Carreau (C) fluids in the SIDN scheme.
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Tab. 8.5: Absolute (relative) computing times using linear elasticity (E), neo-Hookean (NH) or
Holzapfel–Gasser–Ogden (HGO) solid models, Newtonian (N) or Carreau (C) fluids
and semi-implicit (SIDN), implicit (IDN) or geometry explicit (GEDN) Dirichlet–
Neumann coupling schemes.

computing time FSI steps time/FSI step

E, N (SIDN) 5.53× 105 s (100.0%) 21046 (121.0%) 26.3 s (100.0%)
E, C (SIDN) 5.57× 105 s (100.1%) 21118 (121.4%) 26.4 s (100.4%)

NH, C (SIDN) 9.22× 105 s (166.7%) 17395 (100.0%) 53.0 s (201.5%)
HGO, C (SIDN) 1.09× 106 s (196.4%) 17846 (102.6%) 56.5 s (214.8%)

E, N (GEDN) 1.07× 106 s (193.5%) 27532 (158.3%) 38.9 s (147.9%)
E, N (IDN) 1.41× 106 s (255.0%) 27045 (155.5%) 52.3 s (198.9%)

Tab. 8.6: Relative timings in % per time step for computationally relevant steps in the SIDN
scheme indicated by the unknown solved for. Contributions split into (assem-
bly+AMG setup+linear solve) for PPE and solid momentum step using linear elas-
ticity (E), neo-Hookean (NH) or Holzapfel–Gasser–Ogden (HGO) material models
and Newtonian (N) or Carreau (C) fluids.

df uf ψ ζ pf ds

E, N 6.0 8.0 4.8 2.6 (6.4+4.2+19.7) (20.3+4.9+16.2)
E, C 5.9 8.0 4.9 2.6 (6.3+4.2+19.5) (20.2+4.9+16.2)

NH, C 2.3 2.2 3.3 0.8 (1.6+2.6+14.5) (29.5+5.1+35.7)
HGO, C 1.6 1.7 2.2 0.6 (1.3+1.9+10.4) (47.6+3.7+26.9)

ily categorised into common classes frequently encountered in science and engineering.
Lastly, let us give absolute and relative computing times per time step for the different
constitutive models in Tab. 8.5. As noted before, stiffer material parameters used for the
E and SVK simulation lead to increased pressure levels and an increased number of cou-
pling steps needed as compared to the nearly incompressible hyperelastic models. The
viscosity projection step is negligible in terms of numerical effort, and the constitutive
models make up for large parts of the computing time per time step due to increased com-
plexity in the element integration using nonlinear models and iteration counts ≈ 2.5×
higher than linear elasticity, see, again Fig. 8.45. As expected, the semi-implicit scheme
outperforms the GEDN and IDN variants by a factor of ≈ 2 or more. Using the GEDN
scheme, the number of coupling steps even increases slightly compared to the fully im-
plicit scheme, but the individual coupling iterations being cheaper to execute, the overall
computing time of the IDN scheme is reduced by ≈ 32%.

To conclude the analysis of computing times in the semi-implicit scheme, we list timings
for the relevant steps in Tab. 8.6. Naturally, the implicitly coupled and hence most often
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executed steps in the scheme contribute most to the time spent. This comparison shows,
how little effort the explicitly treated steps require, since the mesh update step (df ),
the fluid’s momentum balance (uf ), Leray projection (ψ) and viscosity projection are
only executed once per time step. The lumped viscosity projection step is even omitted
from Tab. 8.6, since it amounts for less than 0.5% of the computing time per time step.
Ignoring the fact that the pressure boundary projection step (ζ) is only needed once per
time step and repeatedly executing it prior to each PPE step, we see that it still does not
contribute substantially to the overall computing time, even though the mass matrices
for the boundary projection are assembled and solved without any simplifications. The
central parts of the SIDN scheme are naturally the PPE (pf ) and structure’s momen-
tum balance (ds) steps, responsible for the largest share of execution time. Thanks to
the great performance of the algebraic multigrid methods, iteration counts are nicely
bounded and parallel scalability given large enough problems can be expected. Herein,
however, corresponding tests regarding scalability are not considered.

8.6 Iliac bifurcation

In this second practical application of the split-step scheme in the cardiovascular set-
ting, we consider blood flowing through an iliac bifurcation, driven by flow data in the
physiological range. This scenario is the first one considering the bulk of techniques
introduced in Chs. 3–7. We consider incompressible flow of a Carreau fluid, GLS and
backflow stabilisations, multiple Windkessel outlets and a flow-rate-equivalent, mapped
inflow profile on the fluid side. On the solid side, we combine a prestressed reference
configuration based on diastolic flow conditions, a nearly incompressible, hyperelastic
and fibre-reinforced tissue model with proper material orientation, viscoelastic support
and fixed inlet and outlets. The semi-implicit Dirichlet–Robin variant with IQN-ILS
acceleration is employed, being the most robust and fastest coupling method identified
in Sec. 8.3 and further numerical tests not included for brevity.
As a starting point for the volumetric grid generation, an interface representation is
reconstructed from computed tomography images, which is provided by [526–528]. This
geometry of length ≈ 11 cm has a mean inlet radius of rM ≈ 7.1 mm, while the two
outlets have mean radii of ≈ 7.8 and 8.6 mm. The fluid–structure interface is uniformly
extended by 1 mm in unit normal direction with Meshmixer [513], yielding the tissue
layer enclosing the lumen. Then, inlet and outlet sections are closed and volumetric
mesh generation is carried out with Gmsh [511], resulting in the grid depicted in Fig. 8.46.
Spatial discretisation leads to ≈ 585× 103 tetrahedra with ≈ 108× 103 nodes, such that
employing the PPE-based split-step scheme yields ≈ 1.19 × 106 degrees of freedom in
total. Here, we use only simplicial finite elements to construct ansatz spaces for the
involved unknowns ds, uf , df , pf and the projection variable ψ. For later reference, a
point on the fluid–structure interface at the bifurcation site is marked in Fig. 8.46, since
we compare the solution in this point using various parameter combinations.
Constructing the material orientation in this geometry combining the longitudinal direc-
tion obtained from solving a Laplace equation and the extrapolated and conditionally-
averaged interface normal as detailed in Sec. 6.1 with the proposed standard parameters
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Fig. 8.46: Iliac bifurcation: cut tissue layer (grey) enclosing the fluid domain (red) and refer-
ence point (◦) on the fluid–structure interface (top). Material orientations e1 (blue)
in circumferential direction and e2 (yellow) in longitudinal direction (bottom).

hl,i = 100, i = 1, 2, αtol = 120◦ and Navg = 5 yields satisfactory material orientation
vector fields as depicted in Fig. 8.46.
Material parameters are set in the physiological range, taking ρf = 1060 kg/m3 and
ρs = 1200 kg/m3 for the fluid and solid densities and a Carreau fluid (κf = 1, a = 2)
with η0 = 56 mPa s, η∞ = 3.45 mPa s, λf = 3.313 s and b = 0.3568 [508]. The tissue
model is of HGO-type [335] with parameters taken from the literature [338, 509]. Here,
a single layer is accounted for, neglecting intima and adventitia to reduce complexity
in the mesh construction step. Regarding the structure’s material parameters we use
νs = 0.499, µs = 62.1 kPa, κb = 2µs(1 + νs)/(3− 6νs) ≈ 3.1 MPa with fiber parameters
chosen as k1 = 1.4 kPa, k2 = 22.1 and κc = 0.12 and αc = 27.47◦.
The boundary conditions are set as follows. The tissue and lumen are fixed at the
inlet and outlets and viscoelastic support with ke = 107 N/m3 and ce = 105 Ns/m3 is
considered. A parabolic inflow profile is mapped onto the non-circular inlet as laid out
in Sec. 4.4 to match volumetric flow rates given by Mills et al. [524]. The scaling has
to be computed each time the inlet position changes, that is, only once per simulation
when employing a fixed inlet as in the present case. From an initial quiescent state
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Fig. 8.47: Physiological inlet velocity scale ūin and pressure p̄f [524] and computed pressure
pf in the reference point marked in Fig. 8.46.

uf = 0 at t = 0, a smooth ramping (8.3) to Tr = 0.5 s is used. The outlet pressures are
determined via Windkessel models with Ci = 1.5× 10−8 m3/Pa, Rp,i = 2× 108 Pa s/m3,
Rd,i = 109 Pa s/m3, pp,i|t=0 = 0 Pa and pd,i = 7 kPa for both outlets i = 1, 2, such that
pressures in the physiological range [524] are obtained.
In total, six cardiac cycles are computed, and the chosen parameters lead to the pres-
sure in the reference point marked in Fig. 8.46 matching the reference pressure from
literature [524], denoted as p̄f , after completion of the prestress phase. A comparison is
shown in Fig. 8.47, which additionally contains the temporal scaling of the inlet profile
ūin. Naturally, a better fit might be achieved fine-tuning the Windkessel parameters or
employing more elaborate models (e.g., [272]), but since this numerical example does
not consider patient-specific data, the remaining discrepancy is neglected. Note also
that employing Windkessel models might not yield smaller discrepancies at all, given
the model’s restrictions and limited tuning possibilities.
Prestress in the tissue present at time of image acquisition is accounted for by a precursor
flow simulation up to t = 2.5 s, where the diastolic phase of the isolated, periodic flow
solution is reached. As detailed in Sec. 6.4, the diastolic fluid load on the tissue is kept
fixed and the pseudo timestepping and continuation method is started with ∆t0 = 1 ms,
scaling ρs, ce and ηc over 100 increments. A quasi-static solution with tolerances of
εd0

abs = 10−20, εd0
rel = 10−10 and εd̈0

rel = 10−3 is reached.
The vector field d0 entering the structure’s momentum balance equation via a constant
contribution S0 (d0) is shown in Fig. 8.48. The vector field d0 resembles simple “in-
flation” caused mainly by the diastolic pressure. Note, however, that this vector field
d0 is not to be understood as the initial condition for ds, d0

s, at the start of the FSI
simulation. In this sense, Fig. 8.48 merely shows the vector field d0 yielding S0 (d0)
solving −∇̂ · S0 = 0 in Ω̂s (for details see Sec. 6.4), while the structure’s displacement,
velocity and acceleration are initialised as d0

s = ḋ
0
s = d̈

0
s = 0.

Let us also note here that the prestress-incorporating d0 is constructed at t = 2.5 s,
which lies in the very beginning of the diastolic phase. This time is deliberately chosen to
highlight the robustness of the scheme given higher pressure levels. Due to the prestress
algorithm (see Sec. 6.4), the fluid load from a pure flow simulation is counteracted by
d0. However, as can be seen from Figs. 8.47 and 8.50, accounting for FSI leads to a
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Fig. 8.48: Vector field d0 counteracting diastolic fluid loads via S0 (d0) generated at t = 2.5 s.

vastly different pressure wave, such that incorporating prestress does not lead to zero
displacements at any point in the cardiac cycle as one might expect. This effect is
amplified by (i) the flow field never returning to the precursor pure fluid simulation due
to the deformation of the computational domain and (ii) the adopted method by Hsu and
Bazilevs [318] greatly simplifying incorporation of non-infinitesimal d0 by performing an
additive split P ← F (S + S0) to counteract the prestress load. That being said, we
additionally want to emphasise that the present choice of prestress algorithm can be
exchanged easily, not adapting any of the remaining steps within the partitioned FSI
algorithm and only serves as one out of many possible options.
As the FSI simulation is started from t = 2.5 s with nonzero pressure, fluctuations are
seen in the reference point’s pressure shown in Fig. 8.47 for a short period of time.
Thus, the time instant of allowing for structural displacements is a critical one, since
small variations of the overall volume can lead to drastic pressure changes due to the
Windkessel outlets. Here, the IQN-ILS scheme and even more so high Robin parameters
ηRs robustify the coupling scheme. Judging from Fig. 8.47, the periodic state might be
reached after a single FSI cycle, but nonetheless, solution snapshots presented in Fig. 8.49
consider the solution in the sixth cardiac cycle at t = 5.31 and 5.49 s. At these distinct
points, either the inlet velocity or the pressure and displacement are maximal. Owing to
the rapid reduction of inflow and the slightly curved geometry, strong recirculations are
observed, resulting in large velocity gradients and hence large differences in the apparent
viscosity. Despite the fact that studying such a scenario in detail might be of high
interest, we herein focus on the numerical performance of the coupling schemes.
In analogy to previous investigations, the second-order accurate scheme is found rather
unstable, especially when accounting for Windkessel outlets and adaptive timestepping.
Therefore, a trivial “extrapolation” of the velocity u?f = unf (mu = 1) is considered. Let
us note here, that this effect is again much less relevant for uniform time steps or when
enforcing constant tractions at the outlets—which we, however, do not aim for. Instead,
we start from ∆t0 = 1 ms, and select the time step size according to the CFL condition,
ensure ∆t ≤ 5 ms and allow for a maximum growth of 5% per time step. Varying the
Robin parameter via αR in ηRs = αRρf/∆tn, the solutions obtained via Dirichlet–Robin
coupling clearly converge despite keeping ηRs > 0 for increased stability. As Fig. 8.50
indicates, setting CFLmax = 0.6 and computing the solution for αR = 10 and αR = 1
already agree quite well in amplitude and phase of the pressure and displacement in the
reference point. Reducing the Robin parameter further by choosing αR = 0.1, oscillations
in the pressure increase, leading to a less stable scheme. Naturally, decreasing the time
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Fig. 8.49: Iliac bifurcation: fluid velocity vectors and structural displacement in the deformed
fluid and cut solid domains. Instants of maximum inlet velocity (t = 5.31 s, top)
and maximum displacement and pressure (5.49 s, bottom) in the last cardiac cycle.
Rapidly decreasing inflow causes a flow redirection.
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Fig. 8.50: Iliac bifurcation: structural displacement ds (top) and fluid pressure pf (bottom)
in the reference point. Overall view including the prestress phase from t = 0 to
t = 2.5 s (left) and zoom-in on t = 5.35 to 5.55 s (right).

step size and keeping the Robin parameter scale in the same range by an identical
CFLmax to αR ratio, we obtain a stable solution, which parallels the observations in
Sec. 8.3 on the pulsatile flow through a straight vessel. In comparison to that, the IQN-
ILS-accelerated SIDN scheme cannot be used for the full duration of the simulation, and
is frequently found diverging especially in the initial moments after the prestress phase
when employing Windkessel models and adaptive timestepping.

For the sake of completeness, a fully first-order accurate scheme (“BDF1”) is included
in Fig. 8.50 as well. This scheme delivers similar results to the former presented second-
order scheme with mu = 1. Strictly speaking, both schemes are first-order accurate in
time due to the low-order linearisation of the fluid velocity.

Inspecting now the pressure Poisson solves per time step over the course of the entire
simulation, an increase from 1 initially in the precursor flow simulation to ≈ 3 per time
step at t = 2.5 s is seen. Fig. 8.51 shows the mean number of coupling iterations over
time t for the six computed cardiac cycles. Naturally, the targeted CFLmax and resulting
number of time steps influence the amount of accumulated PPE solves. Decreasing
CFLmax while keeping the Robin parameter ηRs the same leads to fluctuating ∆tn, which
might suggest that further tuning the time step selection would be beneficial or that the
added-mass effect’s influence is already increased noticeably. Given these fluctuations,
the first-order initial guess might in fact be preferred over the chosen second-order initial
guess. It is thus not surprising that ∆t → 0 leads to a slight increase in coupling
iterations in this scenario as well.
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Fig. 8.51: Blood flow through an iliac bifurcation: accumulated pressure Poisson solves (left)
and time step size (right). At t0 = 2.5 s the prestress is calculated based on a pure
CFD simulation, after which the fluid–structure coupling is accounted for.

Tab. 8.7: Iliac bifurcation: absolute (relative) time step number Nt and coupling iterations
NFSI in the FSI phase with different targeted CFLmax and scaling parameters αR
using mu = 1, i.e., u?f = unf .

BDFm CFLmax αR αR/CFLmax Nt NFSI NFSI/Nt

2 0.60 10.0 16.67 5445 (1.02) 15442 (1.05) 2.84 (1.03)
2 0.60 1.0 1.67 5356 (1.00) 14679 (1.00) 2.74 (1.00)
2 0.60 1.0 0.167 6985 (1.30) 28290 (1.93) 4.05 (1.48)
2 0.15 0.025 0.167 22143 (4.13) 68469 (4.66) 3.09 (1.13)
1 0.50 0.5 1.00 10703 (2.00) 32206 (2.19) 3.00 (1.10)

From the presented cases, CFLmax = 0.6 yields the lowest overall number of time steps
and coupling iterations as listed in Tab. 8.7. As turns out, this solution with αR = 1 is
faster compared to αR = 10, while delivering results very much similar to the reference
solution computed with αR = 0.025 and CFLmax = 0.15. The linear solvers of each of
the subproblems converge nicely as in the previous Sec. 8.5 and are omitted here for
brevity. A change in the convergence criteria of the linear solvers, the tolerance used
in Newton’s method, or the parameters for the adaptive time step selection might alter
results obtained here, but a large potential for performance gains is evident. Additionally,
the Robin coupling scheme is found much more robust when accounting for prestress in
the reference geometry following the strategy in Sec. 6.4.

8.7 Aortic dissection

In this final numerical example in the cardiovascular context, simulations of aortic dis-
section (AD) based on patient-specific data provided by Bäumler et al. [266] are carried
out. This cardiovascular disease motivated some specific innovations by the authors and
is thus presented in various occasions within this work, but summarised here again for
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the convenience of the reader. AD is characterised by delamination and rupture of the
aortic wall, such that blood can penetrate the dissected vessel layers and thereby creates
the so-called false lumen. Acute cases of AD often demand immediate surgical inter-
vention, whereas chronic AD demands continuous surveillance and long-term medical
treatment. We refer to [356, 357] for a rigorous discussion on diagnosis, pathology and
treatment options of AD and focus on the computational modelling instead. Further, we
neglect rupture processes to reduce complexity, acknowledging their importance for the
initiation and progression of aortic dissection [9, 332]. In chronic cases of AD, capturing
the dissection flap’s motion, flow splits between outlets and stresses in the tissue are of
interest [10–12, 266]. Digital twinning and virtual surgery or in-silico studies regard-
ing suitable long-term medical treatment are possible future applications of a software
framework capable of reproducing in-vivo measurements. The aim within this work is
to demonstrate applicability of the PPE-based split-step framework adopting patient-
specific data and parameters in the physiological range wherever available. Therefore,
we present here some first tests being part of ongoing investigations on a Stanford Type
B AD case of a 52-year old male.
Medical images were processed by Bäumler et al. [266], based on which the spatial
discretisation shown in Fig. 8.52 is constructed by extending the interface normal in two
steps by 0.8 mm and 1.2 mm with Meshmixer [513], sweeping the medial and adventitial
tissue layers of uniform thickness, depicted in Fig. 8.52 using red and peach colour tones,
respectively. Towards the vessel’s centerline, a similar approach leads to a boundary layer
in the fluid mesh, shown in grey in Fig. 8.52, to better capture large gradients in the fluid
velocity field. The dissection flap, shown in light blue in Fig. 8.52, is detected by simply
marking the structure’s elements on the exterior and subtracting them from the element
set followed by subtraction of the first 5 layers of elements touching the previously
subtracted layer. A close-up of the finite element mesh respecting tissue layers and the
dissection flap is given in Fig. 8.53, where different colours indicate these element sets.
Overall, a finite element mesh with ≈ 2.42×106 tetrahedra and 4.35×105 nodes results,
leading to ≈ 3.27× 106 nodal DoFs in the PPE-based split-step scheme, which might be
considered the lower limit in this complex topology using a conforming boundary layer
tetrahedral mesh and rather coarse meshing via Gmsh [511] of the remaining bulk fluid
and solid volumes.
As can be seen from Fig. 8.52, the proximal intimal tear—the point of layer separation
closest to the heart—is located at the left subclavian artery in the ascending arch and
extends all the way down to the iliac arteries. There, re-entry tears connect true and
false lumina, such that merely the left subclavian artery is supplied by both lumina as
can be seen from Figs. 8.52 and 8.53. The remaining branch vessels are supplied by the
true lumen only, but large parts of the aorta are dissected with a false lumen and hence
the thin dissection flap originating at the aortic arch and ending at the lower end of the
considered geometry posterior to the iliac bifurcation.
Zooming in on the arch region now, Fig. 8.53 depicts the spatial discretisation including
all tissue layers and the lumen in Fig. 8.53(a), where cutting parts of the media and
adventitia from the model reveals the conforming fluid mesh (grey) underneath as shown
in Fig. 8.53(b). Omitting the fluid from Fig. 8.53(b), the dissection flap coloured in light
blue is visible in Fig. 8.53(c). In the arch, the lumen positioned anterior (bigger lumen
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(a) (b) (c) (d) (e)

Fig. 8.52: Geometric discretisation of the aortic dissection case: partitioned finite element
mesh (a) composed of adventitia (b) and media (c) tissue layers, dissection flap (d)
separating the true and false lumina and fluid mesh (e).

in the front) corresponds to the false lumen, whereas the posterior lumen (smaller lumen
in the back) under close inspection turns out to be the true lumen, which is mostly
occupied by the dissection flap in this anterior-posterior view.

The orientation algorithm with standard settings (αtol = 120◦, hl,i = 100 and Navg = 5)
leads to a satisfactory material orientation, following the tissue’s longitudinal and cir-
cumferential directions as can be seen in Fig. 8.54. In this scenario involving a tissue
layer wetted from both sides, the algorithm laid out in Sec. 6.1 performs significantly bet-
ter than a standard approach involving the consecutive solution of two artificial Laplace
problems as demonstrated in Sec. 6.1.

The physiological flow rate as measured in-vivo via 4D flow MRI [266] is prescribed at the
aortic root by (i) mapping a quadratic velocity profile defined over a circular inlet onto
the present non-circular inlet employing the technique described in Sec. 4.4, yielding the
spatial scale and (ii) temporal scaling to achieve a mean inlet velocity ūin, both depicted
in Fig. 8.55, such that the inlet profile is given by

uin(x, t) = −nf ηr(t) ūin(t) Qcirc(t)
Q̃in(t)

ũin(r̃(x, t)). (8.6)

The inlet Γtin,f has an area of |Γtin,f | ≈ 5.84 cm2, such that with the temporal scale
ūin(t), a maximum volumetric flow rate of Qmax ≈ 481.6 cm3/s, which is equivalent to
28.9 l/min, results from enforcing the rescaled uin(x, t). The negative normal vector
−nf enforces inflow normal to Γtin,f and ηr is a smooth ramp from t = 0 to t = Tr = Tp/2
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(a) (b) (c) (d)

Fig. 8.53: Finite element discretisation of the dissected aortic arch: adventitia (red), media
(peach) and flap (light blue) regions of the tissue and lumen (grey). Complete
mesh (a), cut aortic arch revealing lumen mesh (b) and cut aortic arch showing
tissue elements only (c), all in anterior-posterior view, and reference point A (◦) on
the true lumen side of the dissection flap in posterior-anterior view (d).

(a) e1 via n̂|Σ̂ (b) e2 via φl

Fig. 8.54: Material orientation in the aortic arch region: circumferential directions e1 com-
puted from extrapolated, conditionally-averaged interface normal n̂|Σ̂ (a) and lon-
gitudinal direction e2 computed from a Laplace equation in φl (b).
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Fig. 8.55: Ascending aortic arch with media (peach) and adventitia (red) tissue layers and
spatial velocity scale (left, high values in red) and mean temporal velocity scale
(right) on the inlet Γtin,f , where |Γtin,f | ≈ 5.84 cm2, such that Qmax ≈ 481.6 cm3/s
equivalent to 28.9 l/min.

with Tp = 0.78 s, given as

ηr(t) =

sin2
(
πt

2Tr

)
for t ≤ Tr = Tp/2 = 0.39 s,

1 otherwise.
(8.7)

Tuning the Windkessel parameters to recover measured flow rates and realistic pressure
levels at each of the outlets is a time-consuming, tedious process. In fact, tuning the
parameters by hand in the present scenario with a total number of 12 Windkessel outlets,
an error inevitably remains. Within this work, we fit the parameters of each Windkessel
outlet to in-silico flow rates provided by Bäumler et al. [266] in a one-by-one manner,
simply ignoring the necessary coupling. Thus, the Windkessel parameters provided in
Tab. 8.8 suffice for a first numerical tests, but a more rigorous data fitting is necessary.
However, given that realistic pressure levels and flow rates are obtained, we can still
argue that general applicability of the scheme can be shown and statements regarding
the scheme’s performance translate to a setting with “perfect” parameter fit. Regarding
the remaining boundary conditions, we fix the inlet and outlet faces and incorporate
viscoelastic support with ke = 107 N/m3, ce = 105 Ns/m3 and pe = 0 Pa chosen in a
similar range as [266, 359, 360, 363].

Concerning material properties, we consider physiological parameters as introduced in
Sec. 8.3 for the two-layered straight vessel; that is, fluid and structural densities of
ρf = 1060 kg/m3 and ρs = 1200 kg/m3, respectively, and a Carreau fluid with viscosity
limits η0 = 39.13 mPa s and η∞ = 5.13 mPa s and fitting parameters λf = 0.9003 s,
b = 0.3224 provided by Ranftl et al. [18], which corresponds to 60% haematocrit. The tis-
sue is modeled as a layered HGO solid with νs ≈ 0.499 and shear rates µs,1 = 120.0 kPa,
µs,2 = 62.1 kPa, and µs,3 = 21.6 kPa for the dissection flap (1), media (2) and adven-
titia (3). Fiber reinforcement is taken into account with k1 = 1.4 kPa, k2 = 22.1 and
κc,1 = κc,2 = 0.12, αc,1 = αc,2 = 27.47◦ and κc,3 = 0.25, αc,3 = 52.88◦ [338, 509], with
identical parameters for the dissection flap (1) and medial layer (2). The dissection flap’s
stiffness is increased to prevent excessive motion, which otherwise leads to contact of the
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Tab. 8.8: Relative flow rates and Windkessel parameters per outlet approximating flow and
pressure data from [266] (a.=artery, l.=left, r.=right, ext.=external, int.=internal,
true and false refer to true and false lumen outlets).

flow fraction Ci Rp,i Rd,i

% 10−10 m3/Pa 108 Pa s/m3 107 Pa s/m3

Brachiocephalic trunk 20.2 14.43 4.16 3.74
L. common carotid a. 5.8 4.12 14.48 13.03
L. subclavian a. (true) 7.6 5.40 11.05 9.95
L. subclavian a. (false) 5.9 4.19 14.24 12.81

celiac trunk 12.6 8.95 6.67 6.00
Superior mesenteric a. 4.1 2.91 20.49 18.44

R. renal a. 7.2 5.11 11.67 10.50
L. renal a. 8.4 5.96 10.00 9.00

R. ext. iliac a. 10.9 7.74 7.71 6.94
R. int. iliac a. 4.5 3.20 18.67 16.80
L. int. iliac a. 9.0 2.63 22.70 20.43
L. ext. iliac a. 3.7 6.39 9.33 8.40

dissection flap and the media and non-invertibility of the ALE map, i.e., breakdown of
the algorithm.

The time interval considered ranges from t = 0 to t = 3.9 s, such that a total of
five cardiac cycles are computed using adaptive timestepping with initial step length of
∆t0 = 1 ms and different CFL numbers targeted. The BDF2 and CH-α (ρ∞ = 0) schemes
are combined with linear extrapolation of all involved fields but the fluid velocity, which
is considered with first-order accurate mu = 1 (u?f = unf ) to enhance temporal stability
in case of adaptive timestepping and Windkessel models applied. Doing so, excessive
pressure fluctuations are suppressed.

Convergence criteria are set to εpabs = εdabs = 10−7 and εprel = εdrel = 10−3, while we
focus on the SIDR scheme with scaled Robin parameter ηRs = αRρf/∆tn. To accelerate
coupling convergence, we employ IQN-ILS acceleration with settings almost unchanged
from the previous examples being ω0 = 0.01, q = 10 and εQR = 10−16. Newton’s method
is executed using absolute and relative convergence criteria εnl

abs = 10−10 or εnl
rel = 10−4

in (5.70) and GLS stabilisation is considered to stabilise convective terms.

The prestress algorithm adopts flow data from the second cardiac cycle’s diastolic phase
at t = 1.5 s, applying the interface traction over 50 load steps with increased viscoelastic
bedding ce = 109, reaching a stationary state with relative and absolute convergence
criteria of εd̈0

rel = 10−5 and εd0
rel = 10−9 within a total of 220 pseudo time steps. Note here

that in contrast to [266], we do incorporate the prestress tensor S0 in the dissection flap
region, as otherwise d0 cannot yield an S0 solving the stationary momentum balance
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Fig. 8.56: Vector field d0 counteracting the diastolic fluid load via S0(d0) generated in the
second cardiac cycle’s late diastole at t = 1.5 s. Close-up of the aortic arch region
in anterior-posterior view: exterior and cut revealing the dissection flap.

equation in Ω̂f . However, the prestress-inducing vector field d0 shows the largest values
in the dissection flap region, as can be seen from Fig. 8.56. Similar to the numerical
example of an iliac bifurcation in Sec. 8.6, d0 resembles “inflating” the vessel, but here,
the pressure difference between true and false lumen at t = 1.5 s additionally leads to a
nonzero d0 in the dissection flap.

To ease convergence of the FSI coupling loop and to further robustify the prestress algo-
rithm, we additionally add linear weak (mass-proportional) damping to the structure’s
momentum balance equation, that is, a term of the form

cm(t)〈ϕ, ḋs〉Ω̂s ,

with a time-dependent parameter cm being 0.1 initially, and smoothly decreased via
1 − ηt(t) (8.7) with Tr = 0.2 s between t = 1.5 s and t = 1.6 s to cm(t = 1.6) = 0.01.
Mass-proportional damping or including viscoelastic effects of the structure equations is
a well-known technique for improving temporal stability, coupling convergence speed and
preventing finite time blow-up [25, 529–531], which has been applied in the cardiovas-
cular context, e.g., in [268, 479, 530, 531]. Here, we add just enough mass-proportional
damping after stabilising the initial “release” after the prestress phase, such that the pe-
riodic solution is almost unaffected. Radtke et al. [479] show, that for physiological blood
flow and pressure levels in a bent vessel of HGO material, cm = 0.01 and cm = 0.001 al-
ready yield almost indistinguishable transients on the cardiac cycle’s scale, such that we
can expect minor alteration of the results. Nonetheless, this parameter requires rigorous
studying similar to αr in the Robin boundary condition or the temporal and spatial res-
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olutions used in the approximation, which is why selected parameter combinations with
negligible mass-proportional damping are included in Fig. 8.63, showing that indeed,
cm = 0.01 yields both the desired temporal stabilisation while only slightly affecting the
solution.
The finite element mesh is distributed to 32 subdomains as shown in Fig. 8.52(a), com-
pletely ignoring the fluid–structure interface. With the current number of subdomains,
such an approach leads for the current mesh to a partitioning mostly into (bent) vessel
pieces with subdomain interfaces being perpendicular to the vessel centerline. Increas-
ing the core count further will inevitably lead to idle processors, since some subdomains
may not contain a well-balanced amount of fluid and solid subdomains. Therefore, a
further increase of the spatial resolution might require a partitioning of the fluid and
solid subdomains separately, which is not considered here.
Now, let us start by inspecting the flow field and tissue deformation within the fifth
considered cardiac cycle from t = 3.12 to t = 3.9 s, obtained via the SIDR scheme with
CFLmax = 0.6 and αR = 0.025. As can be seen from Fig. 8.57, an approximately periodic
flow solution is reached after two cardiac cycles (see curve “CFD”). Therefore, the pre-
stress is computed at t = 1.5 s, incorporating the diastolic flow field and corresponding
interface tractions as load. In Figs. 8.58–8.61, three distinct points in the cardiac cycle
are shown, namely, peak systole at t = 3.29 s, where the peak flow rate is reached, mid
systole at t = 3.35 s with the maximum displacement and high pressure level in the
reference point and mid diastole at t = 3.71 s. Inspecting the pressure field over time
in the aortic arch (see Fig. 8.58), we observe pressure levels in the physiological range,
with large fluctuations over time, but also significant differences in space, i.e., between
the inlet and outlets due to the Windkessel models and between the true and the false
lumina due to topology. The maximum pressure drop over the dissection flap is in the
range of a few hundred Pascal, since it strongly depends on the stiffness of the dissec-
tion flap being a thin, deformable membrane only bearing little load before deforming
excessively.
The viscosity changes drastically over the cardiac cycle as can be seen from Fig. 8.59.
During systole, the volumetric flow rate in the true lumen (smaller diameter) is higher,
leading to a viscosity close to the Newtonian limit, whereas in diastole, the low shear
rates lead to an increase in viscosity, approaching the other end of the parameter range,
η0. Moreover, large differences are seen in space, since velocities in the false lumen
(larger diameter) are limited and the circulatory flow field seen in the arch region and
past the intimal tear gets close to laminar quickly. This flow field is indicated by velocity
vectors shown in Fig. 8.60, also showing the deformed vessel. Due to the position of the
false lumen, recirculatory flow is seen in the proximal end of the false lumen, where
redirected flow from the ascending aorta enters. In the true lumen, peak flow leads
to well-organised, non-turbulent flow. The flow split between true and false lumina is
one-sided in favour of the true lumen, since the false lumen has only a single outlet
at the left subclavian artery (where the Windkessel model dictates the pressure and
hence the volumetric flow rate) and otherwise connects back to the true lumen distal to
the iliac bifurcation. Interestingly, the point of maximal displacement of the dissection
flap coincides with a narrowing of the true lumen, such that a high flow rate leads to an
increased pressure drop between false and true lumina. As depicted in Fig. 8.61, the thin
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Fig. 8.57: Aortic dissection: structural displacement ds (left) and fluid pressure pf (right)
in the reference point comparing a flow simulation (“CFD”, ×) and the SIDR
scheme (αR = 0.025, cm = 10−2, ◦), both adopting BDF2 time integration and
CFLmax = 0.6. The inflow scale (ūin, −) is included for reference, showing that the
flow field is approximately periodic from the second cycle on, such that at t = 1.5 s
the prestress is computed in the FSI case.

elastic membrane thus undergoes a “flapping” motion, while the media and adventitia
tissue layers on the vessel tree’s exterior are simply expanding in normal direction because
of the elevated pressure compared to the prestress reference time t = 1.5 s. Regarding
the non-zero displacement in diastole despite d0 considered, the same remarks as in the
iliac bifurcation case apply (see Sec. 8.6).

The large displacements observed for αR > 1.0 require an increased dissection flap stiff-
ness µs,1 = 120 kPa ≈ 2µs,2 to avoid contact of the dissection flap with the medial
tissue layer for the selected numerical parameter combination. With this increased flap
stiffness, the maximum dissection flap displacement in normal direction in the reference
point ranges from −1 mm to +3 mm, see Fig. 8.61, which underestimates measurements
via 4D flow MRI yielding 8.7 mm [266]. Note, however, that the selected parameters
were chosen for demonstration purposes to vary CFLmax and αR over a wider range.
Variations of αR and CFLmax suggest that a further decrease of the dissection flap stiff-
ness might in fact be possible, since αR � 1.0 results in a maximum dissection flap
displacement of ≈ 3 mm. The cases with Robin parameters chosen too high (αR ≥ 1
in this specific case) yield larger displacements, which determined the tissue stiffness to
prevent self-contact. Therefore, careful parameter selection to obtain temporally con-
verged results while using a smaller dissection flap stiffness is a matter of parameter
fitting and/or demands contact treatment, which we will not focus on. Instead, the
increased dissection flap stiffness chosen for demonstration purposes allows us to employ
larger variations in αR and CFLmax close to 1, which would otherwise quickly lead to
self-contact if µs,1 = 62.1 kPa = µs,2 due to excessive weight put on the extrapolated
quantities (and larger displacements due to lower stiffness, of course).

We close the presentation of exemplary results with the shear stress vector τ̄ on the
fluid–structure interface as defined in Eqn. (8.5) and shear rate ¯̇γ, both time-averaged
over the fourth cardiac cycle according to Eqn. (8.4). As shown in Fig. 8.62, shear in
the false lumen is reduced, while increased shear can be identified in the true lumen,
especially in regions with either redirecting flow (in the aortic arch and iliac arteries) or
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(a) (b) (c)

Fig. 8.58: Arch region in the AD case: pressure pf in Ωt
f at the fifth cardiac cycle’s peak

systole (t = 3.29 s, left, max. inflow), mid systole (t = 3.35 s, middle, max.
displacement) and mid diastole (t = 3.71 s, right).

(a) (b) (c)

Fig. 8.59: Arch region in the AD case: viscosity µf in Ωt
f at the fifth cardiac cycle’s peak

systole (t = 3.29 s, left, max. inflow), mid systole (t = 3.35 s, middle, max.
displacement) and mid diastole (t = 3.71 s, right).
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(a) (b) (c)

Fig. 8.60: Arch region in the AD case: velocity uf in Ωt
f and structural displacement ds in Ωt

s

at the fifth cardiac cycle’s peak systole (t = 3.29 s, left, max. inflow), mid systole
(t = 3.35 s, middle, max. displacement) and mid diastole (t = 3.71 s, right).

(a) (b) (c)

Fig. 8.61: Arch region in the AD case: structural displacement ds in Ωt
s at the fifth cardiac

cycle’s peak systole (t = 3.29 s, left, max. inflow), mid systole (t = 3.35 s, middle,
max. displacement) and mid diastole (t = 3.71 s, right).
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(a) (b) (c) (d)

Fig. 8.62: Overall view of the AD case: area-weighted nodal average of the shear stress vector
τ̄ on the fluid–structure interface (a,b) and shear rate ¯̇γ (c,d), all time-averaged
over the fourth cardiac cycle.

larger variations of the fluid velocity over the vessel cross section (in the brachiocephalic
trunk, left subclavian artery, narrowed true lumen, celiac trunk and the renal arteries)
due to comparably large volumetric flow rates.
Now, turning our attention to the coupling scheme’s performance, we consider a reduced
time interval from t = 0 to t = 3 s to reduce numerical effort. The scaling parameter αR
in the Robin interface condition on the structure side in the SIDR scheme is varied to give
ηRs = αRρf/∆tn as in the previously considered examples. The tissue displacement and
fluid pressure in the reference point on the dissection flap’s true lumen side highlighted
in Fig. 8.53(d) are used as reference values, given that displacements are approximately
the maximally observed ones.
For a first comparison, Figs. 8.63 and 8.64 also contain transients obtained via a fully
first-order accurate time integration scheme (“BDF1”), a simulation with reduced mass-
proportional damping used from t = 1.6 s onwards and results obtained with stricter
convergence criteria εprel = εdrel. Differences in the solution are in all cases small, while
the increased quality of the initial guess in the second-order scheme does not yield lower
iteration counts in comparison to BDF1 in the present scenario. Mass proportional
damping does also not significantly alter the number of FSI coupling steps, but robustifies
the coupling scheme by damping high frequency modes introduced by the Windkessel
model and potentially worsened initial guesses when adaptively setting time step sizes.
Then, higher tolerance criteria can be used, while still reaching convergence. The number



8.7 Aortic dissection 269

1.5 2 2.5 3
0

1

2

3

4

5

1.5 1.6 1.7 1.8 1.9 2
0

0.5

1

1.5

2

2.5

1.5 2 2.5 3

2

4

6

8

10

1.5 1.6 1.7 1.8 1.9 2

2

4

6

8

Fig. 8.63: Aortic dissection: structural displacement ds (top) and fluid pressure pf (bottom)
in the reference point using CFL < 0.6, αR = 1.0 and varying mass-proportional
damping cm and convergence criteria εp,drel = εprel = εdrel. Overall view excluding the
prestress phase from t = 0 to t = 3.0 s (left) and zoom-in on t = 1.5 to 2.0 s (right).

of total executed PPE solves once again largely depends on the number of time steps
used as can be seen from Fig. 8.64.

Next, in a second study, we compare various αR and target CFL numbers, where one can
clearly observe from Fig. 8.65 that solutions converge as αR decreases. However, αR has
to be chosen suitably—low enough for accuracy and high enough to counteract added-
mass instabilities—to obtain accurate results within an acceptable number of coupling
steps. As Tab. 8.9 highlights, the number of semi-implicit coupling steps does only mildly
depend on αR, while its use is primarily motivated by improving temporal stability.
Then, higher CFL numbers can be employed, which significantly reduces the number of
time steps executed. In the considered time interval, choosing the time step size based on
the CFL condition, time step sizes vary by an order of magnitude between diastolic and
systolic phases and total executed PPE solves once again largely depend on the number
of time steps used as can be seen from Fig. 8.66. In a nutshell, the very same trends as
in the numerical experiments targeting flow through a straight vessel (Sec. 8.3) and an
iliac bifurcation (Sec. 8.6) can be identified.

At this point, comparing various constitutive models and material parameters is highly
interesting, but requires much greater care be taken, e.g., ensuring converged solutions
with respect to the spatial discretisation, time integration, tuning material and numerical
parameters and more. However, this numerical experiment only serves as a proof of
applicability within this work, while the rigorous comparison of constitutive models is



270 8 The coupled problem: computational results

0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

2
10

4

0 0.5 1 1.5 2 2.5 3

10
-5

10
-4

10
-3

Fig. 8.64: Aortic dissection: accumulated pressure Poisson solves (left) and time step size
(right) using CFL < 0.6, αR = 1.0 and varying mass-proportional damping cm and
convergence criteria εp,drel = εprel = εdrel. At t0 = 1.5 s the prestress is calculated based
on a CFD simulation, after which the fluid–structure coupling is accounted for.
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Fig. 8.65: Aortic dissection: structural displacement ds (top) and fluid pressure pf (bottom)
in the reference point using the SIDR scheme with BDF2 (mu = 1) and cm = 10−2.
Overall view excluding the prestress phase from t = 0 to t = 1.5 s (left) and zoom-in
on t = 1.5 to 2.0 s (right).
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Fig. 8.66: Aortic dissection: accumulated pressure Poisson solves (left) and time step size
(right) using the SIDR scheme with BDF2 (mu = 1) and cm = 10−2. At t0 = 1.5 s
the prestress is calculated based on a pure CFD simulation, after which the fluid–
structure coupling is accounted for.

Tab. 8.9: Aortic dissection: absolute (relative) time step number Nt and coupling iterations
NFSI in the FSI phase with different targeted CFLmax and scaling parameters αR
using mu = 1, i.e., u?f = unf and cm = 10−2.

BDFm CFLmax αR αR/CFLmax Nt NFSI NFSI/Nt

2 0.60 10 16.67 4567 (1.02) 13856 (1.02) 3.03 (1.00)
2 0.60 3 5.00 4652 (1.04) 14164 (1.04) 3.04 (1.00)
2 0.60 1 1.67 4563 (1.02) 13963 (1.03) 3.06 (1.01)
1 0.60 1 1.67 4456 (1.00) 13562 (1.00) 3.04 (1.00)
2 0.60 0.5 0.83 4737 (1.06) 14540 (1.07) 3.07 (1.01)
2 0.60 0.1 0.167 4985 (1.12) 18961 (1.40) 3.80 (1.25)
2 0.60 0.025 0.042 5672 (1.27) 29021 (2.14) 5.12 (1.68)
2 0.15 0.05 0.333 22293 (5.00) 92107 (6.79) 4.13 (1.36)
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Tab. 8.10: Relative timings in % per time step for computationally relevant steps indicated
by the unknown solved for split into (assembly+AMG setup+linear solve) for PPE
and solid momentum step. Comparing software versions and settings used in the
AAA and AD cases, one sees an improvement in the structure element integration
and relative solver timings due to adapted parameters.

df uf ψ ζ pf ds

AAA case 1.6 1.7 2.2 0.6 (1.3+1.9+10.4) (47.6+3.7+26.9)
AD case 2.9 16.8 3.6 0.3 (7.0+0.4+0.7) (40.5+3.6+9.39)

part of ongoing investigations. This demonstrates that the proposed PPE-based, semi-
implicit and IQN-ILS-accelerated coupling scheme can be readily applied to challenging
scenarios, where it bears great potential in terms of reducing the overall computing time
by reducing the number of required time steps, FSI coupling steps and even reduces the
cost of individual FSI coupling iterations merely requiring a PPE solve and structure
update per coupling step.
The implementation of the FSI framework is currently still under improvement, such that
the timings reported within this thesis can only be interpreted relative to one another,
since aspects of (serious) high-performance computing are not in the main focus (while
parallelisation through MPI and scalable iterative solvers via deal.II and Trilinos’ ML
or PETSc’s BoomerAMG are employed). To highlight these improvements, we compare
a previous version of the software used for the results presented in Sec. 8.5 [5] with
the current version [6] in Tabs. 8.10 and 8.11. The two considered numerical tests
both involve a Holzapfel–Gasser–Ogden material model and a Carreau fluid applied
to (i) an abdominal aortic aneurysm (AAA) yielding 0.9 × 106 DoFs distributed to 8
subdomains, solved with the Aitken-accelerated SIDN scheme and a fixed time step size of
∆t = 1 ms (see Sec. 8.5) and (ii) the present AD case with 3.3×106 DoFs distributed to 32
subdomains solved with the IQN-ILS-accelerated SIDR scheme (αR = 0.1) and adaptive
timestepping targeting CFLmax = 0.6. Keeping the DoFs per core roughly constant, a
striking difference is seen. Thanks to adaptive timestepping, IQN-ILS-accelerated Robin
coupling as well as optimisations in the structural solver’s element integration and AMG
settings, the AD case involving a factor of 3.67 more DoFs is solved in 17.7% of the
wall time denoted as twall. It is thus clear that continued performance optimisation and
more elaborated tuning of the numerical parameters might further decrease the time to
solution. Let us also note here that tests regarding scalability to large problem sizes and
core counts are required, but but not considered herein.
With this, the applicability of the split-step scheme in the haemodynamic context has
been sufficiently demonstrated in numerical experiments ranging from blood flow in a
straight vessel, an idealised abdominal aortic aneurysm, a patient-specific geometry of an
iliac bifurcation up to a patient-specific aortic dissection case. The semi-implicit coupling
schemes are, fortunately, not necessarily limited to cardiovascular problems, but can also
be applied in other flow/FSI regimes with a less dominant added-mass effect as is seen
in the following section.
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Tab. 8.11: Performance comparison of the AAA and AD cases shows a speed-up of 3 for a
3.67 times larger problem while keeping the DoFs per core roughly constant due
to adaptive timestepping, IQN-ILS-accelerated Robin coupling, improvements in
the structural element integration and AMG settings.

computing time twall NFSI
twall
NFSI

106DoFs
core

AAA case 1.09× 106 s 17846 61.1 s 0.11
AD case 1.93× 105 s 20670 9.3 s 0.10

8.8 Human phonation

In this final numerical example, we aim to show the applicability of the accelerated
semi-implicit methods outside of the cardiovascular regime, that is, in the context of
aeroelasticity. Here, we investigate human phonation as yet another challenging applica-
tion of FSI in biomechanics. Human phonation describes the process of sound creation
by elastic tissue, the so-called vocal folds, interacting with air flow from the lungs (see,
e.g., [382, 383, 532–534]). Our motivation for considering such a problem is the vast
difference in the physical parameters and flow regime present. This scenario is related
with high Reynolds numbers and low, but non-zero added-mass effects. A geometry
from [532] is adapted marginally, while physical parameters are taken from [532, 533] in
the physiological range.

The vocal folds are located within the glottis, which’s symmetry plane is considered
here as a simplified, straight channel from x = 0 to x = L with the channel’s length
L ≈ 65.4 mm and a height of H = 18 mm. Two pairs of vocal folds are placed in
the glottis, the first pair, the (true) vocal folds, with a height of 8.9 mm are positioned
7.5 mm upstream the false vocal folds with a height of 6.5 mm. This configuration
is depicted in Fig. 8.67, with the inlet being on the left-hand side. These four elastic
bodies are subject to air flow and hence deform. This might lead to contact of the vocal
folds, exchanging energy and synchronising their oscillation under healthy conditions.
However, in glottal insufficiency, the two vocal folds do not come into contact during the
oscillation cycle [535]. Such conditions can be modeled via a gap between the vocal folds
(first, upstream pair) of 0.2 mm as shown in Fig. 8.67, such that contact of submerged
structures can be neglected.

Air is modeled as a Newtonian fluid with a dynamic viscosity of µf = 0.019 mPa s and
density ρf = 1.145 kg/m3. The tissue in this scenario, i.e., the vocal folds are considerd
having a density of ρs = 1200 kg/m3 and linear elastic material with material parameters
Es = 20 kPa and νs = 0.45. FSI is considered starting from the quiescent state, i.e.,
uf = 0, ramping the prescribed inlet velocity smoothly from t = 0 to Tr = 0.01 s via

uf |x=0 = (ηt0.6, 0)> , with ηt =

sin2
(
πt

2Tr

)
for t ≤ Tr,

1 otherwise,
.
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◦

×

Fig. 8.67: Human phonation with glottal insufficiency: idealised glottis’ symmetry plane, i.e.,
computational domain (top) and close-up of the interglottal channel’s grid and the
top vocal fold’s trailing edge (bottom) with reference points A (×) and B (◦).
Structural domain Ω̂s in dark grey, fluid domain Ω̂f in light grey.

Note that a constant inlet velocity of 0.6 m/s is reached after the initial ramp-up phase,
which is distinctly different from many studies considering only fluid dynamics. Often,
a periodic solution is achieved with periodically scaling the volumetric flow rate or the
pressure drop, a fundamental difference from our approach here. This way, we can ob-
serve the self-excited motion of the vocal folds considering for fluid–structure interaction.
This allows recovering the natural frequency of the vocal folds’ oscillatory response under
constant flow rates [383, 533, 534].

Regarding the remaining boundary conditions, we adopt zero traction conditions at
x = L, thereby prescribing a zero reference pressure and no-slip boundary conditions at
the channel’s walls. The computational domain is fixed on the entire boundary, such
that the linear elastic structure deforms due to air flow only. This entire setup allows
capturing vibrations of the vocal folds, but neglects stress present in the vocal folds due to
missing pressure. Such a simplifying assumption might be mended considering nonzero
pressure at the outlet and viscoelastic support including a suitable external pressure,
but within this example, the focus lies on applying the PPE-based semi-implicit split-
step scheme in an aeroelastic context and not necessarily on capturing the vocal folds’
stress states, as the assumption of linear elastic material behaviour might have already
suggested.

Using a ramped inlet velocity profile to reach a constant inlet velocity of 0.6 m/s results
in a maximum velocity of 35 m/s in the interglottal channel between the vocal folds.
The corresponding Reynolds number is Re ≈ O(1000), such that a fine mesh as shown
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in Fig. 8.67 is required to yield element Reynolds numbers Ree ≈ 250. The considered
spatial discretisation is rather coarse and can only resolve main flow features, while
fine-scales are completely neglected in this preliminary study. This is accepted due to
CFLmax < 1 requiring a small time step size ∆t < 3.4× 10−6 already due to the current
grid selected. In this numerical experiment, we choose CFLmax = 0.2 conservatively
to ensure temporal stability. Setting the time interval from t = 0 to T = 0.15 s, we
are already forced to execute more than 4 × 105 time steps, also motivating the two-
dimensional setup considered. Choosing a wider glottal channel—as often resorted to
in literature—decreases peak velocities and reduces the necessary numerical effort by
reducing velocity gradients in the flow field. Since we aim for a proof of concept more
than a rigorous investigation employing the semi-implicit FSI solver in a demanding
application in aeroelasticity, however, such simplifications not capturing all the solution’s
details are simply accepted.

Concerning the time discretisation, an adaptive first-order scheme, i.e., BDF1 combined
with CH-α (ρ∞=0) timestepping with ∆t0 = 10−4 and CFLmax = 0.2 is employed. GLS
and backflow stabilisations are considered and convergence criteria εpabs = εdabs = 10−7

and εprel = εdrel = 10−3 are set. We focus on the SIDR scheme with scaled Robin parameter
ηRs = αRρf/∆tn combined with IQN-ILS acceleration and settings completely unchanged
from the previous examples being ω0 = 0.01, q = 5 and εQR = 10−16.

The solution reaches a periodic state after an initialisation phase with distinct points
shown in the snapshots in Fig. 8.68. Due to the narrowing of the channel and the
resulting constrained flow through the vocal folds, pressure increases, causing the vocal
folds to deform. Afterwards, the pressure is lowered, thereby causing the elastic vocal
folds to return to their original position. Due to inertia, the vocal folds pass their initial,
undeformed configuration, narrowing the interglottal channel further. This causes the
pressure to rise yet again, deforming the vocal folds. Thus the cycle repeats, causing
the onset pressure to increase periodically and the vocal folds to oscillate around their
stress-free configuration.

This oscillatory motion consists of multiple modes as analysed, e.g., by Luo et al. [383].
Moreover, the vocal folds’ displacement patterns are unsymmetric past a certain time
due to vortex shedding given the high Reynolds number and the missing exchange of
momentum in the case of glottal insufficiency. The vocal folds’ apex points A and B (see
Fig. 8.67) thus follow a complex pattern, of which the last four periods from t ≈ 0.12
to 0.15 s are depicted in Fig. 8.69. Here, a fundamental frequency of ≈ 130 to 150 Hz
can be measured, which is perfectly within the expected range [382, 532] factoring in
the vast simplifications (two-dimensional setup, linear elasticity, zero reference pressure,
fixed channel, pinned vocal folds, no turbulence model applied).

High velocity gradients are observed in the resulting flow field, with vortices of variable
size and fluctuations in the pressure. When the vocal folds are almost in contact, reducing
the glottal channel’s width, onset pressure is increased drastically, forming a strong jet.
As shown in Fig. 8.70, this strong jet triggers pressure fluctuations being a key aspect in
the generation of the human voice. Changing the problem setup by lowering the stiffness
of the vocal folds or increasing the flow rate, the vocal folds might get in contact, which
requires special treatment when employing an ALE formulation.
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Fig. 8.68: Human phonation with glottal insufficiency: uf and pf in Ωt
f and ds on the struc-

tural grid’s edges. Periodic solution (from top to bottom): (i) stress-free configu-
ration with a 0.2 mm gap, (ii) narrowing of the glottal channel, (iii) rising onset
pressure triggering strong jet and vocal fold deformation, (iv) maximum deforma-
tion and reducing pressure drop, return to (i).
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Fig. 8.69: Human phonation with glottal insufficiency: displacement ||ds|| in the vocal folds’
apex points A (×) and B (◦) highlighting the multi-modal, non-symmetric motion
pattern of the two vocal folds.

Fig. 8.70: Human phonation with glottal insufficiency: selected velocity vectors uf over pres-
sure pf and deformed solid mesh with narrowing vocal folds triggering high veloci-
ties and pressure fluctuations.
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Fig. 8.71: Human phonation with glottal insufficiency: semi-implicit Dirichlet–Robin scheme
with ηRs = αRρf/∆tn, where αR has little influence on df (left) and does not accel-
erate coupling convergence (right).

Tab. 8.12: Human phonation with glottal insufficiency: mean FSI iteration counts depending
on Robin parameter scaling αR.

αR 10−2 10−3 10−4 10−5 10−8 0

mean FSI iter./step 5.42 5.42 5.50 5.43 5.46 5.48

To examine now the coupling schemes’ performance, we compare the number of accumu-
lated FSI coupling iterations over time in Fig. 8.71 using various αR. Clearly, the number
of required coupling iterations remains almost constant independent of the Robin scaling
parameter as shown by the straight line in Fig. 8.71. A total number of 4.7 × 105 time
steps are performed with an average size of 3.2 × 10−7 s aiming for CFLmax = 0.2. An
average of ≈ 5.48 FSI coupling steps are needed per time step, summing up to more
than 2.56× 106 iterations in the semi-implicit coupling loop.

Given the physical parameters in the present scenario, no significant improvements in
terms of accelerating convergence with Robin interface conditions are achieved as high-
lighted in Tab. 8.12. A Robin parameter chosen too high leads to divergence of the solver
as in previously considered examples in the haemodynamic context, since explicit contri-
butions to the interface terms reduce temporal stability. Thus, using Robin conditions
is not recommended here, even though the solution does not differ significantly when
increasing the Robin parameter by several orders of magnitude as shown in Fig. 8.71.
Within the interval t = 0 to t = 0.02 s, the solution compares well, but differences
increase when a long time interval and hence large numbers of time steps are considered.
This, however, is caused by the linearisations, loose tolerance settings and nonlinear
influence of past time steps’ solutions.

In a nutshell, this last numerical experiment in the context of aeroelasticity demon-
strates the versatility of the semi-implicit coupling scheme, but improvements applying
Robin interface conditions can not be expected given the physiological parameter range
and the added-mass effect being less dominant compared to the cardiovascular context.
The PPE-based semi-implicit split-step framework with GLS and backflow stabilisations
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shows great robustness in this parameter range, while the increased numerical effort con-
nected with other coupling schemes renders them ineffective, as long as temporal stability
limits cannot be circumvented. Using a split-step scheme, such a constraint limits time
step sizes as demonstrated. The semi-implicit coupling combined with IQN-ILS acceler-
ation performs well, simply using the same parameters as in the haemodynamic range.
However, the gains in performance are less impressive here, since the added-mass effect
reduces as ρs � ρf . A semi-implicit coupling scheme can be used nonetheless to coun-
teract build-up of instabilities over time. In the present scenario, fully-explicit schemes
performing only a single iteration were found stable for large portions of the considered
time interval, but are not sufficiently robust to complete the entire simulation.

8.9 Summary and conclusion

Within chapters 7 and 8, we present a family of FSI schemes involving three-dimensional
solids interacting with incompressible viscous flows, where the latter are solved via the
newly proposed PPE-based split-step scheme decoupling the fluid’s velocity and pressure
fields. As a consequence, substantial parts, namely, all steps but the pressure Poisson
equation and the structural solver may be treated in an explicit fashion, while accuracy
and added-mass stability are still preserved. The mesh update step, the fluid’s momen-
tum balance equation, an optional Leray projection step for improving mass conservation
properties and a viscosity projection step accounting for generalised Newtonian fluids are
only solved once per time step, such that the bulk of the numerical effort associated with
these steps is reduced to a minimum. Favourable properties from the split-step flow
solver translate to the split-step FSI framework, that is, rheological laws of generalised
Newtonian fluids are effortlessly exchanged adapting only the right-hand side of the vis-
cosity projection step and (lower) equal-order interpolation using C0-continuous finite
elements is admissible.

Time integration is carried out combining BDF and corresponding extrapolation schemes
for the fluid phase and generalised-α schemes in the structural solver, where we observe
that temporal oscillations in the fluid’s pressure are loosely connected to the spectral
radius in the high frequency limit ρ∞. Choosing ρ∞ = 1 as for the Newmark-β method re-
sults in second-order accurate solid accelerations (and third-order accurate displacements
and velocities), but at the same time does not introduce desired numerical damping to
the high-frequency components of the structural response. However, ρ∞ 6= 1 renders the
structure’s acceleration first order accurate in time, such that the interface term coupling
the PPE and structural solver involves a first-order error. Consequently, the pressure’s
approximation in time is reduced in accuracy, which might be mended adopting higher-
order accurate versions of the generalised-α scheme, but is not considered within this
work.

The PPE-based split-step FSI framework with its partitioned design then further allows
considering all of the modelling aspects and numerical techniques highly relevant for
patient-specific simulations as introduced in previous sections. Owing to this setup,
the structural solver is thus easily exchanged, while for the fluid subproblem solver,
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projection or split-step schemes are required to enable (the anyways optional) semi-
implicit coupling. We also show how to account for lumped, zero-dimensional parameter
models such as resistance-based boundary conditions or the three-element Windkessel
model incorporating effects of the downstream vasculature in truncated domains, while
preserving consistency between fluid momentum and PPE steps when stabilising re-
entrant flow.

The prestress algorithm as laid out for the solid subproblem previously is then trivially
extended to the FSI setup, where a precursor flow simulation is employed to determine
diastolic fluid loads present at the time of image acquisition to construct a suitable pre-
stress tensor counteracting exactly these interface tractions. The remaining extensions
to the subproblem solvers in the context of biomedical applications such as constructing
suitable material orientations or inlet profiles given a certain flow rate on the inlet or
accounting for viscoelastic external tissue support are employed as well, since they are
carried over from the individual subproblem solvers and thus trivially extend towards
the FSI case.

Another central contribution of this work is the combination of (i) semi-implicit cou-
pling, (ii) Robin interface conditions and (iii) acceleration schemes such as Aitken’s
relaxation or the Interface Quasi-Newton Inverse Least-Squares method, treating each
of the iteratively coupled schemes as black boxes. This mix of numerical schemes results
in increased robustness and tremendous reduction of the required number of coupling
iterations compared to each of these schemes on their own, while individual iterations
within the FSI coupling loop are much cheaper to execute since they involve only the
PPE and solid momentum steps. Extensive numerical tests moreover suggest that the
influence of the Robin parameter chosen as ηRs = αRρf/∆tn on the solution vanishes as
∆t → 0, such that accelerated convergence and increased robustness can really be ex-
ploited, while the Dirichlet–Robin and Dirichlet–Neumann schemes (of course) yield the
same solution when fully converged.

With this, problems of practical relevance can be tackled with low enough Robin param-
eters preserving the solution’s transients, which becomes particularly important when
comparing the proposed scheme to fully explicit FSI schemes based on Nitsche-type
mortaring or Robin–Robin coupling. Furthermore, a smooth transitioning from the
proposed Dirichlet–Robin to standard Dirichlet–Neumann coupling paradigms without
ill-conditioning of the linear systems is given naturally, simply setting ηRs = 0. As a
consequence, selecting suitable Robin parameters is thus much less critical, especially
since for most applications, a low number of coupling iterations results already with the
IQN-ILS accelerated semi-implicit Dirichlet–Neumann scheme. This gained versatility is
advantageous when comparing the split-step FSI scheme with explicit (mostly first-order
accurate) FSI schemes, which heavily rely on a suitable Robin parameter for temporal
stability.

As a last vital ingredient to bridge the gap to practically relevant simulations, adaptive
timestepping solely targeting temporal stability, i.e., obeying to a standard CFL condi-
tion is applied as a placeholder for more involved techniques. This drastically cuts down
the number of required time steps, while not at all affecting the coupling schemes’ per-
formance. However, numerical evidence suggests that adaptive timestepping impairs the
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pressure’s temporal stability via fluctuations in the flow rates entering the Windkessel
models, which dominate the pressure response and hence the overall FSI problem.
We first assess the scheme’s accuracy in problems of academic nature, comparing the
approximations to analytical solutions both in space and in time, employing Q2/Q1 and
Q1/Q1 finite element pairs and combining BDF2 with generalised-α time integration
schemes. The framework is further tested in a benchmark example describing blood flow
through a straight vessel, where the just described fundamental relation between time
step size and differences between Dirichlet–Robin and Dirichlet–Neumann variants are
investigated in the practically relevant parameter range. Here, the semi-implicit Robin–
Neumann and Dirichlet–Neumann schemes outperform an Aitken-accelerated fully im-
plicit scheme by a factor of 10 to 20, giving a first hint at the potential gains in efficiency.
Incorporating adaptive time step selection, comparisons to simulations with a fixed time
step in the pulsatile flow example show a possible speed-up of another factor of 5 on top,
such that compared to a naive Aitken-accelerated, fully implicit strategy with uniform
timestepping, the computing time can be reduced by up to 2 orders of magnitude.
The FSI framework is then applied to more challenging examples in the cardiovascular
context and aeroelasticity, namely, blood flow through an idealised abdominal aortic
aneurysm, a patient-specific iliac bifurcation geometry, a patient-specific case of aortic
dissection and lastly air flow through the vocal tract in human phonation. In any of these
scenarios, the applicability of the PPE-based split-step scheme is showcased, highlighting
potential for application in clinical support, surgical planning or parameter studies on
virtual cohorts of digital twins. However, we want to emphasise at this point once again
that the presented results still retain their academic character owing to the fact that
this work’s focus lies on the development of incompressible flow and FSI solvers for
biomedical applications, but not on actual patient-specific simulations themselves.
In a nutshell, we have developed and tested an efficient FSI framework in terms of
required coupling iterations, total time steps and their related cost, which is due to
its partitioned design highly flexible and can be applied to cardiovascular applications,
where high added-mass effects are prevalent, but can also be used in scenarios where
the pressure-structure coupling is less dominant. The FSI algorithm incorporates all
modelling aspects and numerical techniques necessary to tackle realistic, patient-specific
problems, which is successfully demonstrated in a series of challenging problems ranging
from aortic blood flow to human phonation.





9 Concluding remarks and future
perspectives

Within this work, we set out to develop and improve numerical methods for incom-
pressible flow and FSI problems targeting haemodynamics, therefore putting a focus
on blood flow through soft biological tissue, modelled via generalised Newtonian fluids
and incompressible hyperelastic, fibre-reinforced solids. For patient-specific biomedical
settings, robust, efficient and reliable methods are of crucial importance, as digital twin-
ning, parameter studies on virtual cohorts and computer-simulated surgery for clinical
support are promising fields for future application of potent software frameworks. The
computational (bio-)mechanics community has seen tremendous progress over the past
decade and continues to pursue the goal of improving health and wellbeing of mankind.
The present work contributes to these efforts by advancing the field of tailored solution
methods for generalised Newtonian fluid flow. We extend and improve techniques readily
available for incompressible flow of Newtonian fluids towards the cardiovascular setting,
allowing for variable viscosity to capture the complex rheology.
In this regard, a novel PPE-based stabilisation technique is introduced, allowing for
equal-order interpolation within a coupled velocity-pressure formulation involving gen-
eralised Newtonian fluids. This basic scheme is then extended towards instationary flow,
where solver aspects such as decoupling and linearising the velocity-pressure and vis-
cosity systems and preconditioner design play a critical role especially when applied to
large-scale real-world applications. Furthermore, we present two alternative methods for
adaptively choosing the time step size via (i) a stabilised predictor-corrector approach
or (ii) a fractional step θ-scheme with an embedded lower-order scheme. Several exam-
ples showcase the increased accuracy and robustness with respect to the stabilisation
parameter, whose choice is critical, but in practical applications often left to the user.
Following this trail of thought, we then proceed in completely decoupling the velocity
and pressure fields, deriving an additional Dirichlet condition for the pressure and hence
rendering the PPE invertible based on a given velocity field. Such a technique frequently
encountered in inverse haemodynamics—computing a pressure field from measured ve-
locities—allows decoupling the momentum balance and PPE steps through higher-order
extrapolations in (pseudo-)time. With this, only standard problems need to be solved,
since suitably rewriting the PPE allows employing C0-continuous function spaces only.
Based on this idea, an iteration-free split-step scheme is developed, which enables the
use of equal orders for all involved fields, each of which are updated only once per time
step.
Aiming for fluid–structure interaction, we summarise standard displacement-based for-
mulations for (nearly) incompressible, hyperelastic and fibre-reinforced continua as a
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placeholder for more complex tissue models to be coupled to the PPE-based split-step
flow solver. The main reasons for limiting ourselves here to a coupling to the split-
step scheme are (i) that semi-implicit FSI coupling is enabled and (ii) a comparison of
the flow solvers showed that the scheme decoupling velocity and pressure is faster in
our implementation, which heavily relies on block-based preconditioning via algebraic
multigrid methods. Adopting a partitioned setup, one of the main contributions of this
work is then the combination of semi-implicit coupling, Robin interface conditions and
acceleration schemes such as Aitken’s relaxation or the Interface Quasi-Newton Inverse
Least-Squares method. This mix of numerical techniques leads in various challenging
computational experiments to tremendous speed-ups, which is crucial for solving even a
patient-specific case of aortic dissection using only 32 cores in a reasonable time.

Concerning such patient-specific simulations in the cardiovascular context, another im-
portant contribution of this work consists of carefully weaving in well-established mod-
elling techniques capturing aspects vital in biomedical applications. These methods
account for, e.g., inflow over non-circular inlets, the neglected downstream vascular net-
work via lumped parameter models or the prestress present in the tissue at the time of
image acquisition. We further propose a novel algorithm to automatically construct suit-
able material orientations in complex geometries involving thin structure layers wetted
from both sides as encountered in aortic dissection. The PPE-based split-step scheme is
then extended by classical stabilisations for reentrant flow over Neumann boundaries and
convection-dominant flow. Within this work, each of these included models and methods
can be interpreted as placeholders for more complex and potentially more accurate or
more robust schemes, but were simply chosen for them being well-established and their
applicability and reliability in the targeted applications.

At this point, we are confident in recommending the introduced methods as several
numerical experiments in academic setups, benchmark cases and more applied or even
patient-specific scenarios demonstrate the improvements over the state of the art in
incompressible flow and FSI in haemodynamics. We sincerely believe the present work
can function as a starting point, inspiration or stepping stone for future developments
and improvements. Finally concluding this work, we want to hint at various possibilities
for such extensions or point towards areas, where further research is required.

The most pressing issue related to this work is the missing sound mathematical analysis of
the fundamental PPE-based schemes, which we do not provide. Here, we limit ourselves
to rigorous testing and numerical experiments to provide convergence rates in space
and time. Knowing that a sound mathematical basis is strongly required and hence
a central open problem, we can for now only refer to numerous works in literature
providing numerical evidence of the desired stability and convergence properties, even
though proofs thereof are not yet available.

Higher-order methods in space and time can be employed to increase accuracy, were sim-
ply increasing the polynomial order of the Lagrangian finite elements, backward differ-
entiation and extrapolation formulae combined with higher-order accurate generalised-α
timestepping schemes for the structure are directly applicable. The proposed methods
straight-forwardly extend to higher-order, but we herein focused on lower equal-oder in-
terpolation as the pragmatic choice. This is rooted in the expected input meshes being
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rather fine but lower-order accurate due to challenging mesh construction in clinical ap-
plications, limiting the maximum admissible time step size via standard CFL conditions.
In this regard, the FSI scheme’s drawback of coupling via the (potentially first-order
accurate) structure acceleration can be mitigated, leading to higher-order temporal ac-
curacy of the pressure field as well. In the pure flow solvers too, the velocity and pressure
approximations yield similar temporal convergence rates, where the pressure proved to
be delicate once more, motivating further investigations.
In addition to that, we employ standard continuous Galerkin schemes to all of the en-
countered systems, but many of the involved subproblems and individual steps might be
tackled with more appropriate numerical methods such as, e.g., discontinuous Galerkin
formulations applied to the fluid momentum step, or following promising concepts such as
matrix-free geometric (Newton-)multigrid. As pointed out already several times within
this work, the proposed algorithms greatly benefit from them leading to a sequence of
standard problems such as a Poisson equation to recover the pressure, a mass-matrix
problem to project the viscosity, advection-diffusion-reaction equations governing the
fluid velocity (components) or standard Lagrangian formulations of (hyper-)elasticity.
Hence, advanced solution or preconditioning techniques may be readily applied to fur-
ther facilitate a fast solution process.
The selection of a suitable Robin parameter in the Robin–Neumann FSI schemes—here
chosen dependent on the time step size, but uniform in space—is a critical point de-
manding further attention. Comparing the present semi-implicit method to the family
of currently rapidly progressing fully explicit coupling approaches, possible improve-
ments might be achieved, whereas analogies of the Robin interface condition to methods
exploiting artificial compressibility on the interface might also prove very useful. This
aspect can yield vast improvements to the scheme as the Robin parameter is shown to
be the central parameter to achieve a stable coupling scheme when considering physio-
logical parameters, adaptive timestepping and lumped parameter models to determine
adequate pressure levels and flow splits.
Naturally, the individual models incorporated in the overall framework might be ex-
tended to capture even more relevant physics. This is a never-ending endeavour, which
we started in the direction of (i) thrombus formation [8] being central to various car-
diovascular diseases (aneurysma, aortic dissection and more) and medical device design
(blood pumps or stents) and (ii) multiphase flow [7], which requires adaptations to the
PPE lying at the very heart of the presented methods. Concerning practical and patient-
specific applications, higher-order mesh generation is also a matter of ongoing research
as is the incorporation of more suitable subproblem solvers and models, most pressingly
the inclusion of more stable lumped parameter models [272] and improved prestressing
strategies such as [355].
In a closing remark we want to emphasise our sincere belief that computational science
and engineering can assist in advancing medical care and device design and might be
used, e.g., in training medical personnel. Further, computer tools can help discover and
test new treatment options via digital surgery or parameter studies on virtual cohorts,
in all scenarios reducing the risk involved while at the same time significantly reducing
costs. Connecting back to the starting point of this thesis, we hope that the present
work contributes its share to the development of computational (bio-)mechanics.
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