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Abstract. It is well established that pre-existing biases of the socio-technical landscape 

get auto-embedded in algorithms leading to the persistent digital reproduction of social 

biases. Gender biases are one of the most prominent categories of existing biases in 

digital technologies. Gender biases are clearly reflected in the algorithms used in 

reproductive technologies, health technologies, employment and marketing platforms. 

This paper suggests the intervention before formulating logic for algorithms. In this 

context, the primary objective of this research paper is to provide a methodological 

pathway for responsible co-creation of the standards for gender equity in digital 

technologies. The research paper seeks to answer the question of how to co-create 

inclusive responsible standards of gender equity for the digitization process. To 

address the research question, the paper utilizes both primary and secondary data. 

Primary data is taken from the field survey done in Delhi, as a part of a larger project on 

women’s safety in transportation. The survey was designed by using a modified 

Responsible Research and Innovation Framework. The survey has used a mixed-

method participatory approach, where qualitative methods included, in-depth 

interviews and focus group discussions, and quantitative methods included statistical 

modeling using SPSS software. The universe of the field survey was women commuters 

of Delhi, belonging to different ages, classes, educational backgrounds, reproductive 

cycle stages, and locations. The paper provides a pathway for harmonious intersectional 

reconciliation of diverging interests for responsible standards of women’s transit safety. 

1 Introduction 

Digitization is considered a key to unlocking the development potential among 

policymakers. Especially in developing countries, digitization is assumed to be the most 

efficient pathway for removing bottlenecks and boosting the services to the citizens. 
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Digitization in multiple sectors despite having efficiency advantages, is also riddled with 

fundamental questions such as ‘equity’ which manifests as a digital divide (Bakon et al., 

2020). Socially disadvantaged groups including women are more affected by the digital 

divide in terms of access as well as opportunities (Acilar and Sæbø, 2023). To move 

towards an inclusive digitized future, it is critical to understand the type and nature of the 

relationship between social inequalities and the process of digitization. The two 

significant facets of the relationship between the digital divide and social inequalities 

include access to ICT services and the inherent design of the digital infrastructure. This 

paper focuses on the latter and attempts to develop an understanding of how the inherent 

design of technology development is influenced by preexisting social inequalities. 

1.1 Digital Divide and Social Inequalities 

New technologies come and operate in social contexts and digital technology is no 

different. Prevailing social and cultural norms have a defining impact on the shaping of 

these technologies. For instance, Bala and Singhal (2018) identified social norms, 

financial restrictions, and exclusion from fundamental technological skills as the causes 

of the gender gap in ICT usage. The family members' consent for women to use and 

access the internet is the most crucial social norm in India (Bala and Singhal, 2018). The 

influence of the prevailing social norms on embedded values of technology also means 

that the personal biases of the innovators or technology creators getting encapsulated in 

the digital products and services. Without any conscious efforts and awareness, there 

are high chances of auto-embedding social biases in digital products, processes, and 

services. Such auto-embedding effectively leads to the digital reproduction of social 

inequalities including gender biases, rural-urban divide, and racial and ethnic 

discrimination (Choi et al., 2022). Pre-existing social inequalities are reflected in digital 

platforms in multiple sectors including marketing, advertising, (Chang et al., 2021), 

financial sector, (Mogaji et al., 2020), and the criminal justice system (Ugwudike, 2022). 

Even WHO has come out with ethical guidelines for digital health platforms (Organization, 

2021), and there is increasing demand for considering gender intersectionality in digital 

health services (Figueroa et al., 2021). Studies on the digital divide report the presence 

of algorithm biases as the major factor in perpetuating social inequalities, but, the big 

question is how it is happening. 

1.2 Vicious Cycle of Algorithm Biases 

Broadly speaking, a fundamental of the current digitization process is machine learning 

where, a large data set is used for finding patterns, developing logic and modeling that 

logic.  Based on the logic, algorithms are developed which later translate into digital 

products (i.e. Android applications) or digital platform-based services. At every step of 
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the algorithm development process, there are very high chances of biases entering into 

the cycle (Marjanovic et al., 2022). For instance, how the data has been collected, has 

the data been sanitized from biases? If feed data is skewed and have biases then these 

biases get amplified at each step in developing algorithms. There is also the issue of the 

feedback loops of the data sets used across sectors for making predictive decisions 

which have implications for vulnerable groups in accessing services (Qureshi, 2020). For 

example, data from health apps are used by hospitals, and data from insurance 

companies are used by financial institutions for making financial credit decisions for 

individuals. Thus, trapping the vulnerable groups in a vicious cycle of deprivation.   

The embedding of biases in algorithms intensifies the existing social inequalities because 

of the speed of diffusion of biases through digital platforms (Marjanovic et al., 2022). For 

instance, making a biased, discriminatory decision is as fast as downloading a digital App 

or a simple tap on an App. Another important concern regarding biases in algorithms is 

the ‘universalization of social inequalities’ (Choi and Cristol, 2021). Every day new 

communities are coming under the fold of digitization hence communities are also 

exposed to new biases. One of the biggest challenges for data-driven development and 

automation of services is to protect the privacy of highly vulnerable groups. Gender 

biases are one of the most prominent categories of existing biases in digital technologies. 

Gender biases are clearly reflected in the algorithms used in reproductive technologies, 

health technologies, employment, and marketing platforms. Thus, this paper focuses on 

gender biases in algorithms. 

1.3 Objective 

There are two potential approaches to counter gender biases in algorithms. One is a 

gender audit of the algorithms to identify and filter the biases. This approach relies on 

opening the black box of the algorithms from the perspective of, who designed the 

algorithms, why particular algorithms, and how it was designed. Another approach is to 

adopt a gender-responsive pathway for ideating and actualizing particular algorithms. 

This approach focuses on the intervention before formulating logic for algorithms. 

However, the meaningful application of both approaches requires a guiding framework 

setting standards for gender equity. In this context, the primary objective of this 

research paper is to provide a methodological pathway for responsible co-creation 

of the standards for gender equity in digital technologies. 
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2 Wicked Problem of Biased Algorithms 

The problem of biases in algorithms is rooted in the complex web of interaction between 

the process of technology development and society. Before offering a solution, it is crucial 

to understand the reasons for the embedding of the biases in the algorithms. It is well 

understood in Innovation studies that the social sustainability of new technologies is 

critical for the long-term economic viability of the products (Missimer and Mesquita, 

2022). Still, due to several reasons, firms do not pay adequate attention to filtering the 

biases. One of the most prominent causal factors is cut-throat competition among firms 

in digital sector innovations where ‘time’ is a critical determinant of profit (Akter et al., 

2021). Though many companies have brought up the ‘code of ethics for program 

developers, however, due to the persistent paucity of time such codes at large remain 

the passive document (Gal et al., 2020). In such situations, firms tend to use the earliest 

available data set without much attention to social biases in the data. Another issue is 

the short-term focus on profit in the firms based on maximum profit in minimum time, 

which may even be detrimental in the long term. Thus the ‘ephemeral’ nature of digital 

innovations has very limited scope for ethical concerns such as social biases (Gal et al., 

2020). On the other hand, it has been observed that the higher the vulnerability of a 

particular group to biased algorithms lower the knowledge of the existence of the biases 

in that group. Understanding ‘information asymmetry’ from the perspective of vulnerable 

groups is crucial for understanding the circulation of gender inequality in the digital realm 

(Alvesalo-Kuusi et al., 2022). At the same time even if there is an intention to be 

responsible firms are so devoid of social realities and have cut-off work cultures that there 

is a lack of knowledge and methods to develop inclusive digital products. The biggest 

challenge is to address the question of ‘intersectionality’ (Bala and Singhal, 2018; Choi 

and Cristol, 2021; Figueroa et al., 2021) through participation. The research paper seeks 

to answer the question of how to co-create inclusive responsible standards of 

gender equity for the digitization process.  The following sections are dealing with the 

empirical study conducted and subsequently suggested methodological pathway for 

developing the inclusive gender-sensitive algorithm for women’s transit safety. 

3 Research Design, Methods and Procedures  

A Responsible Innovation Framework (Buhmann and Fieseler, 2021; Dreyer et al., 2017; 

Steen et al., 2021; Stilgoe et al., 2013) including the dimensions of anticipation, reflexivity, 

responsiveness, and participation has been used for research design. This research work 

has used both primary and secondary data. For collecting primary data, a multi-round 
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field survey has been conducted among women commuters of public transport in Delhi, 

India. The sample size of the survey is 326 women commuters belonging to diverse 

groups formed around different parameters (discussed in detail in section 4). The hybrid 

Purposive Sampling technique was used to give representation to diverse sections of 

women commuters. Structured written questionnaires and semi-structured interviews 

were used to ensure the participation of a diverse group of women commuters. 

For secondary data literature survey is done. Also, the existing women transit safety 

apps15 in Delhi, such as 24*7 Smart, ‘Safety pin’, and ‘Himmat’ were analyzed from the 

Responsible Innovation perspective and gaps have been identified. Table.1 gives the 

output images of these safety apps 

App Name                                              Screen Picture 

 

 

Himmat  

 

 

 

 

24*7 

Smart 

 

 

 

                                                           
15 Transit safety apps in Delhi specifically aim to enhance women’s safety in the city. However, the inherent 
logic of these apps is GPS-based surveillance. These apps usually also have a crisis button to inform the 
security agencies in case of any unsafe incidents. However, the functional utility of these apps has been 
very limited the logic and parameters used for constructing these apps along with daily usage do not reflect 
the issues and concerns of everyday women commuters. Currently, 112 India, My Safetypin, Sheroes, 
bSafe, Himmat, Smart 24x7, Shake 2 Safety are prominent women-oriented digital safety apps in Delhi. 
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Table 1: Women safety aaps in Delhi screen shots 

3.1 Gaps in the Digital Response to Women’s Transit Safety 

Existing apps and helplines promoted to address the crisis situation miss out on the 

intersectionality among women commuters and treat women commuters as a monolithic 

category. Hence diverse safety needs of women belonging to diverse groups cannot be 

addressed through these apps. Similarly, while developing the logic of these apps 

parameters like time and location were not factored in, while it is well established that 

there is a strong correlation between the women’s perception of safety with time and 

location. The existing digital response focuses on the preservation of the physical being 

only and equates women’s safety with physical safety only. This understanding is very 

limited as conceptual development in the field of gender transit safety shows that 

‘psychological safety’ plays a significant role in perception formulation and making 

decisions on the mode of transportation among women commuters (Ceccato et al., 2022; 

KUMARI and SINGH, 2019). All these gaps necessitated a fresh understanding of 

women’s safety from women’s own perspective and translating that into an inclusive 

algorithm. The following section discusses the field study conducted to develop a logic 

of women’s safety in transportation in an inclusive and participative way.  

4 Field Survey Description  

A multi-round field survey was conducted in Delhi’s Public Transport System to collect 

cross-sectional data from women commuters. The city of Delhi has well well-developed 

Public Transport System including the rails, metro, buses, auto-rikshaws and e-rikshaws. 
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The city of Delhi has a notorious reputation for a worrisome situation of women’s safety 

in public transportation especially in the bus transport system Mukherjee Mukherjee 

(KUMARI and SINGH, 2019; Mukerjee, 2019). Despite the government’s efforts to 

improve the situation with multiple gender-sensitive schemes, the perception of women’s 

safety has not improved. Thus, the Delhi bus transport system is an interesting case to 

study and find out the gap between the solutions offered for improving women’s safety 

and the impact on the ground level. The survey was designed to capture the perceptions 

and expectations of the women using bus services in Delhi. Keeping the women 

commuters’ socioeconomic and educational background, the survey was designed to 

collect qualitative and quantitative data. The qualitative data was further converted into 

quantitative data in consultation with the participants of the survey in multiple rounds. 

To address the intersectionality among women users of public buses different categories 

were created based on age, income, education, and reproductive cycle stage. Within the 

category of age, data was collected from women belonging to the age group, up to 18 

years, 18-40 years, 40-60 years, and above 60 years. Similarly, different subcategories 

were created to be inclusive of diverse educational backgrounds and different income 

levels among women commuters. The issues faced by women during various stages of 

the reproductive cycle have been completely absent from the transit safety discourses. 

Hence, under the reproductive cycle stage, data were collected from women 

experiencing or experienced, menstruation, pregnancy, lactation, and menopause-

related issues while using public transportation.   

It is well established that women’s perception of safety is closely associated with time. 

Thus, data was collected to capture the women’s expectation of safety during different 

times of transportation such as early morning, peak hours, evening, and late nights. 

However, the sense of time among women commuters depends on location. Like any 

other global megacity, Delhi also has dynamics of ‘center & periphery’ meaning the 

existence of the different transport cultures in the central and peripheral locations. For 

instance, the late-night time has a different meaning for women commuting in or to central 

and peripheral locations of the city. Thus, the survey was designed to include the voices 

of women commuters belonging to different parts of the city including the central part of 

Delhi and peripheral locations. The central and peripheral locations were determined by 

the geographical location and availability of the mode commutations.  

The collected data has conversed into the ‘values’ women commuters aspired to be 

included in safety response. Thus, it is prudent to include the values related to women’s 

safety in digital response towards enhancing women’s safety in public transportation. 

Based on this data the statistical model is developed for analyzing various correlations 

between the safety expectations and issues to group characteristics. The following 

section discusses the major findings of the data analysis. 
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5 Findings 

Analysis of collected data shows that different groups of women have different 

expectations in terms of transit safety. However, analysis of the logic of the existing digital 

apps shows that women’s safety has been treated the same for all women without 

factoring in the time and location. The survey shows that since women are not a 

monolithic category, the safety needs of women commuters depend on a variety of 

factors. Such a gap indicates that understanding of women’s safety among technology 

developers is assumptive and not reflective of the voices of women. In the absence of 

anticipation of parameters of safety from women’s own experiences, existing apps 

remain generic and fail to enhance the sense of safety among women commuters. 

Therefore, the perception of the utility of these apps among women commuters is not 

favorable. Further, before constructing the logic these apps have not collected any 

primary data thus, they miss the community participation potential of responsible digital 

solutions. Apart from the heterogeneity and intersectionality present in the perception of 

safety, the study also finds out that for women commuters, psychological safety is equally 

important to physical safety. Which requires empathy and responsiveness for a 

meaningful solution as well as enhancing the perception of public transportation. 

For the women commuters belonging to the lower economic income groups, economic 

safety in terms of affordability was found to be strongly correlated with overall safety 

needs. It was also found that pregnant women and young mothers are more concerned 

about the impact of pollution on the health of children. Thus, the study brought out four 

important components of women’s overall transit safety as- Physical safety, 

Psychological safety, Economic safety, and Environmental safety. However, the data 

analysis shows that women in different parts of the city give variable weightage to these 

safety components. Even at the same location women belonging to the same group give 

different weightage to different safety components at different times. For instance, in 

some peripheral areas, women belonging to under 18 years of age in the low-income 

group give more weightage to physical safety during early morning and late night, but 

during the day economic safety concerns play a determining role in transit choices. 

Without including such nuances in constructing the logic for algorithms, the data collected 

by the safety apps remains skewed. 

The study shows that there is inevitable friction of interest among different groups of 

women commuters. For example, the data shows that older women have a strong 

preference for enhancing surveillance through CCTV and security personnel whereas 

women with higher education (graduation and above) considered the increased 

surveillance ineffective and an infringement upon privacy. Similarly, women with high 

education understood the concept of autonomy and connected it with safety, while in the 
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rest of the groups, autonomy was one of the least preferred aspects of safety exhibiting 

a lack of utility of autonomy. Captive women commuters belonging to higher income 

groups prefer more privacy and comfort but women commuting from the peripheral areas 

for work to the city belonging to a low-income group (i.e. sanitation workers, domestic 

help) consider availability and reliability larger issues for safety. Thus, there exists a 

complex web of correlations embedded in the women’s psychological process regarding 

feeling safe while using a public bus. It is challenging to balance the diverging safety 

requirements of women commuters, but without being responsive to the specific needs 

of a particular group the safety algorithms do not have any meaning to the women 

commuters. This is the reason most of the women commuting on buses do not use the 

existing safety app and many women are even found to be unaware of the existence of 

women’s safety apps. This also indicates the lack of participation. 

Most of the women respondents agreed that they would be able to trust the safety apps 

more if they had a way to participate in them. We propose a way for women commuters 

to participate by sharing their experiences in real-time which will act as feedback for other 

women commuters. In simple terms, women themselves decide the safety status of a 

particular location. The following sections discuss the proposed pathway for co-creating 

responsible digital responses for enhancing women commuters’ sense of safety while 

using public transportation.  

5.1 Proposed Pathway  

The proposed pathway has interconnected multiple steps: 

Step 1: Identify the different groups of the women commuters. For such groups, the 

possible parameters could be age, income, location (center or periphery), and 

reproductive cycle stage. 

Step 2: Identify the safety issues and needs for each identified group of women 

commuters. We propose to identify the safety needs by ensuring the participation of each 

group and giving representation to each group’s expectations. The group expectation 

needs to be categorized into parameters. Collaboration with social scientists and 

academic institutions at this stage can enhance the quality of the research. Define Safety 

for each group in terms of the underlying parameters. 

Step 3: Define Safety for each group in terms of the underlying parameters. The 

parameters must reflect the women commuter’s physical, psychological, economic, and 

biological safety needs.  
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Step 4: Statistical Modelling for establishing correlations. Each parameter is to be 

assigned a particular ranking point, for a particular safety parameter by each specific 

group. Weighted Averages would be applied to harmonize the diverse ranking of the 

parameters by different groups. 

Step 5: Develop the algorithm based on correlations in the statistical model.  

Step 6: Develop a digital product. Create an add-on based on the developed algorithm 

for the already existing transport Apps for specific cities. Here women commuters can 

share their experience of the commutations. 

Step 7: Maintain the digital cloud from the data feed collected from the women 

commuters. The data cloud is the nodal point to provide feedback to women commuters 

based on the ranking of a particular transport area.  

Figure 1 shows the entire suggested plan for developing an inclusive participative digital 

solution for transit safety apps. 

 

Figure 1: Proposed Pathway for Co-creating Responsible Algorithm for Women’s Transit Safety 

Many women respondents expressed an inability to do anything about the unsafe 

transport situation and feeling unsafe every day is very frustrating. Thus, providing a 

gateway to express feelings is a good starting point for ensuring the psychological safety 

of women commuters. The data cloud can be analyzed to provide inputs to security 

agencies in case of an emergency situation and identify the hotspots where women often 

feel unsafe while commuting. By analyzing the data, the transport managers can 

enhance their quality of service and attract more women commuters. In the long run, the 

data could be analyzed to find patterns and can provide critical policy inputs regarding 

women’s safety in public transportation. 
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6 Discussion  

 It is clear from the field study and analysis of existing women’s safety Apps that there is 

a knowledge gap between academic research (i.e. this study and other studies from 

different cities across the world) and understanding of women’s safety among digital app 

developers. The academic research on women’s safety offers deeper insights including 

highlighting the psychological aspects of safety which brings into question the 

effectiveness of the existing Apps. Thus, there is a need to translate academic knowledge 

into digital products with collaboration and consultation between academic institutions 

and technology development firms. Being responsive to the needs of women commuters 

such an approach has potential for economic as well as social sustainability. However, 

there are genuine concerns and limitations of the digital technology developers which we 

need to consider before proposing a methodological pathway for developing algorithms 

in an inclusive, participative, and responsible way. Currently, it is evident that there is 

unpreparedness in firms regarding upholding the moral overload of the digitization 

process. At this juncture, there is great potential for increasing the stakeholdership of 

academic institutions. Engagement with academic institutions before developing the logic 

or creating relevant data sets can help reduce the biases in the algorithms and lead 

toward a more inclusive digitization process.  
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