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Introduction: Recent studies suggest that the cortical homunculus is ready for an update.1 It seems as though several 

body integration centers exist within the motor cortex that receive input from areas distributed throughout the brain.1 

These integration centers contain highly decodable information2, raising the question whether the areas that provide 

input to these centers contain similarly decodable information. In previous work, we started to explore whether it is 

possible to decode movement-related information from distributed recordings3 and show that this is indeed possible 

for both executed and imagined movements. Here, we extend this work from a trial-based classification problem to 

continuous decoding of hand kinematics using depth electrodes implanted throughout the brain. 

Materials, Methods and Results: We developed 

a continuous movement task in which the 

participant had to move their hand to target 

locations in a 3D space using an UltraLeap 

motion tracker. The targets were displayed on a 

screen, where the size of the cursor determined 

the depth axis (towards and away from the 

screen). We included multiple participants 

implanted with multiple depth electrodes for their 

epilepsy clinical treatment. We recorded as much 

data as possible per patient over multiple sessions, 

depending on available time, skill and participant 

well-being (minimum of 25 targets). After 

preprocessing, we trained and reconstructed hand 

kinematics using the preferential subspace 

identification algorithm4, and reached 

reconstruction correlations significantly above 

chance. 

Discussion: These preliminary results suggest that continuous decoding of hand kinematics is possible from 

distributed recordings. Variations in decoding performance indicate that some areas contain more information 

relevant to continuous hand movements compared with other regions. However, even for some participants where 

correlations between the neural signal and hand trajectory were low, the decoder was able to achieve significantly 

above chance performance. 

Significance: The results may identify new brain areas that contain movement-related information, as well as 

uncover decodable distributed motor-related networks. 
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Figure 1. Example speed reconstruction of one participant. 
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