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Introduction: The classi�ication models commonly used in BCIs do not take into account
covariates such as changes in users’ mental states, such as motivation or fatigue, which
can in�luence EEG signal dynamic [1] and affect classi�ication performances. We propose
a modi�ication of linear discriminant analysis (LDA) [2] to account for these interfering
covariates in order to improve performance. Our modi�ication aims to make the LDA
linear projection independent of such covariates for improved performance.

Material, Methods and Results: LDA aims to reduce the dimension of the input variables
while separating them into classes using a linear combination of the input variables. To
do so, it computes the input variable means and covariance matrices for each class. They
are used to determine the linear projection that maximizes the distance between class
means and minimizes variance within each class. Our method, named independant LDA
(iLDA), takes as input a vector of xi, which is an original variable x to which we
subtracted the linear in�luence that the covariate z has on x, using linear regression
(here we used the mean square error regression method), see equation 1. This allows us
to clearly consider that the covariate has an in�luence on the variable and to reduce such
in�luence by projection.

(1)𝑥
𝑖

= 𝑥 − (𝑎 *  𝑧 + 𝑏) 
Equation 1 . x is the original input variable, xi is the variable were the linear influence of the covariate was removed, a and b

are the regression coefficients and error term of the linear regression predicting x from z, z is the covariate

The algorithm was tested on simulated data where each variable follows a normal
distribution, with different distributions for each class. A randomly chosen covariate,
with a linear in�luence on all variables, was generated, and a small Gaussian noise added
to the covariate. The data have been generated for a different set of variables, from 2 to
100, and a different number of training instances, from 25 to 1000. Each set of condition
is repeated 1000 times. The simulated data was tested with three classi�iers: a standard
LDA, an LDA with the covariate added as input variable (covLDA), and our proposed
iLDA. Results showed that both LDAs including the covariate (i.e., covLDA and iLDA)
improved classi�ication accuracy (respectively 92.1% and 92.5%) compared to standard
LDA (91.3%) and that our model performed signi�icantly better than covLDA in cases
with few training instances and many variables.

Discussion: These preliminary results on simulated data showed the interest of
considering covariates in classi�iers. Our next steps is to test such algorithms with real
EEG datasets and features (e.g., band power or CSP features), and covariates that are
known to have an in�luence on EEG signals such as fatigue, attention, motivation,
expertise or artifacts, as measured using, e.g., questionnaires.
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