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Introduction: The effectiveness of machine learning models used in brain-computer interfaces (BCIs) is

often limited by the availability of training data [1]. In this study, we explore data augmentation methods

to enhance machine learning classifier performance on imbalanced datasets, specifically in BCIs based

on the Rapid Serial Visual Presentation (RSVP) paradigm [2].

Materials, Methods and Results: We considered two types of data augmentation techniques. First, trans-

formative methods that generate new samples by manipulating existing datasets, including frequency

shift (FS) , Fourier transform surrogate (FTS), smooth time mask (STM), and time shift (TS) [3]. The

second type uses generative artificial intelligence approaches to produce synthetic data, including class-

conditioned Wasserstein GANs (CCWGAN) [4] and a conditioned denoising diffusion probabilistic

model (CDDPM) [5]. The impact of these methods for augmenting data in two RSVP public datasets

[1, 6] was assessed using four different classifiers: LDA, RSVM [7], MDM [8], and EEGNet [9].

Figure 1: Qualitative Comparison between generative Results of ICD-

DPM and CCWGAN.

Among the transformative methods, STM pro-

vided the most consistent performance improve-

ment, with gains of up to 8.36%, followed by TS

with improvements of up to 5.29%.

Regarding the generative methods, the EEG-

optimized CCWGAN excelled in generating sig-

nals with high temporal similarity and validity

(c.f., Figure 1). Meanwhile, the CDDPM, adapted

from computer vision, demonstrated improved

training stability. However, both generative meth-

ods showed a consistent decrease in classifica-

tion performance when synthetic data was used

to train an MDM classifier. In turn, the EEGNet

decoder maintained comparable average perfor-

mance across subjects regardless of the amount

of augmented data used, while some subjects exhibited improved performance.

Conclusion: We found that transformative data augmentation event yield more consistent performance

improvement in RSVP paradigms characterized by high class imbalance. Synthetic data created with

generative approaches yielded signals with similar temporal an spectral characteristics. However, our

results suggest that data augmentation using generative methods is more subject-dependent than for

transformative methods. Acknowledgments and Disclosures: N/A.
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