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Figure 1: (A) Performance of ViT self-attention layers in aligning with fMRI data, highlighting the impact of layer depth on model identifica-

tion accuracy. (B) A schematic comparison showing that more complex networks, such as ViT, are outperformed by simpler CNN architectures.

Introduction: Recent advancements in computer vision, particularly with Vision Transformers (ViTs)

and foundation models, have led to significant improvements across various tasks by utilizing self-

attention mechanisms to capture intricate patterns and global relationships in visual data. This study ex-

plores whether these advanced models, compared to traditional convolutional neural networks (CNNs),

offer better alignment with neural data, particularly fMRI responses. We specifically investigate the

impact of model complexity on interpreting brain activity by evaluating the alignment between fMRI

data and features from several neural network architectures, including ViT, ResNet18, DenseNet [1, 2,

4], and simpler models like VGG11, and AlexNet [5, 7].

Materials, Methods, and Results: We used the fMRI dataset in [3], which links visual stimuli from

ImageNet categories to corresponding fMRI data. The training set consisted of 1200 samples from 150

image classes (8 images per class), while the test set included 1750 recordings from 50 image classes,

each observed 35 times. Preprocessed data through motion correction, voxel normalization, and ROI

selection, was used for training AlexNet, VGG11, ResNet18, DenseNet, and ViT.

Performance in terms of identification accuracy [3] across features extracted from different layers, shows

that simpler models, like VGG11 and AlexNet, outperform more complex architectures such as ResNet,

DenseNet, and ViT. Notably, ViT exhibited the lowest performance, highlighting its reduced compati-

bility with fMRI signals.

With ViT models increasingly explored for decoding brain activity due to their representational power [6],

we also investigated their alignment with fMRI data across all layers. As shown in Fig.1a, ViT exhibits

a distinct trend compared to CNNs, where performance typically improves in early layers, peaks at in-

termediate layers, and declines in deeper layers[3]. In ViT, alignment gradually improves from early to

deeper layers, with a performance drop in the final layer. This discrepancy may arise from fundamental

differences in processing: CNNs hierarchically encode perceptual features in early layers and abstract

semantics in deeper ones, while ViTs use self-attention to refine token relationships, emphasizing global

context and abstraction throughout the network, especially in the last layer. Thus, the lower performance

by ViT likely suggests that its highly abstract and complex representations are less compatible with the

predominantly low- and mid-level features captured by fMRI signals.

Conclusion: This work indicates that higher architectural complexity does not always translate to im-

proved compatibility with biological signals, underscoring the importance of considering model com-

plexity and representation characteristics when applying machine learning to decode brain activity.
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