
A preliminary evaluation of a fully implantable speech BCI 
G. Saldanha1*, M. B. Ben Ticha1, C. Arvis1, P. Roussel1, F. Bocquelet1, G. Le Godais1, M. Aubert1, T. 

Costecalde2, L. Struber2, G. Charvet2, P. Kahane3, S. Chabardès2,4, B. Yvert1. 

1Univ. Grenoble Alpes, Inserm, U1216 Grenoble Institut Neurosciences, Grenoble, France; 2CEA, LETI, Clinatec, 

Grenoble, France; 3CHU Grenoble Alpes, Department of Neurology, Grenoble, France; 4CHU Grenoble Alpes, 

Department of Neurosurgery, Grenoble, France 

*Bio B, 2280 Rue de la Piscine, 38400 Saint Martin d’Hères, France. E-mail: guillaume.saldanha@univ-grenoble-alpes.fr, blaise.yvert@inserm.fr  

Introduction: Speech BCIs offer perspectives to restore natural communication in people with Locked-In 

Syndrome (LIS). Current speech BCI solutions have shown convincing demonstrations for intelligible 

speech reconstruction with either subdural ECoG [1] or intracortical Utah array [2] recordings over 

sensorimotor and premotor areas. Yet, these solutions still rely on implants that remain wired to external 

recording systems, creating risks of infection. Moreover, subdural ECoG and intracortical recordings have 

been shown to degrade over long periods of time. There is thus a critical need for speech BCI solutions 

relying on fully implantable wireless technologies offering stable signals over many years. In this context, 

we propose to use the epidural WIMAGINE implant [3], which has proven to have great recording stability 

over time [4], to build a chronic speech BCI. Here, we present a complete real-time speech BCI framework 

based on the fully implantable WIMAGINE technology and its preliminary tests in a patient able to speak 

and chronically implanted in the context of a clinical trial aiming at evaluating the WIMAGINE technology 

for the motor control of an exoskeleton [5] (NCT02550522).  

Material, Methods and Results: Over the 64 implant electrodes covering the hand motor cortex, the 32 most 

ventral were used in order to be as close as possible to the dorsal laryngeal motor cortex [6]. In a first step, 

two open loop sessions were conducted during which the patient was asked to read aloud short French 

sentences and vowel sequences. The absence of acoustic contamination was verified [7]. This data was used 

to train a Vison Transformer (ViT) based decoder [8], which was then implemented in a real-time processing 

software developed in C++. This pipeline was then evaluated in subsequent online closed-loop sessions with 

the same patient in either a sentence-by-sentence or a frame-by-frame speech decoding paradigm.  

Conclusion: A complete real-time closed-loop speech BCI framework has been developed for further 

evaluation in Locked-In individuals chronically implanted with the epidural WIMAGINE technology.  
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