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Introduction: Brain-computer interfaces (BCIs) based on electrocorticography (ECoG) have seen 
broadening usage in clinical trials to augment and restore communication and control abilities for severely 
paralyzed individuals [1, 2]. Previous studies have shown that increased density of the electrodes can 
contribute to higher decoding accuracy from intraoperative data [3]. For these high-density grids, locating 
the ideal implantation site can be crucial for obtaining relevant information for decoding. It is therefore 
important to develop methods that can help assess implantation success and guide grid repositioning if 
necessary. This requires training and testing neural decoding models in real time during implantation 
surgery. However, it is not yet known whether detecting and classifying speech is possible in real time 
during awake surgery using high-density µECoG grids. 

 

Figure 1. Example of real-time speech detection results. Black trace is the average high gamma (HG) energy across all channels. Blue vertical lines 
represent stimulus onset, Green vertical lines represent detection. 

Material, Methods, and Results: The 1024-channel Layer 7 Cortical 
Interface (Precision Neuroscience, NY, [4]) was temporarily placed on 
~1.5 cm2 of the face motor area of a participant with no speech 
impairments during an awake craniotomy for tumor resection. The 
participant performed a word repetition task where they spoke one of 
four words out loud. An online speech detection model was designed 
to identify energy increases in the high-gamma band (70-170 Hz). A 
real-time classification pipeline was developed to segment the trials, 
train a neural network model with the growing dataset online, and make 
classification decisions with the best available model at that time. 

Conclusion: Real-time speech detection and classification is feasible 
using the Layer 7 cortical interface in a data-limited setting such as 
awake neurosurgical procedures.  
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Figure 2. Average high gamma energy across all 
trials for each stimulus. 
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