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Koester Niels, Koenig Oliver, Thaler Alexander, Bı́ró Oszkár . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Towards real-time magnetic dosimetry simulations for inductive charging systems

Haussmann Norman, Zang Martin, Mease Robin, Clemens Markus, Schmuelling Benedikt, Bolten Matthias . . . 58

Topology optimization of magnetic cores for WPT using the geometry projection method

Otomo Yoshitsugu, Igarashi Hajime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Deep learning-based surrogate model for fast multi-material topology optimization of IPM motor

Sato Hayaho, Igarashi Hajime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3



19th IGTE Symposium 2020

Magnetic field simulations using explicit time integration with higher order schemes
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Multi-objective free-form shape optimization of
a synchronous reluctance machine

P. Gangl∗, S. Köthe∗, C. Mellak†, A. Cesarano∗, and A. Mütze†

∗Institute of Applied Mathematics, TU Graz, Steyrergasse 30, A-8010 Graz
† Electric Drives and Machines Institute, TU Graz, Inffeldgasse 18, A-8010 Graz

E-mail: gangl@math.tugraz.at

Abstract—This paper deals with the design optimization of a synchronous reluctance machine to be used in an X-ray
tube, where the goal is to maximize the torque, by means of gradient-based free-form shape optimization. The presented
approach is based on the mathematical concept of shape derivatives and allows to obtain new motor designs without the
need to introduce a geometric parametrization. We validate our results by comparing them to a parametric geometry
optimization in JMAG by means of a stochastic optimization algorithm. While the obtained designs are of similar shape,
the computational time used by the gradient-based algorithm is in the order of minutes, compared to several hours taken
by the stochastic optimization algorithm. Finally, we show an extension of the free-form shape optimization algorithm to
the case of multiple objective functions and illustrate a way to obtain an approximate Pareto front.

Index Terms—multiobjective shape optimization, shape derivative, synchronous reluctance machine.

I. INTRODUCTION

In many industrial applications, the design of elec-
tric machines has to be tailored to the application
at hand since off-the-shelf solutions are not avail-
able. The design of electric machines is usually based
on engineering knowledge and is sometimes refined
by geometric optimization. The most widely used ap-
proach is to introduce geometric parameters and optimize
these, either using stochastic optimization algorithms
or derivative-based methods, see [1] for an overview
article. While derivative-based optimization algorithms
successively improve a given initial geometry by means
of gradient information and are known to converge to a
local optimum rather fast, stochastic algorihtms include
random effects and are less prone to getting stuck in
local optima. In practice, one is usually confronted with
several conflicting objective functions thus making mul-
tiobjective optimization capabilities for finding a Pareto
optimal set of designs important. The extension to a
multiobjective setting is more straightforward in the case
of many stochastic optimization algorithms, however it
can also be achieved in the case of derivative-based
methods [2].

In recent years, non-parametric shape optimization
methods based on the mathematical concept of shape
derivatives [3] (often refered to free-form shape optimiza-
tion approaches) have become a more and more popular
tool for the design optimization of electric machines, see
e.g. [4], [5], [6] for approaches using the finite element
method or the recent work [7] in the context of isogeo-
metric analysis. In these approaches, the geometry is not
parametrized by a finite number of scalar values, but the
design variable is a set, e.g. the set of points occupied by
ferromagnetic material in the rotor of an electric machine.
Starting out from a given initial design, the design is
updated by the action of a smooth vector field, thus
allowing for any kind of design that is topologically
equivalent to the initial design. This way, often new and

innovative designs can be obtained.
The purpose of this paper is two-fold: On the one hand,

we extend the gradient-based multi-objective optimiza-
tion method introduced in the case of a parametrized
geometry in [2] to the case of free-form shape opti-
mization. This allows to exploit the flexibility of free-
form shape optimization methods, as well as their fast
convergence properties also in the practically important
case of multiple competing objective functions. On the
other hand, we employ this method on both, the more
standard single-objevtive case and, in the case of two
objective functions, to find (Pareto-)optimal designs of a
synchronous reluctance machine. Comparing our results
with the results obtained by a stochastic parameter op-
timization confirms the higher degree of flexibility and
computational efficiency of our approach compared to
parametric design optimization.

The rest of this paper is organized as follows: In
Section II we introduce the problem at hand and state
the mathematical model. We recall the main ingredients
for a free-form shape optimization method and apply the
algorithm to our problem in Section III. In Section IV we
show an extension of the gradient-based free-form shape
optimization algorithm to the case of multiple objective
functions before concluding in Section V.

II. PROBLEM DESCRIPTION

A. Physical model

We consider the design optimization of a synchronous
reluctance machine (SynRM), i.e., a motor that is based
solely on the reluctance principle. This motor generates
torque exclusively by a difference of reluctance between
two axes, namely the d-axis and the q-axis (the location
of the axes is defined by the number of poles of the
machine). Thus, torque generation is not based on any
transient behavior or quantity and a static magnetic field
analysis is sufficient. The machine under investigation
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Figure 1. Upper half of synchronous reluctance machine with a three
phase, two pole stator. The rotor consists of alternating magnetically
conducting (blue) and non-conducting layers (gray).

Table I
EXAMPLE CASE MACHINE DESIGN PARAMETERS.

Parameter Value

Stator
Inner radius 26.5 mm
Outer radius 47.5 mm
Number of slots 24
Number of phases 3
Number of poles 2
Axial length 50 mm
Winding type single-layer distributed
No. of turns per slot 64
Phase resistance RS,20◦C 7.1 Ω
Rated voltage Ueff 230 Vac/ 400 Vac
Connection star

Rotor
Outer radius 18.5 mm

is intended for the use in an X-Ray tube for medical
applications. The considered rotor will be operated in
a vacuum and therefore must be built of solid pieces
of metal (as opposed to the commonly used steel sheet
structure). Additionally, the air gap of the motor is unusu-
ally large (e.g., 10 mm with an outer stator diameter of
130 mm) decreasing the torque capability of the machine.
Furthermore, the rotor has to withstand temperatures of
up to 450 ◦C. [10]

The synchronous reluctance machine is particularly
suitable for such an application mainly due to its rugged-
ness and construction simplicity and the absence of
rotor windings [11]. As per the operation mode of the
machine quick acceleration and subsequent braking of a
tungsten disk is required. Typically, this sequence takes
at maximum 10 s. Figure 1 shows the machine under
investigation. The stator is a three phase stator with one
pole pair, the rotor consists of alternating magnetically
conducting (blue) and non-conducting layers (gray). The
reference design parameters of the machine are stated in
Table I.

Figure 2 shows the simplified vector diagram of a syn-
chronous reluctance machine. The d-axis of the machine
is the path with least reluctance, the q-axis is the path
with the highest reluctance. In the d-q axis theory, the
torque is expressed as

T =
3Np

2
(λdIq − λqId),

where Np denotes the number of pole pairs, λd and λq are

q-axis

d-axis

λd = LdId

λq = LqIq

λ

Id

Iq

Is

β

Figure 2. Vector diagram of a synchronous reluctance machine for
the simplified model in d-q reference frame [9].

the magnetic flux linkages, and Id and Iq are the currents
in d-axis and q-axis direction, respectively. Alternatively,
using the inductances Ld and Lq as well as the stator
current Is and current angle β, the torque is expressed as

T =
3Np

4
(Ld − Lq)I2s sin(2β) . (1)

Evidently, as per (1), assuming linear lossless be-
haviour and a fixed stator current Is the maximum torque
can be achieved with a machine current angle β (angle
between current vector and d-axis of the machine, Fig. 2)
of 45◦. [8]

B. Optimization goal

A static analysis is chosen to calculate the reluctance
torque. Therefore, a current is impressed on the windings
according to Table II. Subsequently, the rotor is rotated
and fixed clockwise to create the optimal current angle
β of 45◦. The objective is to increase the torque with the
given stator at a constant current and air gap length at
the optimum current angle β. The number of conducting
and non-conducting layers remains unchanged. Solely
the shape of each individual layer is subject to the
optimization as to increase the d-axis inductance Ld
while, ideally, decreasing the q-axis inductance Lq at the
same time.

Table II
THE CURRENT VALUES FOR EACH WINDING.

U-Phase V-Phase W-Phase

12 A -6 A -6 A

C. Mathematical model

We consider a two-dimensional cross-section of the
machine in the setting of 2D magnetostatics, i.e., B =
curlA where the magnetic vector potential is of the form
A = (0, 0, u(x1, x2))>. Let D ⊂ R2 denote the com-
putational domain which comprises the two-dimensional
cross section of the machine as well as a surrounding air
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region, and let Ω ⊂ D denote the ferromagnetic parts
of the machine. The mathematical design optimization
problem reads

max
Ω∈A

T (u) (2)

s.t. − div(νΩ(x, |∇u|)∇u) = Ji, x ∈ D,
u = 0, x ∈ ∂D, (3)

where T represents the torque for the considered rotor
position, A is a set of admissible shapes, Ji represents
the impressed current density and the magnetic reluctivity
is defined piecewise as

νΩ(x, s) =

{
ν̂(s) x ∈ Ω,

ν0 x ∈ D \ Ω.

Here, ν̂ is a nonlinear function which represents the
magnetic reluctivity of the ferromagnetic material, and
ν0 corresponds to the magnetic reluctivity of air. The
partial differential equation (PDE) constraint (3) admits
a unique solution under natural assumptions on the non-
linear function ν̂ [12]. Note that the torque T depends
on the shape Ω of the ferromagnetic components via the
solution to the PDE constraint (3). Denoting the unique
solution to (3) for given Ω ∈ A by uΩ, we define the
reduced cost function T (Ω) := T (uΩ).

III. FREE-FORM SHAPE OPTIMIZATION

We propose a free-form shape optimization algorithm
based on the mathematical concept of shape derivatives,
which is capable of improving the shape of a given
initial geometry without the need of defining geometric
parameters. We will outline the main ingredients to the
method in the following. We introduce the theory for a
general cost function J and will choose J := −T later
in Section III-C.

A. Shape derivative
The shape derivative of a general shape function J =

J (Ω) represents the sensitivity of J when the domain
Ω is perturbed by the action of a given vector field V .
Given a smooth vector field V which is defined on D,
let Ωt = (id + tV )(Ω) denote the perturbed domain for
t > 0. The shape derivative of J in the direction given
by V is defined as

dJ (Ω;V ) := lim
t↘0

J (Ωt)− J (Ω)

t
, (4)

provided that this limit exists and the mapping V 7→
dJ (Ω;V ) is linear and continuous [3].

The shape derivative for problem (2)–(3) can be de-
rived in an analogous way as it was done in [4] and, for
a vector field V that is only supported on the rotor, reads

dJ (Ω;V ) =

+

∫

D

νΩ(x, |∇u|)
(
(divV )I − ∂V T − ∂V

)
∇u · ∇p dx

−
∫

D

∂sνΩ(x, |∇u|)
|∇u| (∂V T∇u · ∇u)(∇u · ∇p) dx.

(5)

Here, p denotes the solution to the adjoint equation which
for the case of the maximization of the torque reads in
its strong form

s.t. − div (AΩ(u)∇p) =
∂T

∂u
, x ∈ D,

p = 0, x ∈ ∂D.
(6)

with

AΩ(u) := νΩ(x, |∇u|)I +
ν′Ω(x, |∇u|)
|∇u| ∇u⊗∇u.

B. Descent direction

Given a closed formula for the shape derivative, a
descent vector field V can be obtained by solving an
auxiliary boundary value problem as follows. Let X be
a Hilbert space and b : X × X → R a symmetric and
positive definite bilinear form. Then the solution W ∈ X
to the variational problem

b(W,V ) = −dJ (Ω;V ) ∀V ∈ X (7)

is a descent direction since it satisfies by construction

dJ (Ω;W ) = −b(W,W ) < 0.

Thus, it follows from the definition in (4) that perturbing
Ω a small distance into the direction W will yield a
decrease of the cost function J .

The user has some degrees of freedom in the choice
of the bilinear form b(·, ·) as well as the space X . Com-
mon choices include X = H1(D,R2) and b(W,V ) =∫
D
∂W : ∂V + W · V dx or b(W,V ) =

∫
D
Cε(W ) :

ε(V ) + W · V dx where ε(V ) = 1
2 (∂V + ∂V >) and

C is a fourth-order elasticity tensor. The latter choice
is known to preserve mesh quality better compared to
other choices of b(·, ·) [13]. An alternative strategy for
extracting a descent direction which also allows for
the extension to multiple objective functions will be
discussed in Section IV-A.

C. Numerical results

The procedure outlined in Sections III-A and III-B
constitutes the following free-form shape optimization
algorithm for minimization of shape function J = J (Ω):

Algorithm 1. Given initial design Ω0, cost function J ,
tolerance tol, k = 0.

1) Solve state equation (3) and adjoint equation (6)
2) Compute shape derivative dJ (Ωk;V ) given in (5)
3) Compute shape gradient W as solution to (7)
4) If ‖W‖ < tol then stop

else set Ωk+1 = (id + tW )(Ωk) where t =
max{1, 1

2 ,
1
4 ,

1
8 , . . . } such that J (Ωk+1) < J (Ωk).

5) k k + 1 and go back to 1)

In step 4) the parameter t is chosen by a line search
in order to guarantee a descent of the cost function J .

We applied Algorithm 1 to problem (2)–(3), i.e. we
chose to minimize J (Ω) := −T (Ω), using the finite
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Figure 3. Top: Initial design of rotor, T = 1.007 Nm. Bottom:
Optimized design obtained after 70 iterations of Algorithm 1, T =
1.270 Nm.

element software package NGSolve [14]. In particular,
we used the automated shape differentiation capabilities
provided by NGSolve which enables the automated
computation of the shape derivative dJ (Ω;V ) for a
large class of PDE-constrained shape optimization prob-
lems [15].

For the space X in (7), we chose the space of all
vector-valued H1 functions defined on the rotor of the
machine whose normal component vanishes on the top
and bottom boundary parts of the rotor and which vanish
at the left and right boundary parts. For the bilinear form
b(·, ·) we chose the H1 inner product

b(V,W ) : =

∫

Drot

∂V : ∂W +
1

100
V ·W dx,

where Drot denotes the union of the five iron and four air
layers as depicted in Figure 3. The results obtained after
70 iterations of Algorithm 1 are depicted in Figure 3.
The torque was increased by about 26% from 1.007 Nm
to 1.270 Nm. The computational time to obtain the
optimized design was about 10 minutes on a single core.

D. Validation

In this section, we validate the results obtained in
our numerical experiments by comparing them to an
optimization run in JMAG [16]. Motivated by the re-
sults of the gradient-based optimization, see Fig. 3, we
parametrized our rotor geometry by means of 14 geo-
metric parameters under symmetry conditions, see Fig. 4,
and ran a genetic algorithm which is built into JMAG to
maximize the torque. We started with a population size of
300 and ran the algorithm for 50 generations, allowing

Figure 4. Geometric parameters used for genetic algorithm.

(a) (b)

(c) (d)
Figure 5. Best results obtained by genetic algorithm in JMAG based
on geometric parametrization of Fig. 4 after 300 generations. (a) best
design, T = 1.2119Nm. (b) second best design, T = 1.2091Nm.
(c) third best design, T = 1.2082Nm. (d) fourth best design, T =
1.2067Nm.

for 60 children in each generation. The computational
time used by the genetic algorithm was about 19 hours
and a total of 15000 designs were examined. The four
designs with the highest torque values are depicted in
Fig. 5. It can be seen that the best designs are similar to
the design we obtained by the gradient-based algorithm
(Fig. 3), but also that the torque values were not quite
reached. While one might be tempted to explain such
a discrepancy by the fact that different simulation tools
were used, we mention that the calculated torques in the
two simulation softwares (NGSolve and JMAG) showed
a good match for the initial geometry. Thus, it seems like
the design in Fig. 3 is superior to those obtained by the
genetic algorithm in JMAG since more general geometries
can be obtained. Of course, the computation time of
19 hours could be reduced by reducing the parameters
of the genetic algorithm, however the general order of
magnitude remains. Finally note that, since the choice
of the geometric parameters was inspired by Fig. 3, the
designs in Fig. 5 would have been unlikely to be found
without the knowledge provided by the free-form shape
optimization algorithm.

IV. MULTI-OBJECTIVE SHAPE OPTIMIZATION

In this section we consider an extension of the
gradient-based free-form shape optimization method pre-
sented in Section III to the setting of multiple objective
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functions. We show how to compute a descent vector field
W that assures a descent with respect to several objective
functions and use this approach in order to obtain an
approximation of the Pareto front. We apply the method
to the bi-objective free-form shape optimization problem

min
Ω

(
J1(Ω)
J2(Ω)

)

where J1(Ω) := −T (Ω) corresponds to the negative of
the torque related to Ω and J2(Ω) := Vol(Ω) denotes the
volume of the ferromagnetic subdomains of the machine.

A. Multi-objective descent direction

Given two shape functions J1, J2 and their corre-
sponding shape derivatives dJi(Ω;V ), i = 1, 2, we want
to find a vector field W such that

dJ1(Ω;W ) < 0 and dJ2(Ω;W ) < 0.

We extend the ideas introduced in the framework of
parametric shape optimization in [2] to the setting of free-
form shape optimization. For that purpose, we consider
a finite element discretization using piecewise linear
and globally continuous finite elements on a triangular
mesh. Denoting the corresponding hat basis functions by
ϕ1, . . . , ϕn where n is the number of mesh points and
Φi = (ϕi, 0)>, and Φn+i = (0, ϕi)

>, i = 1, . . . , n, we
have that

{Φ1, . . . ,Φ2n}

is a basis for the set of all two-dimensional vector fields
on the mesh. Thus, after discretization each vector field
Wh can be written as Wh =

∑2n
i=1WiΦi with the

coefficient vector W := (W1, . . .W2n)>. Note that we
can identify the finite element function Wh with its
coefficient vector W . In order to obtain a discrete bi-
descent direction Wh, we solve the auxiliary optimization
problem to find (ρ,W ) ∈ R× R2n

min
ρ,W

ρ+
1

2

2n∑

i=1

W 2
i ,

s.t. dJ1(Ω;Wh) ≤ ρ,
dJ2(Ω;Wh) ≤ ρ.

(8)

Due to the linearity of the shape derivatives dJi(Ω;Wh)
with respect to Wh, the solution (ρ,W ) = (0,0) ∈ R×
R2n is a feasible point of (8). Therefore, it follows that
the solution (ρ,W ) to (8) satisfies dJi(Ω;Wh) ≤ ρ ≤ 0,
i = 1, 2, thus giving a bi-descent direction Wh whenever
the optimal ρ is negative. The second term in the cost
function of (8) is meant to keep the norm of Wh bounded.

We remark that, in contrast to the widely used
weighted-sum method, this approach is also feasible for
finding non-convex parts of a Pareto front [2]. Of course,
an extension of this approach to account for more than
two cost functions J1, . . . ,JN is straightforward.

B. Obtaining a Pareto front

Proceeding as described in Section IV-A allows to
obtain a bi-descent direction Wh. Thus, starting out from
an initial design, iteratively computing a bi-descent vector
field and moving the interface a small distance in the
direction given by this vector field constitutes a gradient-
based free-form shape optimization algorithm for two
cost functions. When no further decrease can be obtained,
a Pareto optimal point is found.

In order to obtain many Pareto optimal points, one
could start with many different initial designs. However,
it turns out to be more convenient to proceed as follows:
Consider different scalings of the two objective func-
tions, i.e. apply the gradient-based biobjective descent
algorithm for the two objective functions J1 and wJ2

with different values of the weight w, see also [2]. Each
choice of the weight w corresponds to a run of the bi-
objective descent algorithm and will yield a point on the
Pareto front.

C. Numerical results

The proposed algorithm to obtain an approximation of
a Pareto front consists in a loop over different weights
w where each iteration uses an algorithm similar to
Algorithm 1 to obtain an optimized design. In contrast
to Algorithm 1, however, here the descent direction is
obtained by solving the auxiliary optimization problem
(8) rather than an auxiliary boundary value problem of
the form (7). The algorithm reads as follows:

Algorithm 2. Given initial design Ω0, cost functions
J1,J2, tolerance tol, set of weights {w1, . . . , wM}.
For j = 1, . . . ,M :

1) If j > M then stop
else set J̃1 ← J1, J̃2 ← wjJ2.

2) Set k ← 0, Ω
(j)
0 ← Ω0

3) For k = 0, 1, 2, . . .

(i) Solve state equation (3) and adjoint equa-
tion (6)

(ii) Compute shape derivatives dJ̃1(Ω
(j)
k ;V ),

dJ̃2(Ω
(j)
k ;V )

(iii) Compute bi-objective descent direction Wh as
solution to (8) with dJ̃1(Ω

(j)
k ; ·), dJ̃2(Ω

(j)
k ; ·)

(iv) If ‖Wh‖ < tol then j ← j + 1 and go to 1)
else set Ω

(j)
k+1 = (id + tWh)(Ω

(j)
k ) where t =

max{1, 1
2 ,

1
4 ,

1
8 , . . . } such that Ji(Ω(j)

k+1) <

Ji(Ω(j)
k ), i = 1, 2.

In our implementation, we solved the quadratic opti-
mization problem involving linear inequality constraints
(8) by means of a sequential least squares program-
ming optimization algorithm using the functionality
scipy.optimize(...). In order to reduce compu-
tation time, we restricted problem (8) to the degrees of
freedom on the material interfaces which are subject
to optimization and neglected the interior degrees of
freedom. This is motivated by the fact that a movement
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Figure 6. Left: Values of different designs obtained in the course
of gradient based two-objective optimization algorithm for different
weights w. Right: Zoom on approximated Pareto front.

w = 0.065 w = 0.035 w = 0.005
T = 1.260 T = 1.203 T = 1.176

V = 2.89 · 10−4 V = 2.60 · 10−4 V = 2.55 · 10−4

Figure 7. Three different designs obtained on the approximated Pareto
front by using different weights w for J2.

of points inside a subdomain does not alter the shape.
Proceeding like this, we obtain a deformation vector field
that is only supported on the material interfaces and
vanishes on all interior mesh nodes. In order to avoid
intersection of the mesh when updating the geometry, we
extend the vector field from the interfaces to the whole
rotor domain by harmonic extension, i.e., by solving an
elliptic PDE. As additional constraints, we imposed the
linear equality constraints that the normal component of
the vector field on the boundary on the rotor domain
vanishes, i.e. Wx(z)nx(z) + Wy(z)ny(z) = 0 for all
mesh points z ∈ ∂Drot. These constraints ensure that
the radius of the rotor remains unchanged.

Figure 6 (left) shows the results of the bi-objective
descent algorithm for minimizing the negative torque and
w times the volume, J1(Ω) = −T (Ω) and wJ2(Ω) =
wVol(Ω), for different choices of the weighting factor
w. The right picture of Figure 6 depicts a zoom on the
obtained Pareto optimal points. The computational effort
for obtaining one Pareto optimal design is comparable
to the cost of one single-objective optimization run (see
Sec. III-C), amounting to a computational time of about
two hours on a single core to obtain the depicted Pareto
front. The Pareto optimal designs corresponding to three
different choices of w can be seen in Figure 7.

V. CONCLUSION AND OUTLOOK

We addressed the problem of finding the optimal shape
of the rotor of a synchronous reluctance machine as
used in an X-ray tube by means of a gradient-based
free-form shape optimization method which is based on
the shape derivative. This approach allowed to obtain an
optimized shape which exhibits an increase of the torque
by 26% within only several minutes of computation

time. The results are confirmed by a geometric parameter
optimization in JMAG where the parametrization is moti-
vated by the design obtained by free-form optimization.
Moreover, we introduced an extension to the setting of
multi-objective shape optimization and showed a way to
obtain an approximate Pareto front while significantly
decreasing the computation time when compared to evo-
lutionary algorithms.

In this paper we only considered shape optimization
approaches which cannot alter the connectivity of the
initial design. A next step would be to consider topology
optimization methods to additionally allow for changing
topologies, in particular in the context of multi-objective
optimization. While this was beyond the scope of this
paper, it is subject of future work.
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Enhanced beamforming techniques for cylindrical-substrate
microstrip array antennas

Exadaktylos P. Christos (1), Karatzidis I. Dimitrios (1), Zygiridis T. Theodoros (2), Kantartzis V.
Nikolaos (1)
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Purpose:

A class of robust and efficient beamforming methods is developed in this paper for the optimised design of re-
alistic microstrip antennas on arbitrarily curved substrates. More specifically, this paper aims to focus on the
formulation of an effective and computationally light beamforming algorithm and its implementation on a novel
realistic cylindrical-substrate microstrip array antenna with significantly decreased size, wideband operation and
enhanced radiation characteristics.

Design/methodology/approach:

The proposed multi-parametric schemes introduce an efficient null-steering concept, which drastically annihilates
the undesired beamformer waveform artefacts, while retaining the real output signal undistorted. In particular, the
key objective is the accurate calculation of the appropriate complex feeding weights, required to set nulls along the
propagation directions of the unwanted signals and a maximum towards the propagation direction of the desired
incoming signal. The featured technique, combined with a modified finite element method, is applied to the design
of a new family of cylindrical-substrate microstrip array antennas.

Findings:

Numerical results, mainly concerning customisable three-dimensional radiation patterns and attributes, certify
the merits of the algorithm and its limited system demands. The introduced beamforming algorithms are applied
to a variety of different inputs (desired radiation patterns), which indicate that the designed cylindrical-substrate
antenna overwhelms existing designs in terms of computational cost for the beamforming algorithm, while retaining
acceptable values for radiation characteristics, such as gain, directivity and side-lobe suppression. In this manner,
the effectiveness of the prior methodology and the benefits of this newly shaped array antenna are comprehensively
revealed and substantiated.

Originality/value:

Rigorous beamforming techniques in conjunction with a class of contemporary array antennas are developed for
potential use in high-end communication systems, such as 5G configurations. The proposed cylindrical-shaped
structures are systematically designed, with an emphasis on space efficiency and wideband radiation effectiveness
to offer fully adjustable setups. To this aim, the cylindrical-substrate microstrip antenna, because of its inherent
azimuthal symmetry and confined overall dimensions, provides reliable operation and promising performance.

Keywords:

Beamforming methods, Cylindrical structures, Finite elements, Microstrip array antennas,Optimisation, Antenna,
Microwaves, Finite element method, Design optimization methodology, Computational electromagnetics

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
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11



Topology Optimization of Synchronous Reluctance 

Motors Made of Non-Annealed High-Silicon Steel 
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Abstract— This paper proposes topology optimization to maximize the torque of a synchronous reluctance motor with a rotor 

constructed from non-annealed silicon iron material. The process consists of measuring the B-H characteristic of the additively 

manufactured non-annealed metal powder, importing the measured B-H values to the finite element-based design and optimization 

software packages, and finally maximizing the torque of a synchronous reluctance motor, which has a rotor made of the tested magnetic 

material. The same process is performed with a conventional magnetic material, i.e. M19, to compare the results and provide guidelines 

for future improvements and leverage the proposed free-form optimization of a highly flexible additive manufacturing process. The 

results of the topology optimization applied to the both materials, M19 and high-silicon steel, reveal that the non-annealed 3D printed 

material produces less torque due to the smaller flux density levels at similar magnetic fields. The topology optimization is handled using 

a sequence-based method with implementation through Genetic Algorithm (GA) and Temporal Difference (TD) learning algorithms.  

Index Terms— Additive manufacturing, design, finite element method, synchronous reluctance motor, topology optimization. 

I. INTRODUCTION

The design optimization of low-frequency electromagnetic 

devices, such as electric motors, has been extensively studied 

in the literature [1]. As one of the major aspects and concerns 

of the existing research, different materials, topologies and the 

corresponding manufacturing methods have also been 

investigated in order to come up with an efficient, zero-waste 

and cost-effective method of manufacturing, which can lead to 

an optimal motor design [2], [3].  

Among the methods, subtractive and additive manufacturing 

techniques have been proposed [4], [5]. Conventional 

subtractive methods, although being used as the core method in 

industry, suffer from a lack of flexibility in manufacturing 

complex shapes, such as (a) the barriers in synchronous 

reluctance machines obtained from a free-form topology 

optimization (TO) routine that guarantees a smooth torque 

performance, (b) the permanent magnets that remove the ripples 

in  the airgap flux density in motors [6]; and (c) the stator 

windings that fill up the slots to the maximum capacity in order 

to get higher fill factors. On the other hand, the additive 

manufacturing (AM) techniques, also known as 3D printing, 

have opened appraoches to deal with the mentioned complex 

shapes and flexible manufacturing for some materials, such as 

non-magnetic steel, copper, composites and permanent 

magnets, as well as some devices, such as inductive (used in 

small, medium and high power applications) and capacitive 

(used in microelectromechanical systems) electric devices [7].  

The AM of non-magnetic materials is now a mature 

technology, while more research on magnetic materials, mainly 

soft ones, is required to make sure that the desired 

characteristics are obtained from the AM process [8]. On the 

other hand, recent metallurgical advancements in metal 

powders, such as high-silicon iron, have made it possible to 

explore and study the possibility of employing AM for electric 

motors.  

With respect to TO and its ability in flexible and complex 

shape design, TO methods have generated considerable interest 

in the field due to their capability to provide designers with 

complex designs that can outperform the templates available in 

commercial design packages [9]. The combination of TO with 

a sequence-based controller has led to a faster and an optimized 

solution that avoids the creation of non-manufacturable 

structures such as a checkerboard pattern. This TO method [9] 

neither requires any filtering nor smoothing technique. Further 

it will not require any modification to the optimization objective 

function for obtaining manufacturable optimal solutions. The 

applicability of this TO method is shown through two algorithm 

which vary a lot in their approach. Although both are based on 

a heuristic function for optimization, the setup of the problem 

is very different with the Genetic Algorithm (GA) depending 

on a randomly generated population and the principle of natural 

selection to discover useful sets of solution. On the other hand, 

Temporal Difference (TD) based learning converts the TO 

problem as a well-defined mathematical framework called the 

Markov Decision Process (MDP). Further TD learning involves 

a gradient based update through the learning process whereas 

GA is a gradient free optimization algorithm. 

The concept has been adapted to electric machines as well 

[10] and has led to theoretically better, while experimentally

difficult-to-manufacture, designs. This is where the AM along

with the sequence based TO method can solve some of the

issues with the manufacturing process.

AM and TO are the focuses of the current work, which (a) 

characterizes the magnetic behavior (the BH curve as well as 

the magnetic losses) of a non-annealed high-silicon iron (b) 

incorporates the characterized material into the finite element 

(FE) simulation of a synchronous reluctance motor with the 

stator and the rotor made of the high-silicon iron (c) employs a 

sequence-based topology optimization (TO) method to first, 

remove the constraints of template-based designs, and second, 

propose a shape of barrier that provides a higher torque and (d) 

compares the results to those of the standard M19 material and 
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propose guidelines for future improvements in terms of the 

characteristics of the 3D printed material, and consequently the 

electric motor made of it.  

II. TOPOLOGY OPTIMIZATION PROCESS OF HIGH-SILICON 

IRON FOR ADDITIVE MANUFACTURING OF ELECTRIC MOTORS 

Fig. 1 illustrates the proposed process which consists of: 

- 3D printing of the high-silicon iron powder in the shape

of lamination pieces.

- Measure the magnetic properties under sinusoidal

excitation at different induction (the magnetic flux

density) levels. The performance with PWM excitation

can also be measured for an inverter-fed application.

- Perform the TO of the synchronous reluctance rotor

using a sequence-based design optimization algorithm.

The assumption here is that the 3D printed material is non-

annealed. This is considered the worst case since the annealing 

heat treatment normally improves the magnetic characteristics 

of the 3D printed metals. The measurement is also performed, 

with the same settings, on the M19 lamination. 

Fig. 1. 3D printing, test and topology optimization process 

A. Material Characteristics

Fig. 2 shows and compares the magnetic behavior of the non-

annealed high-silicon iron and M19. In this study, FeSi6.5 with 

6.5wt% of silicon is used. The average particle size of the metal 

powder is about 30 µm. The bulk density is 4.17 g/cm3. A 

Renishaw Metal 3D printer was utilized to print the metal 

powder using the Selective Laser Melting (SLM) technology 

[11]. Some parts were printed, including the lamination pieces, 

the coupons and some rotors. Only the laminations are used in 

this paper, while the other parts will be used in future works 

related to the structural integrity and overall motor drive 

performance of the 3D printed motor. Next, the laminations 

were tested using the single sheet tester of the Brockhaus 

magnetic testing setup [12]. The test consists of: 

- A pure sinusoidal excitation

- Multiple frequencies (50, 200 and 400Hz) in order to

compute the eddy and hysteresis loss coefficients more

accurately

- Magnetic flux density (B) range of [0-1.5]T

- B is regulated while H is adjusted to get the requested B

value.

(a) 

(b) 

(c) 

Fig. 2. (a) Magnetization curve (b) Relative permeability (c) Magnetic 

losses at 50Hz 

All the tests were performed at room temperature 

(approximately 20 deg C). No compressive or tensile stress was 

applied to the materials. The results of the magnetic test are 

provided in Fig. 2. According to Fig. 2 (a), the non-annealed 3D 

printed material possesses a poor BH characteristic considering 

that for the same H level, M19 shows B values which are almost 

double. This means that the electric motor made of the 3D 

printed material needs a larger current to be able to magnetize 

the stator and rotor cores to the same level as an M19 based 

structure. As a result, the magnetic losses increase as well, 

which is clearly shown in Fig. 2 (c). Also, M19 reveals a larger 

permeability confirming that the statements in terms of the BH 

curve and the losses are correct. This poor performance is 

usually dealt with in the literature by means of annealing up to 

about 1000 °C or above inside a vacuum furnace. However, the 

authors have considered the worst case in this study to show 

how different the materials could be and the impact on the 

design. 

III. PROBLEM DESCRIPTION

In the sequence based TO method, a cell in the discretized 

design space serves as a pointer which can move about in the 

design space (Fig. 3), one step at a time, and it is referred to as 

“the controller”. The controller is characterized by its size and 

the material associated with it. The movement of the controller 

is decided by choosing from a set of available actions (such as 

left, right, up or down) and the controller leaves behind a trail 
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of material as it moves in the design space. So, the goal is to 

search for the sequence of actions for the controller such that its 

movements result in an optimized material distribution in the 

design space. Fig. 3 shows the controller moving in a blank 

grid-based structure. A controller of size 1 fills the design space 

as it moves around through one action at a time in a sequential 

manner. The size of the controller can be modified to suit the 

problem complexity as a larger size reduces the computation 

burden of the design optimization problem [9].  

Fig 3. Controller movement 

An optimization algorithm is employed to optimize the rotor 

of a Synchronous Reluctance Motor (SynRM) to maximize the 

average torque (𝑇𝑎𝑣𝑔) experienced. This is done by optimizing

the sequence of movements of a controller that consequently 

results in an optimized material distribution for the rotor of a 

SynRM. The dimensions of the motor are chosen based on the 

example considered in [9], as shown in Fig. 4 and listed in Table 

1. The optimization problem is formulated in (1) as,

 minimize
𝑎𝑖 = {0,1,2,3}

𝑖 = 0,1,2,…,𝑚

 𝑇𝑎𝑣𝑔(𝒂)

subject to  𝐾1 ≤ ∑(𝑝𝑗 = 1) ≤ 𝐾2,

𝑛

𝑗=1

  (1) 

where, 𝑇𝑎𝑣𝑔(a) is the negative magnitude of the average torque

experienced by the armature (the negative is imposed to 

formulate a minimization objective), 𝒂 is a sequence of actions 

that governs the movements of the controller in the design 

space. The material distribution in the design space is 

represented by a vector 𝑝, which is populated by the action 

vector 𝒂. The vector 𝑝 contains the material property of each 

cell in the discretized design domain, m is the pre-defined 

sequence length (length of vector 𝒂) and is representative of the 

freedom given to the controller to explore the environment, n is 

the length of the material distribution vector 𝑝, and K1 & K2 

are limits on the minimum and maximum number of switched 

(𝑝𝑗: 0 →1) cells permitted in the design space.

For a SynRM the rotor flux barriers play a vital role in the 

design optimization of the machine, since they force the main 

flux through the desired iron paths within a fixed stator 

geometry. Thus, to improve the performance of SynRM, it is 

important to optimize the shape of the barrier of the rotor of a 

SynRM. The objective to be minimized will be 𝑇𝑎𝑣𝑔 (a), ithe

negative magnitude of the average torque generated by the 

motor. The material distribution controlled by 𝒂 is air, which 

results in a flux barrier in the rotor. The geometry for baseline 

performance was extracted from MAGNET [13] with the fixed 

parameters mentioned in Table I and displayed in Fig. 4(a). The 

baseline SynRM exhibits an average torque of 2.5 N-m. The 

dimensions of the motor are chosen based on the example 

considered in [9]. Taking advantage of the symmetry offered by 

a 4-pole, 3-phase design, only a quarter of the geometry is 

considered as the design space. The quarter 2-D design space is 

discretized into 25 (5X5) cells with the initial design filled with 

iron (𝑝𝑖 = 1) and can switch to air (𝑝𝑖 = 0), based on the

movement of the controller. The cross-section of the discretized 

design space is shown in Fig 4(b) and the starting position of 

the controller in Fig 4(c). 

Fig. 4. (a) Conventional single barrier SynRM (b) Discretized rotor 

geometry (c) Controller at start position. 

TABLE I 

FIXED PARAMETERS 
Fixed Parameters Value Fixed Parameter Value 

Number of stator slots 24 Number of Poles 4 

Stator outer diameter 112 mm Airgap thickness 0.5 mm 

Rotor outer diameter 55 mm Stack height 50 mm 

Rotor inner diameter 16 mm RMS current density 18 A 

Core material M-19 26 Ga Barrier material Air 

IV. TOPOLOGY OPTIMIZATION

The sequence based TO method is tested with two 

significantly different optimization algorithms. First, a Genetic 

algorithm is used, which is a popular technique in the field of 

topology optimization. After that a Temporal Difference 

learning based approach is implemented. 

A. Genetic Algorithm

MATLAB’s “Global Optimization” [14] is chosen to 

implement a GA to test the applicability of the proposed 

environment. Some of the GA’s parameters are directly 

dependent on the TO controller configuration. The number of 

design variables for the GA is set equal to m. The population 

size is selected to be a multiple of the number of design 

variables. A limit on the number of stalled generations is 

employed to test for convergence. The initial population of the 

GA is based on a random seeding. 

B. Temporal Difference Learning

The key entities of a Markov Decision Process (MDP) are 

the environment, state, action and reward. The controller 

interacts with the environment in discrete steps. At each step 

the controller receives a state from the environment. The state 

contains sufficient information regarding the current material 

distribution in the design domain for the controller to interpret 

and take a rational decision (action). Actions influence the 

reward as well as the future states and through that future 

rewards. The algorithm revolves around exploring the 

environment to learn the transition from one state (𝑠) to another 

(𝑠′), based on an action (𝑎), (𝑠
𝑎
→ 𝑠′). This transition will result

in a reward (𝑟) and the aim is to maximize the reward. The 

reward in this situation can be directly related to the value of 

𝑇𝑎𝑣𝑔.However, an alternative proxy measure for performance
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parameter such as the magnetic field distribution in the air gap 

can also be used. However, the reward function needs to be 

scalar. As the controller explores the design space, each state 

action pair (𝑠, 𝑎) has a Value function (𝑄(𝑠, 𝑎)) associated with 

it. The value function is used to account for both the short term 

and long-term impact of taking an action (a) in a particular state 

(s). The reward (r) captures the notion of short-term gain. 

However, for the controller to achieve an optimal geometry, the 

controller needs to achieve the most reward in all subsequent 

state trajectories. To complete the description of a finite MDP 

problem formulation, an episode is defined as the maximum 

number of steps (m) a controller can take. For a sequence-based 

controller the environment will be the design space. The state 

at any step ‘n’ in an episode is the location of the controller 

along with the trail of material distribution, as seen in Fig. 3. 

The set of all possible states is the state space. An action space 

is the possible movements the controller can make at any 

step/state. The maximum possible action space a controller can 

have in the design space (Fig. 3) is four, which are: up, down, 

left, right, in a global frame of reference. Some states will have 

a smaller action space due to geometrical constraints. Although 

the set of states and actions is countable, the value will be very 

high and is not required for implementation of this algorithm. 

TD learning solves for an optimal result by making 

sequential decisions with a long-term goal to maximize the 

return (∑ 𝑟𝑚
1 ). As mentioned earlier, the controller expects a 

reward after every step and the reward in this problem 

formulation is the difference of the performance measure 

between two consecutive steps, that is: 

𝑟𝑖 =  𝑇𝑎𝑣𝑔(𝑎𝑖) − 𝑇𝑎𝑣𝑔(𝑎𝑖−1); 0 < 𝑖 < 𝑚 (1) 

Maximizing the rewards over an episode result in 

minimization of f(a). The following equation is responsible for 

updating the Value function (𝑄(𝑠, 𝑎)). 

𝑄(𝑠, 𝑎) += 𝑙𝑟 [(𝑟 + max
𝑎′

𝑄(𝑠′, 𝑎′) ) −  𝑄(𝑠, 𝑎)] (2) 

The above equation is known as the “temporal difference 

update” and the mathematical proof is described in [9]. Since 

the TD update equation depends on the maximum action value 

possible in the next state for all possible actions, the value 

function of the current state action pair depends on the value of 

future states. Thus making it possible to account for both short 

term gain (r) and long term return (through max
𝑎′

𝑄(𝑠′, 𝑎′) ) .The

training process involves hundreds of episodes with value 

function updates at every step. Once the training is over, the 

controller has gained sufficient information to traverse through 

the tree with a greedy policy, which is to rank the possible 

actions (𝑎) in a state (𝑠) and branch into the option with the 

highest value function.  

An advantage of TD-learning is the freedom of function 

approximator that can be employed to learn the value function, 

as long as the value function can be updated incrementally. In 

this study, a simple tabular method is used for learning the value 

function. However, much more complex function 

approximators such as neural networks can also be used. The 

advantage of tabular function approximator is comparatively 

faster learning and excellent discriminative property. However, 

it lacks the generalizability capability for more complex 

function approximators. As such, two distinct tabular function 

approximators are used for learning the value function, one for 

M-19 and other for the printed 3D material.

V. RESULTS AND DISCUSSION

  For the combination of geometric and excitation parameters 

mentioned in Table 1, a sequence-based controller is employed 

on a 5x5 discretized space. The discretized design space (Fig. 

4(b)) is filled with non-annealed 3D printed material and the 

controller is responsible for introducing air (barrier material). A 

benchmark topology is also created by running the sequence-

based controller on a design domain filled with M-19 26 Ga. 

The optimal design for both the cases is shown in Fig. 5. Both 

GA and TD learning algorithms converged to the same optimal 

design and the hyperparameters for the setup of both the 

algorithms along with the 𝑇𝑎𝑣𝑔 values for the optimal solution

are mentioned in Table II.  

The optimized geometry obtained with M-19 serves as a 

benchmark for comparing the performance of the printed high 

silicon iron. In the second experiment t the design domain is 

filled with the printed high silicon iron and the controller is 

responsible for introducing air as the barrier material. 

A GA based topological optimization is performed to obtain 

an optimal flux barrier topology. Fig 5 shows the optimal 

topologies obtained. With an average torque of 3.40 N-m (M-

19 26 Ga) and 3.16 N-m (Non-annealed 3D printed material), 

the resultant geometry achieves a significant improvement in 

the average torque as compared to the torque (2.5 N-m) of the 

conventional design (Fig. 4(a)). It should be noted that the 

conventional design uses M-19 26 Ga as the iron for rotor 

material. The average torque (𝑇𝑎𝑣𝑔) is obtained through

transient 2D Finite Element simulation [7]. 

TABLE II 
AVERAGE TORQUE RESULTS 

Environment 

Type  

(Genetic Algo) 

Design 

Variables 

(m) 

Pop 

Size 

Stall 

Genera- 

tion 

Avg 

Torque 

[N-m] 

5x5 (M-19 26 Ga) 25 25|50 25 3.40 

5x5 (3D printed) 25 25|50 25 3.16 

Environment 

Type 

(TD Learning) 

Episode 

Length 

(m) 

Learning 

Rate 

(lr) 

Reward 

Function 

(r) 

Avg 

Torque 

[N-m] 

5x5 (M-19 26 Ga) 25 0.8 ∇𝑇𝑎𝑣𝑔 3.40 

5x5 (3D printed) 25 0.8 ∇𝑇𝑎𝑣𝑔 3.16 
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(a) (b) 
Fig 5. Optimized geometry for design domain with (a) M-19 26 Ga material, 

(b) Non-annealed 3D printed material.

(a) (d) 

(b) (e) 

(c) (f) 
Fig 6. Magnetic flux distribution (B): Optimized geometry for design 

domain with (a) M-19 26 Ga material (b) Non-annealed 3D printed material 

(c) Non-annealed 3D printed material replaced with M-19 26 Ga.

Magnetic field strength (H): Optimized geometry for design domain with 

(a) M-19 26 Ga material (b) Non-annealed 3D printed material (c) Non-

annealed 3D printed material replaced with M-19 26 Ga. 

With the relatively inferior magnetic properties of the 3D 

printed material in comparison with M-19 26 Ga, the optimal 

value of average torque (𝑇𝑎𝑣𝑔) differs by a magnitude of 0.24

N-m, a 7% decrease compared to optimal design with M-19 26

Ga. However, the designs are significantly different as can be 

seen in Fig. 5 and the same can be said for the magnetic flux & 

field plots in Fig. 6 (a, b, d, e). For a direct comparison between 

the material M-19 26 Ga and the Non-annealed 3D printed 

material, the 3D printed material in the optimal design shown 

in Fig 5(b) is replaced with M-19 26 Ga. With this change in 

material, the 𝑇𝑎𝑣𝑔 value increases from 3.16 N-m to 3.34 N-m,

an increase of 0.18 N-m (approx. 5%). The magnetic flux and 

field plots with the change of material is shown in Fig. 6 (c) and 

Fig. 6 (f) respectively.  

Furthermore, apart from the advantage of enforced 

connectivity of material, it is observed that sequence based TO 

offers computation advantage over the conventional ON/OFF 

TO method. As can be seen from Table III, the number of FE 

function evaluations gets reduced by a factor of about 3 for 

Sequence-based TO with GA and by a factor of 4 when using 

TD-learning with the Sequence-based TO. This can be 

attributed to the fact that enforced connectivity reduces the 

possible solutions in the design space considerably as compared 

to the ON\OFF methodology. The parameters for both GA and 

TD-learning were set based on the guidelines provided in [14] 

and [15] respectively. The computation burden is calculated by 

the average performance over many independent runs to make 

a robust comparison. The random seed is the only difference 

between runs of these algorithms. 

The training data for TD-learning is shown in Fig.7 and the 

convergence criteria are based on a reduction of the standard 

deviation in the running average, which decreases as the 

controller exhausts the exploration of the state space and 

becomes more confident in its value function (𝑄(𝑠, 𝑎)). 

TABLE III 

COMPARISON OF COMPUTATION DEMAND 
Environment 

Type  

5x5 (3D printed) 

Design 

Variable/ 

Eps Length 

Pop 

Size 

Stall 

Gen 

FEA 

function 

calls 

GA – On/Off 25 50 25 12000 

GA – Seq based 25 50 25 3800 

TD-learning 25 NA 25 3000 

Fig 7. Training data for SynRM with printed silicon material. 

VI. CONCLUSION

The topology optimization of a synchronous reluctance 

motor made of a high-silicon steel material was discussed in 

this paper. The process consisted of 3D printing the high-silicon 

steel such that the properties could be measured using a 

magnetic tester. Next, the results of the measurement were 
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transferred to the FEA environment in order to enable it to be 

used to replace the standard steel, M19. The motor topology 

was then optimized using the GA and reinforcement learning 

techniques and the average torques of the motors made of the 

3D printed material and M19 were compared.  

The simulation results reveal that, due to the poor magnetic 

characteristic of the measured non-annealed high-silicon steel, 

the corresponding output average torque is less than that of 

M19. However, it is suggested in the literature that, by means 

of heat treatment, the characteristics is improved greatly and 

gets closer to that of the standard materials. This will be the 

focus of future work, which will also take steps toward testing 

the optimally designed and 3D printed rotor. 

It is noteworthy that, although the non-annealed 3D printed 

materials possess inferior magnetic properties, the TO approach 

is able to find the optimal distribution of the materials in the 

motor structure, that leads to a relatively acceptable average 

torque level, compared to the standard materials. A more 

comprehensive work in terms of a multi-objective and multi-

physics analysis of 3D printed synchronous reluctance motors 

will be addressed in future works.  
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I. INTRODUCTION

To study the behavior of switched reluctance motor
(SRM), its analysis under different operating conditions is
essential. In some cases, extracting behavior features of
SRM is not practically possible. A number of these cases are
as follows:
 Studying the behavior of the motor which is not in the

prototyping stage.
 Checking motor parameters variations and environmental

conditions and their impacts on the behavior of SRM.
Also, in the fault diagnosis process, either it is not

practically possible to test a faulty SRM or the test may
seriously damage the motor causing high operating cost. In
such a case, analytical modeling and/or simulation of the
motor can be implemented. Among them, until the motor is
analytically investigated and its behavior predicted by a
series of linear/non-linear algebraic or differential equations,
this procedure is preferred. Normally, this prediction method
is very difficult to implement for the dynamic operation if
the motor and/or taking into account the nonlinearity of the
magnetization characteristic and sometime its accuracy is
questionable.

Since a precise and reliable modeling for prediction and
investigation of SRM performance is required, simulation of
the motor under proposed conditions is essential. FEM is one
of the best techniques for SRM modeling. If the FEM is
carefully applied, accuracy of the predicted performance is
generally close to the experimental results. Both two-
dimensional (2D) and three-dimensional (3D) FEM can be
applied for simulation of the motor. Obviously, 3D-FEM is
superior to 2D-FEM, because it can model the structural
curvatures and end-winding effect considering the motor
stack length. Besides, 3D-FEM can determine the magnetic
field pattern around the SRM frame. Hiwever, 3D-FEM has
computational burden and its simulation time is too long.
Using some acceptable approcimations, the 2D-FEM can
provide reasonable results. Parameters of SRM including
magnetic flux density, flux-linkage, windings inductance
and output torque can be estimated by both 2D and 3D
simulations.

In this paper, first specifications of the proposed SRM are
given and simulation results using Ansys Maxwell FE
software are employed to investigate its behavior in the

healthy case and with inter-turn. Meanwhile, this method
contains less simplifying assumptions and higher prediction
accuracy. Applying some variations such as load variations
and inter-turn fault in SRM will be easier.

II. PROPOSED SRM

SRMs have different configurations, phase numbers and
pole numbers, each has its own advantages. Generally,
SRMs with low numbers of phase are used over high speed
and high number of poles over low speed. Although by
increasing the number of phases, the developed torque
variations also reduce, and more required electronic
components leads to high cost drive.

By increasing the number of poles or phases, the
windings space decreases and therefore a more complicated
structure such as multi-layer SRMs have been proposed [1].
In addition, higher number of poles leads to a higher stroke
frequency as follows:

f1=Nr(rpm)/60 (1)

f=mf1 (2)

This increases the switching speed leading to more losses.
In (1) and (2), f1, Nr, f and m are the base frequency of the
phase current, rotor pole number, strokes per second and
number of phases respectively.

The impact nature of these motors is important factor in
choosing this motor. The number of strokes per revolution
of the motor S is:

S=mNr (3)

and the stroke angle ε also is as follows:

ε=2π/S=2π/mNr (4)

Among these, conventional three-phase SRMs such as 6/4
and 12/8 motors have  received more attention because they
need less power electronics components and have minimum
requirements expected from a motor such as capability of
changing the direction of rotation. Four-pole 12/8 SRM are
widely used in practice. The reasons include lower torque
ripples due to smaller stroke angle, lower copper losses due
to shorter end-winding and lower core losses due to a
shorter magnetic flux path [2]. Therefore, a 12/8 SRM is
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TABLE I
MAIN PARAMETERS OF 12/8 SRM

Parameter Value
No. of phases 3
Turns per pole 33
Rated voltage (V) 70
Rated power (W) 750
Rated speed (rpm) 1500
Rotor outer diameter (mm) 55
Rotor inner diameter (mm) 30
Stator outer diameter (mm) 102.5
Stator inner diameter (mm) 55.5
Stack length (mm) 80
Stator pole arc (ο) 16
Rotor pole arc (ο) 14

considered here.  Table I gives its main parameters [3].

III. FE SIMULATION OF 12/8 SRM

Simulation of electrical motor is a convenient procedure
to address its behavior in different operating points. FE
simulation of the motor by enhancing the accuracy makes it
possible to apply proposed operating conditions to SRMs.
By applying FEM, the structure of SRM is broken into small
parts and each part is separately computed to solve electrical
and magnetic equations. Ultimately, the final output results
including electric current, magnetic flux and torque are
determined by sum-up of a set of the results.

To simulate the SRM, first specifications of the motor are
entered to the Ansys RMxprt and then the type of material in
different parts of the SRM such as iron, copper and shaft are
specified. After completing the schematic drawing of the
motor, the designed motor is transferred to the Maxwell
software. For final simulation of SRM, 2D-FEM model of the
motor is employed to shorten the computation time. The
reasons are need for investigating different cases and large
number of simulations. Fig. 1 presents different parts of the
simulated SRM including stator, rotor, shaft and winding of
phases. It also shows the arrangement of phases of the stator
and direction of their currents to specify magnetic flux
pattern. Fig. 2 presents the magnetic fluxes path when phase
A is excited at starting it is aligned with the rotor pole.

Fig. 3 and Fig. 4 exhibit inductance of phases against
rotor position and flux-linkage versus current and angular
position of the rotor in static mode which is a very important
in SRM phase excitation and its control.

Fig. 1. Simulated SRM by Maxwell software.

Fig. 2. Magnetic fluxes path caused by excitation of phase A.

Fig. 3. Phase inductance versus rotor position of simulated SRM.

Fig. 4. Flux-linkage versus current of simulated SRM.

III. MESHING OF SRM

Increasing the number of the meshes in solving the
proposed problem leads to a higher accuracy. However, this
results in a long computational time. Therefore, the attempt
has been made to achieve accurate results with minimum
number of meshes. So, meshing does not merely implement
with a fixed scale but meshes in the airgap region are very
fine as seen in Fig. 5.

Fig. 5. Meshing of different parts of SRM.
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IV. SIMULATION OF DRIVE OF SRM USING ANSYS

TWINBUILDER

Linear modeling for control of the SRM drive, which has
good dynamic performance, is not sufficient. To excite the
phases of the motor and control it, TwinBuilder software is
used to design the drive and then communicates with the
Maxwell simulated motor. Therefore, by a multi-simulation,
the impact of switching of drive on the performance of the
motor, effects of magnetic saturation and spatial harmonics
of motor upon the drive are fully taken into account. Fig. 6
presents the block diagram of connection of the two
softwares indicating the exchange data between two parts.

Fig. 7 shows the complete schematic circuit with its
different parts which is described in the next sections.

Fig. 6. Block diagram of connection of two TwinBuilder and Maxwell
software.

Fig. 7. Simulated drive circuit using TwinBuilder software.

A. Drive Circuit Structure
The SRMs drive must be capable to provide the following

two basic requirements:
 Every phase of the motor is independently excited.
 Before entering the generating mode, the phase current

tends to zero.

In recent years, drives of SRMs have been widely studied
and different models suggested. The differences between
these drives include number of electronic components,
infallibility level and efficiency. Although asymmetrical
half-bridge converter uses more components, it is widely
employed due to its capability of full separately excited
phases [4]. Therefore, this converter is used here. Fig. 8
presents the current path in one phase of the drive circuit
during different switching stages.

B. SRM Control
As shown in Fig. 8, the SRM control consists of:

Fig. 8. Circuit of asymmetrical half-bridge converter: (a) phase excitation
mode, (b) freewheeling, (c) demagnetization mode.

1) phase excitation mode,
2) freewheeling mode and
3) demagnetization mode.

In the excitation stage, both switches are on and voltage is
applied to the phase. In the 2nd mode, one switch is off and
voltage is zero and soft switching is applied. In the last
mode, both switches are off and current returns to the supply
by diodes and a negative voltage is applied to the phase for
full quick discharge (demagnetization). The motor is
controlled by a speed controller and soft switching current
hysteresis controller. Fig. 9 shows the block diagram of the
motor control.
To control the SRM, an encoder detects the rotor position
and each phase is excited at proper time and position based
on the phase inductance diagram and position dictated by
the encoder. This prevents entering the machine to the
generating mode. The speed is the time derivative of the
rotor position and it is compared with the reference speed by
a PI control block. The output is the input of the hysteresis
block to determine the proper current range. Therefore, soft
switching of different phases is determined without
considering the rotor position and the phase excited at that
instant.

In low speeds range, the freewheeling mode is used to

Fig. 9. Block diagram of SRM control.

Fig. 10.  Torque-speed diagram and switching procedure in SRM over
different regions.
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control the speed and develop the torque; by rising speed the
back-emf increases and required time approaching a higher
current will be shorter. Therefore, hysteresis control does
not apply and the motor is controlled by single-pulse. Fig.
10 shows the torque-speed diagram over different regions.

VI. SIMULATION RESULTS FOR HEALTHY SRM

After entering the specifications of SRM and drive in two
softwares and their connection, the motor is simulated.
Considering behavior and output characteristics of the motor
in different operating points, control blocks of Twinbuilder
software are used and the required parameters such as speed
and load of the SRM are adjusted in this software and the
results are collected.

Since the switching of drive depends on different
operating points, simulation in different points must be done
as such that they obtained results provide overall
performance of the SRM. Fig. 11 shows the motor phases
current of the healthy motor in different operating points.
Fig. 12 presents supply current of healthy SRM at full-load.

Fig. 11.  Phases current waveforms of healthy SRM: (a) full-load at speed
of 1500 rpm, (b) no-load at speed 600 rpm.

Fig. 12. Supply current of healthy SRM at full-load.

According to these figures, in lower speeds, current is
controlled using hysteresis block. As shown in Fig. 10 in
this region, switching frequency, proportional with
hysteresis adjustments, is higher compared with a high-
speed motor. Since the SRM is healthy, there is no
asymmetry in the motor phase’s currents and supply current.
Fig. 13 presents the output torque of motor at full-load and
speed of 1500 rpm. The output torque of the SRM is
symmetrical; however, torque oscillation is inherent nature
of the motor.

Fig. 13. Output torque of SRM at full-load and speed of 1500 rpm.

6. INTER-TURN FAULT SIMULATION OF SRM

A. Simulation using Maxwell Software
After inter-turn fault in SRM, each winding is divided to
two parts. The 1st part is the healthy coils and 2nd part is the
faulty coils or short-circuited coils. They are shown in Fig.
14. The cross-section of the faulty and healthy winding is
proportional with their number of turns. The phase A
winding divided into two parts which must be properly
connected as shown in the next section.

B. Simulation using TwinBuilder
In the healthy SRM, every phase of the motor was

considered as a single winding in the TwinBuilder. In the
software, phase A winding of the faulty motor is divided
into faulty coils and healthy coils.  Fig. 15 shows the
simulation circuit for inter-turn fault for phase A of the
SRM.

The path of the phase A current in healthy SRM has been
shown by red color in Fig. 15. The inter-turn fault is applied
by connecting switch S. A part of winding is short-circuited
and circulating SC current flows in the faulty part and
switch.

Fig. 14. Simulation of inter-turn fault of winding using Maxwell software.

Fig. 15. Simulation circuit for inter-turn fault in phase A of SRM.
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7. SIMULATION RESULTS OF FAULTY SRM

The results for SC fault in different operating points are
obtained. Fig. 16 presents the phases current in the faulty
SRM with one-turn SC in two operating points.

Fig. 17 and Fig. 18 present the supply current and output
SRM waveforms repectively.

Fig. 18 exhibits the fault effect on the output torque T,
estimated by the following equation:

2
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N n n
nn

dL i
T i
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  (5)

where N is the number of phases, in is the phase current,
Ln(in, θ) is the phase inductance.

The circulating current ic in the faulty case passing the
faulty turn can be obtained as follows:
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Fig. 16. Phase currents of faulty SRM: (a) full-load at 1500 rpm speed, (b)
no-load at 600 rpm.

Fig. 17. Supply current of SRM following inter-turn fault in phase A.

Fig. 18. Output torque of faulty SRM at full-load and speed on 1500 rpm.

Fig. 19. Circulating current waveform in SC coils.

where rpt is the resistance/turn of the winding. The current is
limited only by the resistance of the faulty turn. A low
number of SC turns leads to a higher current. Fig. 19
presents the current waveform which indicates that the peak
current is very higher than the peak current of the phase at
its operating point (20 A). This high current causes
temperature rise which may damage the winding insulation
and increase the number of faulty turns.

8. CONCLUSION

To analyze the performance of the SRM under inter-turn,
it was simulated by FE Ansys Maxwell software. The
simulation results indicated the serious fault impact on the
phase currents, supply current and torque. It was shown that
the phase current pattern can be used for fault diagnosis. The
advantage of using the current waveform is that there is no
need to employ an additional sensor, because the current
sensors of the control system of the SRM is also useable for
fault detection.
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Abstract—The soil resistivity is a main parameter in the dimensioning process of earthing systems. For analytical calculations
in typical earthing systems evaluation software, the soil is considered uniform or layered, but in reality it has an arbitrary
shaped resistivity distribution. In order to get the resistivity distribution an Electrical Resistivity Tomography (ERT) of a
test area is performed, using Wenner’s array configuration. The found apparent resistivity data is then used as an input
parameter for the inversion modelling process to find the resistivity distribution of the test area. The goal is to compare
the effects on the surface potential distribution on different simplified soil models of this reference model. The surface
potential distribution of two half spherical shaped earthing electrodes is analysed using the finite element method (FEM)
software ANSYS Maxwell 3D.
Using the minimum apparent resistivity for a homogeneous soil and the layered model showed the smallest deviation of
the surface potential distribution, compared to the reference model.
Further investigations will show the effect of different soil structures on the behaviour of the earthing system.

Index Terms—Arbitrary Soil Resistivity Distribution, Earthing System, FEM, Pseudo 3D Soil Resistivity Measurement

I. INTRODUCTION

Earthing systems play an essential role in personal
safety and power systems reliability. If fault currents
occur, earthing systems have to be capable of distributing
these currents into ground and ensure that no harmful
potentials (e.g. touch voltage, step voltage) arise, which
will cause hazardous body currents. Limits are stated in
international and national requirements, e.g. [7], [9]. One
of the main factors which influences the quality of the
earthing system is the resistivity of soil. The dependency
of this value according to the moisture, chemical content
and temperature is for example shown in [7]. Due to this,
the behaviour of the soil is not constant over time and
unique to its location.

In earthing systems analysing tools, homogeneous or
layered soil is often assumed [7], [8]. But, natural soil
is neither homogeneous nor layered. The resistivity dis-
tribution is arbitrary in shape. Using a homogeneous
or layered model provides the possibility to use ana-
lytical methods for calculation. For arbitrary resistivity
distributed soil models the complexity is raising and
numerical methods are preferred for calculation.

For geophysical surveys different measuring methods
are used for detailed ground investigations, namely:

• Electrical resistivity methods
• Electromagnetic methods
• Seismic methods

In this work, Wenner’s method [4], [6], an electrical
resistivity method, is used to measure a test area. As
shown in Fig. 1, the array uses four electrodes per
measurement. Two for current injection and two for
potential measurement. In electrical power engineering
most of the measurements are performed at specific
points with different electrodes spacing, where in ERT
all the electrodes are placed before the measurement
and the measurement unit starts an automatic measuring

routine. This detailed soil investigations can provide the
information for building this arbitrary soil model. The
reference model is built with the measured data by
solving this inverse problem.

To analyse the influence on the surface potential
distribution of an embedded earthing system, several
simplified soil models of this test area are built. The
earthing system consists of two half-spherical shaped
electrodes.

For the simulation the FEM analysis software ANSYS
Maxwell 3D is used, applying only a static current field.

II. MEASUREMENT

A. Theory

The partial derivative equation (PDE) for the static
current field is:

~∇ ·
(

1

ρ
~∇ϕ
)

= 0 (1)

Where ρ is the resistivity, ϕ is the electric scalar potential.

When assuming a spherical shaped electrode with
isolated supply, where the excitation current enters this
problem region, the current I is:

I =

∫

Γ

~J · d~Γ =
J

4r2π
(2)

Where ~J is the current density vector, ~Γ the surface
vector and r is the radial distance.

The electric scalar potential in infinite half space
comes to:

ϕ(r) =
ρI

2rπ
(3)
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By adding the sink, it follows by the principle of
superposition:

ϕ(r) =
ρI

2π

(
1

rC1
− 1

rC2

)
(4)

Where rC1 is the distance to source and rC2 is the
distance to sink.

In ERT four electrodes are used and the potential
between the two potential electrodes is [1]:

UP =
ρaIC
2π

(
1

rC1P1
− 1

rC2P1
− 1

rC1P2
+

1

rC2P2

)
(5)

Where UP is the electrical potential difference between
the “P” electrodes, IC is the current injected into the
“C1” electrode, ρa is the apparent resistivity and rCiPj

is the distance between “Ci” and “Pj” electrode, with
{i, j} = {1, 2}.

Since, all distances between the electrodes of a Wenner
array are equal to a, (5) can be rewritten to:

UP =
ρaIC
2aπ

(6)

B. Method

For the measurement of soil characteristics a geophys-
ical earth resistivity measurement unit is used to measure
the apparent resistivity of the test area. This area is
investigated using six survey lines with 24 electrodes
each and a distance of a = 3 m. The distance between the
survey lines is also 3 m. The used electrode configuration
is Wenner-α, as shown in Fig. 1.

V

A

C1 P1 P2 C2

a a a

Fig. 1: Wenner electrode configuration [11]

To get the data point deeper in the soil, the distance
between the used electrodes for measuring is increased.
For the first depth level, the distance between the elec-
trodes is equal to a, the second level is achieved by a
distance equal to 2a, for the third level: 3a, and so on.
This switching of the electrodes is done in an automatic
manner directly by the measuring unit. The measurement
is performed line by line, so there is only information
of the soil resistivity in the direction of the survey line.
According to [1] this is called a Pseudo 3D investigation,
category 4. The obtained data points are corrected by the
median value of the sensitivity function of the Wenner
electrode configuration [1], [2].

C. Results

Fig. 2 depicts the 3D apparent resistivity distribution,
already with corrected depth values. The “V” shape in X
direction is caused by the fact, that the data point is in
the middle of the used electrodes to generate this point.
So the wider the electrodes distance, the less data points
are available for the inversion.

Fig. 2: 3D Apparent Resistivity Data

III. SOIL MODELLING

There are different soil models which can be used, as
illustrated in Fig. 3-5. For earthing system design often
a homogeneous (Fig. 3) or layered model (Fig. 4) are
used. The current distribution in these models can be
both, calculated in an analytical manner or simulated
using a FEM approach. Where for arbitrary shaped
resistivity distributed soil models (Fig. 5) only numerical
approaches can be practically used.
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Fig. 3: Homogeneous soil model [11]
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Fig. 4: Horizontal layered soil model [11]
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Fig. 5: Arbitrary soil model [11]

A. Theory

Since there is only observed data available for the
soil model, an inversion is proceeded to find the “real”
resistivity distribution. The used software minimises the
error between the observed and model response data, with
the following expression [1], [3]:

~qk+1 = ~qk +
(
JTJ + λF

)−1 (
JT~g − λF~qk

)
(7)

Where ~q is the model parameter vector, J is the Jacobian,
λ is the damping factor, F is the filter matrix and ~g is
the discrepancy vector.

B. Method

For this inversion, the geophysical software
RES3DINV [3] is used. The following parameters
are set to solve the inversion:

• Type of forward modelling: FEM
• Horizontal Mesh Size: 4nodes
• Vertical Mesh Size: Ultra-Fine (4nodes)
• Mesh Boundary: medium extended
• Error Change convergence: 2 %
• Thickness of first layer: 1.35 m

The following, different, models are analysed:
1) Inversion model resistivity

This soil model is representing the “real” soil
resistivity distribution. Meaning it is the reference
model with the closest match to the investigated
area.

2) Layered model
Layered soil model which consists only of two
layers, the resistivity values are calculated with
the Soil Resistivity Analysis (SRA) tool from
XGSLabTM [5]. XGSLabTM uses the trust region
method (TRM) to solve the squared error function
and also weights the input parameters [5].

3) Apparent resistivity Average
Homogeneous soil model with the average of all
apparent resistivity values.

4) Apparent resistivity Minimum
Homogeneous soil model representing the lower
end of the apparent resistivity range.

5) Apparent resistivity Maximum
Homogeneous soil model representing the upper
end of the apparent resistivity range.

The layered and homogeneous average soil model are
calculated as suggested in IEEE Std. 80 [7]. Both, the
homogeneous Minimum and Maximum models represent
the end of the measurement values. If only single mea-
surements, or in an extreme case, only one measurement
is performed, it would be also possible to get one of these
values.

C. Results

Fig. 6 depicts the inversion result with the resistivity
values. The “V” shape isn’t present anymore, the missing
points are calculated by the inversion software. The
different depth values are caused by the chosen software
parameters.

The finite cubes, as given in Fig. 7, which represent
the smallest volume in this soil model, are homogeneous
isotropic in their resistivity distribution.
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Fig. 6: 3D Inversion Model

Fig. 7: 3D Inversion Model - cubes in transparent view

IV. FEM SIMULATION

A. Method

The FEM simulation is carried out with ANSYS
Maxwell 3D in DC Conduction solution type. The
modelled earthing system consists of two half-spherical
shaped electrodes with r = 0.5 m. The electrodes are
placed at the following positions (X/Y/Z) and the
injected excitation current is 10 A:

• Source: 34.5 m / 7.5 m / 0 m
• Sink: 334.5 m / 7.5 m / 0 m

The analysed soil model is embedded in an volume
with homogeneous soil with a resistivity of 100 Ωm. The
edges of the surrounding are 400 m apart from the soil
model to reduce the effects of the boundary and the
electrodes on each other.

As shown in Fig. 8 the excitation current flows from
the electrode in the middle of the soil model through the
surrounding volume in Y direction to the sink electrode,
300 m apart. The surface potential distribution is analysed

(a)

(b)

Fig. 8: (a) Overview of the FEM model, (b) Detailed
view on the FEM model

in X direction, orthogonal to the current flow. The surface
potential distribution is plotted from the electrode to the
end of the soil model.

The error E of the surface potential ϕ related to the
Inversion model is calculated as follows:

E = 100 % · ϕi(x)− ϕInv(x)

UE,Inv
(8)

Where ϕi(x) is the surface potential distribution of the
ith model, ϕInv(x) is the surface potential from the
inversion model and UE,Inv is the earth potential rise
(EPR) of the inversion model.

To be able to compare the error, the quantity “Area
Under the Curve (AUC)” is introduced. AUC is cal-
culated with trapezoidal numerical integration. It is used
to determine the deviation to the reference model. The
value doesn’t take into account, if the curve is positive
or negative varied to the reference model.

Before analysing the models with the FEM tool
ANSYS Maxwell 3D, a comparison between an analyti-
cal calculation and the FEM simulation is made. There-
fore a homogeneous model with a resistivity ρ = 100 Ωm
is built. The result is shown in Fig. 9. It is noticeable
that there is a deviation between the surface potential
distribution of the analytical and the simulated solution,
shown by the solid and dash-dotted lines. The reason for
this is, that the analytical expression from (4) is valid
for infinite half space, but the simulated model is only
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69 m x 15 m x 12 m in dimension. When enlarging the
soil model dimensions it can be seen, that the simulated
solution fits better to the analytical solution, shown by
the dashed line.

For this reason, the soil model is embedded in the
surrounding homogeneous soil.
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Fig. 9: Simulated vs. analytical solved solution [11]

B. Results

Fig. 10 depicts the surface potential distribution along
the evaluated direction. The different EPR’s can be
already seen. More in detail, Fig. 11 shows the error
related to the inversion model. It can be seen, that the
homogeneous model with the minimum soil resistivity
value of the measurement shows the closest match to
the reference model. The layered model has an error of
around 40 % to the EPR of the reference model. Also
by comparing the AUC, as shown in Tab. II, it can be
seen, that the soil model with the minimum resistivity
value has also a better match with the reference model
than the other soil models.
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Fig. 10: (a) Total UE along the line,
(b) Detailed view on UE
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Fig. 11: (a) Total E along the line,
(b) Detailed view on E
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TABLE I: Resistivity values for the layered and homo-
geneous soil models

Simulated model ρ
Ωm

XGSLab Layered 137 (1m)
283 (11m)

Homogeneous avg. 211
Homogeneous min. 122
Homogeneous max. 287

TABLE II: UE, E and AUC for simulated cases

Simulated model UE E AUC
V % -

Inversion 355 0 0
XGSLab Layered 504 41.8 0.82
Homogeneous avg. 654 84.2 1.15
Homogeneous min. 382 7.6 0.55
Homogeneous max. 889 150 2.13

V. CONCLUSION

The authors showed the possibility to use an applied
geophysical application for earthing system design. This
procedure gives new opportunities to show the behaviour
of the earthing system on different soil structures. It was
shown for a very simple electrode configuration, that
there are significant differences between the earth surface
potential distribution of the analysed models.

It is shown that using the minimum measured resistiv-
ity value showed the best match with the reference model
for this test area, according to AUC. The error in this
model is negative for a majority of the progression. This
is crucial for safety considerations, because the surface
potential distribution is expected lower than it really
would be. The AUC value is only for comparing the
deviation of the different soil models suitable and can not
be used for safety considerations. Another quantitative
value has to be stated.

This work only showed the deviation between the
reference soil model and the other, simplified soil models.
But, there is no information about the deviation between
the reference model and the real resistivity distribution
of the test area.

VI. OUTLOOK

More fundamental research in this field is planned.
This includes generating a synthetic soil model to show
also the deviation of the reference model which is gener-
ated by the inversion process. Also more modelling work
to evaluate the different impacts on the behaviour of the
soil model, like the temperature and moisture content
is planned. Further investigations of the whole process,
from the measurement, through the inversion, to the FEM
simulation, with its error propagation is currently in the
planning process.

Since, most of the electrical power systems are not
working with direct current, the simulation and measure-
ment shall use alternating current as well.

In addition to this planned work, a key question is the
influence of the soil model on the overall risk, since the

European standard EN 50522 [9] defines only limiting
values for worst case assumptions. Quantified risk anal-
ysis is only mentioned in British annex of EN 50522 [9]
and CIGRE Technical Brochure 749 [10].
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Abstract—The paper is devoted to the development and comparative analysis of various techniques for calculating the 

dynamic characteristics of driving electromagnets  of electrical devices: by the method of “electrical analogy” based on solving 

a system of ordinary differential equations for magnetic, electrical and mechanical circuits with lumped parameters; using 

the “hybrid” method which is based on the static calculation of electromagnets’ magnetic field by the Finite  Element Method 

with the subsequent use of the obtained data to calculate  the dynamics; by the “pure” transient field-circuit calculation of 

dynamics in axisymmetrical formulation . The paper provides examples of calculation of LV and MV vacuum circuit 

breakers’ and contactors’ electromagnets by each of these techniques, presents a mathematical description of the methods 

and the numerical results obtained. The advantages and disadvantages of each of the considered methods are analyzed. 

Index Terms—Actuator, circuit breaker, computer simulation, multiphysics. 

I. INTRODUCTION 

The rapid development of innovative technologies in 

recent years also affects the design and production as 
electrical apparatus and also manifested itself in the 

emergence of new apparatus, such as vacuum contactors, 
vacuum circuit breakers, etc. Actuators based on DC 
electromagnets are used as driving elements in such devices 

as they are more reliable and durable. Such electromagnets 
include forced electromagnetic systems, as well as 
monostable and bistable polarized and non-polarized 

electromagnets [1-7]. 
When designing such devices, variant and optimization 

calculations of both static and dynamic characteristics of 
electromagnetic mechanisms are required, which are carried 
out on the basis of appropriate mathematical models. There 

are several techniques for calculating the characteristics of 
electromagnetic mechanisms [8-12], such as e.g.: 1) the 
method of “electrical analogy” using Kirchhoff lumped 

parameter models; 2) the method of integral equations; 3) 
volume discretization type methods such as e.g. the Finite 

Difference Method, the Finite Element Method, the Finite 
Volume Method, the Finite Integration Technique and 
related techniques using primal-dual grid pairs as e.g. the 

Cell method or the Method of Generalized Finite 
Differences; 4) combined or “hybrid” methods. Another 
class of asymptotic techniques for the description of 

electromagnetic field distributions such as e.g. the ray 
tracing method is rather reserved for problems at (near-) 

optical frequencies. 
The goal of this paper is investigation, application and 

comparative analysis of various techniques for calculating 

electromagnets of LV and MV vacuum circuit breakers and 
contactors. 

II. A METHOD OF “ELECTRICAL ANALOGY” USING 

LUMPED PARAMETER AND CIRCUIT MODELS

Forced electromagnetic systems which include the 

electromagnet itself and the control circuit are widely 
used in LV, MV and HV electrical devices, in particular 
in vacuum contactors. A feature of such systems is that in 

the process of operation (closing-opening of the contacts 
of the main circuit), the connection circuit of the 
electromagnet windings changes, and also changes occur  
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Figure 1:  A sketch of a double-rod electromagnet and its 

equivalent circuit, where i are the magnetic fluxes of the 
armature and cores; Fm is the magnetomotive force 
(MMF) of the coils; Rm is the magnetic resistance of the 

corresponding section of the magnetic circuit; Fmc,Fma are 

the "eddy" counter-MMFs;  are the magnetic 

conductivities of air gaps; ofe is the magnetic 
conductivity of scattering fluxes. 

in the electrical control circuit. In addition, in the process 
of operation, the opposing force which has a stepwise 
character and the mass of the moving parts change, too. 

All these changes must be taken into account together 
with the equations describing the magnetic processes in 
the magnetic circuit. Consequently, the system of 

equations describing the dynamics of the electromagnet 
must include the equations of the electric control circuit, 

the equations of motion of the moving masses reduced to 
the armature of the electromagnet, and the equations of 
the electromagnetic field. A rigorous solution of the 

problem of calculating the electromagnetic field of an 
electromagnet is based on Maxwell equations. However, 
the implementation of such methods in the case of 

calculating 3D models encounters significant difficulties. 
In cases where the air gaps are small compared to the 

dimensions of the magnetic circuit, and the design of the 
magnetic system is relatively simple, it is possible to use 
established, simple modeling techniques, supplementing 

them with new capabilities of modern computer codes. 
One of such techniques is the method of “electrical 
analogy”, the essence of which lies in the fact that the 

magnetic system is "divided" into small sections, within 
which the magnetic parameters of the circuit do not 

change. The change in magnetic parameters (magnetic 
resistance, magnetomotive  force, magnetic flux)  occurs  
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Figure 2:  Forced control circuit used in LV and MV 
vacuum contactors, where u is the instantaneous voltage 

value at the bridge input; u0 is the voltage at the bridge 
output. 

during the transition from section to section. As an 
example, the model of the forced electromagnet of the 
vacuum contactor is presented in Fig. 1. As a control 

circuit for the coils, a well-known one that is most often 
used for forced control of electromagnets (see Fig. 2) is 

chosen. 
The circuit can operate from both a DC and an AC 

voltage source. The operation of the circuit consists in the 

fact that when the contactor is triggered, the contacts KM 
open, connecting in series to the booster (B) winding the 
holding (H) one. Here, the current of the windings 

decreases to the value admissible under the heating 
conditions. 

The kinematic diagram is a classic kinematic one of 
a contactor with a stepwise opposing characteristic and a 
changing mass of moving bodies depending on the 

armature stroke. 
Therefore, the calculation differential equations of 

the dynamics of a forced electromagnetic system can be 

written as follows: 
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where G is the equivalent magnetic conductivity; H(B) is 
the magnetization curve; S are the cross-sections of the 

corresponding sections of the magnetic circuit; l is the 
lengths of the sections; 
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where NB, NH are the number of turns of the booster and 
holding windings, respectively. 

Here, the capacitance of the capacitor is a stepwise 
function that depends on the stroke of the armature: 
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The system (1)-(5) should be supplemented with the 
equations of motion of the dynamics of a body with 

variable mass: 
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where m is the moving mass reduced to the armature; v is 

the speed; s is the path; F is the electromagnetic force; Fr 
is the opposing force. 

The opposing force is determined as 
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where sc is the moment of contact closure.  
Since in (6) it is required to calculate the derivative 

of the reduced mass, its change is approximated by a 
smoothed function with continuous first and second 
derivatives. 

The model (1)-(8) is used to calculate the dynamics 
of the vacuum contactor in the environment of the 

computer code Maple [13, 14]. The adequacy of this 
model is confirmed by experimental studies, which 
showed a good agreement between the calculated and 

experimental data (see Fig. 3). 

III. A “HYBRID” FIELD-CIRCUIT METHOD 

One of the alternative techniques for calculating the 

dynamics of electromagnetic mechanisms is a method 
that was first proposed back in 1989 [5]. A similar 

method is used in [12, 15] but without taking into account 
eddy currents in the magnetic circuit. The essence of the 
method proposed in [5] and improved by the authors of 

this paper lies in the assumption that the dynamic 
calculation of electromagnetic actuators is based on the 
static characteristics of the electromagnet, taking into 

account eddy currents in the magnetic circuit, as well as 
the equations of the electric circuit and equations of 

motion.  Since the calculation of the dynamics is based on 
the calculation of the static characteristics  of the 
electromagnet (the flux reduced by flux  linkage  and the  

u 

i 

DC, booster winding 

calculation results

u 

i 

AC, booster winding 

calculation results

Figure 3: Comparison of numerical and experimental 

results obtained for a serially manufactured vacuum 
contactor: current and voltage of the booster winding 

during switching ON. 
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Figure 4:  Bistable polarized electromagnet in the "ON" 
position, where 1 is the armature; 2 is the coil; 3 are the 
permanent magnets located along the perimeter; 4 are the 

non-magnetic elements; 5 is the shunt; 6 is the case. 

electromagnetic force are determined from the results of 

the static calculation as a function of the armature stroke 
and the MMF of the coil), having determined these 

values, the dynamics of the electromagnetic actuator can 
be calculated independently of the design of the magnetic 
system of the electromagnet based on the equations of the 

electric circuit and the equations of motion.   
In this case, the calculation algorithm can be as 

follows: 1) the static calculation of the electromagnet is 

carried out for a number of values of the armature stroke 
(from the initial to the final one) and a number of the 

coil's MMF (from zero to the maximum possible value);     
2) the   results   of  the  calculation  data  are entered into
a file in the form of a table; 3) based on the output data of

the static calculation, supplemented by the equations of
transient processes in the electric circuit, magnetic circuit
and the equations of motion, the dynamic characteristics

of the electromagnet are calculated. 
As an example, consider the application of this 

technique to the calculation of a bistable polarized 
electromagnet (see Fig. 4). 

The calculation of the static characteristics of the 

electromagnet is carried out by the Finite Element 
Method using commercial or open access software codes 
(in this case, FEMM 4.2 [16] is used). 

The calculation model in the cylindrical coordinate 
system is shown in Fig. 5. 

The static calculation equation in terms of the 
magnetic vector potential in the most general form (the 
specific form of the equation depends on the 

computational subdomain) can be written as 

,)(
)(

1
JBA

B
r




















 (9) 

where )( B is the magnetic permeability as a function of 

the modulus of magnetic flux density; A


is the vector 

magnetic potential; rB


 is the remanent magnetic flux 

density of a permanent magnet; J


is the current density in

the winding. 
Equation (9) should be supplemented with boundary 

conditions: equality to zero of the field at the outer boundary  

G1
G2 

Figure 5:  Calculation model of an electromagnet with 
permanent magnets. 

of the computational domain and zero value of the normal 

component of the field on the axis of symmetry. 
  Calculation of the magnetic flux reduced by flux linkage, 

i.e., associated with all turns of the coil and the 

electromagnetic force is carried out for fixed values of the 

stroke ][l  [0; 12] mm with a step H = 1 mm and fixed 

values of the coil MMF ][ jF  [0; 8000] A with a step HF 

= 1000 A. The calculation of a 2D array with the dimensions 

13 x 9 is carried out using the procedure described in [16]. 
The results of static calculation are presented as the 

magnetic flux reduced by flux linkage as well as 
electromagnetic force in the form of tables 

],,[];,[ jlQjl                                                        (10) 

obtained for a number of discrete values of the armature

stroke ][l and MMF of the system ][ jF , the graphic

representation of which is shown in Fig. 6. 
     The calculation of the dynamics requires continuous 
values of the magnetic flux and electromagnetic force; 

therefore, the analytical dependencies of the local 
approximation of the data array (10) are obtained using 

the functions 
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(11) 

where iw, s are the current values of MMF and armature 
stroke which, as a rule, do not coincide with the values of the 

force and magnetic flux at nodal points;  is the current 
magnetic flux value; Q is the current value of the 

electromagnetic force. 
The unknown coefficients ai, bi in (11) are determined 

based on the solution of the system of equations using the 

values of the magnetic flux ],[ jl and force ],[ jlQ at

the nodal points and depending on the current values of the 

stroke s and MMF iw as follows. If the current values of iw, 

s are in the range ]1[][],1[][  jFiwjFlsl  , 

then the unknown coefficients ai are determined based on 
the solution of the system of equations 
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where ],[ jl are the values of the magnetic fluxes at the 

nodal points. 

The coefficients bi are calculated in a similar way. It 
follows from system (12) that when the current values of the 
armature stroke and MMF change, the coefficients a0…a3 in  
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a 
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F[j]
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b 

Figure 6: Calculated surfaces of the magnetic flux 

reduced by flux linkage and electromagnetic force:  
a – the magnetic flux; b – the electromagnetic force. 

the system (12) and, accordingly, the coefficients b0…b3 
also change. 

Further consideration of the problem of the dynamics of 

the electromagnet is impossible without a description of the 
electrical circuit for connecting the coil to the power source 

(see Fig. 7). 
      The equations describing the processes in the circuit in 

Fig. 7 have the form 
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      (13) 

where U0 is the initial voltage on the capacitor; C is the 
capacitance; i1 is the coil current; i2 is the diode current; 
RK is the key’s nonlinear resistance; RVD is the diode’s 

nonlinear resistance; R is the additional resistance; q is 
the electric charge; L is the leakage inductance; r is the 
resistance of the coil. 

The system (13) must be supplemented by the 
equations of magnetic flux and the MMF of the system: 
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where fR is the magnetic resistance to eddy currents in

the magnetic circuit; iw is the total MMF of the system. 

The open system of equations (13), (14) must be 
supplemented by the equations of motion and the 
equation for the electromagnetic force. 
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where m(s) is the reduced mass depending on the position of 

the contacts; Q is the electromagnetic force; Fr is the 
opposing force reduced to the armature; v is the speed of the 

armature. 

С 

К 
R 

VD 
Y 

+ 

i1

i2

L 

Figure 7: Electrical circuit for connecting the coil to the 

power source, where C is the capacitor; K is the key; R is the 
resistor; VD is the diode; Y is the electromagnet’s coil; L is 
the inductance.  

To be solved, the system (13)–(15) is written in finite-
difference form on a discrete time mesh for (k+1)-th and k-th 

time steps: 
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The solution of the system (16), (17) allows to 

obtain the values of the sought parameters 
1

1
ki , 

1
2

k
i , 

1kq , 1k , 1kiw , 1kv , 1ks , 
1kQ , which determine 

the dynamic processes in the electrical, magnetic and 

mechanical circuits. An algorithm is the following: 1) 

Localization of constants l, j in tables ],[ jl and 

],[ jlQ is determined for values kk iwx , ; 2) Using 

formulas (7), for discrete values ],[ jl  the coefficients 

ai, bi in (6) are determined; 3) According to (16), (17), the 
sought values at (k+1)-th time step are determined, 

namely currents, magnetic flux, MMF, speed and stroke; 
4) The condition for termination the calculation (the 

traction characteristic reaches the steady-state value of
the force due to the drop in the total flux (magnets
together with coil) after the coil is de-energized) is

checked, and if the calculation continues, we redefine the 
variables and return to item 1).

The calculation of the dynamics is carried out for a 

serially manufactured vacuum contactor: the coil’s 

resistance in a cold state is 85 ; the number of turns is 
1850;  the   contacts’   stroke  is  12  mm;  the capacitor’s  
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Figure 8: Capacitor’s current time variation.  

capacitance is 3000 μF; the voltage on the capacitor is 
320 V. The results obtained for time variation of the 

capacitor’s current, electromagnet armature’s 
displacement and speed as well as forces acting on the 
electromagnet’s armature are presented in Fig. 8-11. 

t, s 

s, m 

Figure 9: Electromagnet armature’s displacement time 
variation.  

t, s 

v, m/s 

Figure 10: Electromagnet armature’s speed time variation. 

 From the results obtained it is follows that at the moment 
of time 0.65 s, the position sensor disconnects the capacitor 
from the electromagnet’s coil. Holding the armature of the 

electromagnet in the attracted position after the coil is 
disconnected is carried out by permanent magnets. The 

change in the nature of the speed dependence is associated 
with a change in the moving mass reduced to the armature of 
the electromagnet. 

From the results presented it follows that the 
electromagnetic force, both in the operation mode of the 
electromagnet and in the mode of holding the armature in the 

attracted position is clearly redundant and the design needs to 
be optimized. 

F, N 

t, s 

1 

2 

Figure 11: Forces acting on the electromagnet’s armature:  
1 – electromagnetic force; 2 – opposing force. 

IV. A COUPLED FIELD-CIRCUIT APPROACH 

A rigorous numerical solution of the problem of 
calculating the dynamics of electromagnets is based, first 

of all, on Maxwell equations describing transient 
electromagnetic field distribution [11]. As applied to the 
calculations of electromagnets, the system of  Maxwell  

equations in the differential form [11] should be 
simplified based on the following considerations: 1) the 

design of many electromagnets is such that it is 
convenient to carry out calculations in axi-symmetrical 
formulation in a cylindrical coordinate system in terms of 

magnetic vector potential; 2) the frequency of 
electromagnetic oscillations is low and the radiation of 
electromagnetic energy and displacement currents in the 

dielectrics can be neglected; 3) the conduction currents in 
the conductors are much higher than the displacement 

currents. Such calculations  can be carried out using in-
house or commercial applied computer codes such as 
ANSYS [17], COMSOL Multiphysics [18], etc. 

The proposed model is a system of differential 
equations describing physical processes: in a non-linear 
electrical circuit, an electromagnetic field in a non-linear 

conducting moving medium taking into account 
permanent magnets, and mechanical equations of the 

dynamics of a body with variable mass:  
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  (18) 

where the above notation has been used.  

In the case of a moving medium or a moving object in 
a stationary medium: 
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Based on the above model (18), (19) numerical 
solution, a bistable electromagnet with two armatures and 

permanent magnets (see Fig. 12) is calculated. 
The electromagnet contains (see Fig. 12) movable 

armatures (1), a ferromagnetic shunt (2), a winding (3), a 

winding frame (4), a core (5), a case (6), permanent 
magnets (7) located along the inner perimeter of the case, 
and base (8). The design of the bistable electromagnet has 

a central non-magnetic rod, which is connected through 
the levers of the shaft with moving contacts, and also 

connects the upper and lower armatures, which ensures 
synchronization of the movement of the armatures when 
the electromagnet is triggered (not shown in Fig. 12). 
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Figure 12: A sketch of a bistable electromagnet. 

This electromagnet is a driving mechanism for a MV 
vacuum circuit breaker and must provide a contact 

pressure of at least 6000 N (2000 N per pole) due to 
permanent magnets with de-energized coils. The coils are 
powered by a capacitor with capacitance of 60000 μF and 

charged up to voltage of 100 V. A feature of the 
operation of the electromagnet power supply circuit is 

that the capacitor is switched off by the command of the 
microprocessor after it is triggered. 

The results of calculating the characteristics of a 

bistable electromagnet are presented in Fig. 13, 14. 
Figure 13 shows the distributions of the 

electromagnetic field of half of the electromagnet cross-

section in the initial and final positions of the armature 
with de-energized coils. The maximum values of 

magnetic flux density in the electromagnet are 
approximately equal and amount to about 1.4 T. 

The dynamic characteristics are obtained on the basis 

of static calculations as initial conditions, taking into 
account the deformation of the computational finite 
element mesh during the movement of the electromagnet 

armatures. In this case, the total value of the force acting 
on the armature of the electromagnet when the circuit 

breaker is switched shown in Fig. 14 is of particular 
interest. 

       a                b 
 Figure 13: Electromagnetic field distribution in initial (a) 

and final (b) positions of the armature. 

Figure 14: Total force on the electromagnet’s armatures 

when the circuit breaker is switched ON. 

Figure 15: Armature’s stroke time variation. 

As follows from Fig. 14, at the moment of closing the 
contacts, the force takes on negative values, but due to 

the kinetic energy, the system passes this position and the 
circuit breaker is successfully switched ON. After 60 ms, 
the capacitor is disconnected from the coil and the 

electromagnetic force drops to values determined by the 
permanent magnets. From Fig. 14 it can be seen that the 
steady-state value of this force is approximately 1000 N, 

which ensures the normal operation of the circuit breaker 
contacts in the ON state. 

Figure 15 shows the value of the stroke of the armature 
of the electromagnet as a function of time. 

Figure 16 shows the distribution of the modulus of the 

magnetic flux density and eddy currents in the magnetic 
circuit at time of 0.01 s (immediately before the armature 
starts to move). From the graphs it follows that: at the 

initial moments of time, the magnetic flux density and 
eddy currents are concentrated    along    the    inner   

perimeter    of    the same structure being distributed over 
the section over time; in the same structural elements, 
magnetic flux density and eddy currents can have 

different directions. 

a b 

Figure 16: Distributions of the magnetic flux density 
module (a) and eddy currents (b) at 0.01 s (immediately 

before the armature starts to move). 
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V. CONCLUSIONS

Each of the methods for calculating the dynamics of 
electromagnets described in the paper has its own 

advantages and disadvantages. The simplest method 
presented for dynamic calculations of neutral 
electromagnets was the method of “electrical analogy” 

using lumped parameter and circuit models . In the case of 
small (compared to the size of the magnetic circuit) air 

gaps and simple designs of electromagnets, this approach 
gave good results. The resulting differential equations are 
solved by numerical integration methods of second and 

third order of accuracy. The difficulty of this approach 
was determining the values of the resistances of the solid 
sections of the magnetic circuit, in which the eddy 

currents are distributed extremely non-uniformly, as well 
as the equivalent conductivities of the air gaps. 

The “hybrid” method combines static field calculations 
by the Finite Element Method of complex designs of 
polarized electromagnets with analytical methods for 

calculating the coils’ power supply circuits and motion 
dynamics. For these designs free computer codes based 
on the Finite Element Method were used for calculating 

electromagnetic systems. Disadvantages of this approach 
were shown to be similar to the previous technique, i.e., 

their origin was the difficulty in determining the 
equivalent resistances to eddy currents in the magnetic 
conductor. 

The most accurate results in the calculation of the 
dynamics of electromagnetic systems were achieved by 
using the Finite Element Method models using 

commercial computer codes at the cost of extended 
simulation times.  
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Reduced order field-circuit modeling of squirrel cage induction
machines for automotive applications
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Purpose:

The aim of the paper is to investigate the impacts of simplifications of a reduced-order simulation model of squirrel
cage induction machines (SCIMs) by numerical experiments.

Design/methodology/approach:

Design of setups to isolate the main influences on the results of the reduced-order model of SCIMs. Results
of time-stepping finite element calculations are used as benchmark.

Findings:

Whereas neglecting eddy current effects and the assumption of a sinusoidal rotor current distribution leads to
acceptable deviations in regular inverter operation, the sampling and interpolation of the machine parameters in a
two-axis coordinate system considerably deteriorate the model accuracy. Using a polar coordinate system for this
purpose is expected to significantly improve the model quality.

Originality/value:

Preparing the ground for a successful, both fast and accurate simulation model of SCIMs as parts of electri-
fied drivetrains.

Keywords:

Electrical machine, Finite element analysis, Induction machine modeling, Multiphysics, Reduced-order model,
Space vector theory
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Sensorless metal object detection for wireless power transfer using
machine learning
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Purpose:

This study aims to realize a sensorless metal object detection (MOD) using machine learning, to prevent the wireless
power transfer (WPT) system from the risks of electric discharge and fire accidents caused by foreign metal objects.

Design/methodology/approach:

The data constructed by analyzing the input impedance using the finite element method are used in machine
learning. From the loci of the input impedance of systems, the trained neural network (NN), support vector ma-
chine and naive Bayes classifier judge if a metal object exists. Then the proposed method is tested by experiments
too.

Findings:

In the test using simulated data, all of the three machine learning methods show high accuracy of over 80
Originality/value:

This work provides a new sensorless MOD method for WPT using three machine learning methods. And it
shows that NNs obtain high accuracy than the others in both simulated and experimental verifications.

Keywords:

Machine learning, Metal object detection, Wireless power transfer, Support vector machines

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 807 - 823
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Bayesian inference of multi-sensors impedance cardiography for
detection of aortic dissection

Badeli Vahid (1), Ranftl Sascha (2), Melito Marco Gian (3), Reinbacher-Köstinger Alice (1), Linden Der
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(1) Institute of Fundamentals and Theory of Electrical Engineering, Graz University of Technology, Graz, Austria
(2) Institute of Theoretical and Computational Physics, Graz University of Technology, Graz, Austria
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Purpose:

This paper aims to introduce a non-invasive and convenient method to detect a life-threatening disease called
aortic dissection. A Bayesian inference based on enhanced multi-sensors impedance cardiography (ICG) method
has been applied to classify signals from healthy and sick patients.

Design/methodology/approach:

A 3D numerical model consisting of simplified organ geometries is used to simulate the electrical impedance
changes in the ICG-relevant domain of the human torso. The Bayesian probability theory is used for detecting
an aortic dissection, which provides information about the probabilities for both cases, a dissected and a healthy
aorta. Thus, the reliability and the uncertainty of the disease identification are found by this method and may
indicate further diagnostic clarification.

Findings:

The Bayesian classification shows that the enhanced multi-sensors ICG is more reliable in detecting aortic dis-
section than conventional ICG. Bayesian probability theory allows a rigorous quantification of all uncertainties to
draw reliable conclusions for the medical treatment of aortic dissection.

Originality/value:

This paper presents a non-invasive and reliable method based on a numerical simulation that could be benefi-
cial for the medical management of aortic dissection patients. With this method, clinicians would be able to
monitor the patient’s status and make better decisions in the treatment procedure of each patient.

Keywords:

Numerical analysis, Finite element method, Sensors, Impedance, Bioelectromagnetics,Uncertainties in electromag-
netics, Bayesian inference, Probability theory, Impedance cardiography,Aortic dissection

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 824 - 839
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Abstract— Grounding systems are used to protect people and devices, therefore, it is important to dimension them properly. 

The Finite Element Method is often used for the dimensioning of the grounding systems and the properties of the soil are 

needed for that. The parameters of a horizontally layered soil model can be determined using evolutionary methods based on 

the Wenner’s method measurements. Different soil structures are used in the paper to analyse the applicability of the 

horizontally layered soil model. Different evolutionary methods are tested, with the aim to get the most appropriate one, 

between those selected, for the presented problem. 

Index Terms— Evolutionary methods, Finite Element Method, Grounding system. 

I. INTRODUCTION

Grounding systems are an important part of protection 

systems, and often the Finite Element Method (FEM) [1, 

2] is used for their effective dimensioning. FEM analysis

can’t be done without data about soil properties. These

data can be obtained using measurements. Usually, the

Wenner four-electrode method [3, 4] is used to get the

dependence of apparent resistivity upon the distance of

the electrodes. This set of data is interpreted using

inversion methods, often optimisation methods, to find an

equivalent horizontally layered soil that best fits the data

set obtained using Wenner’s method. The applicability of

a horizontally layered soil model [5, 6] is analysed for

different soil structures. An FEM model of soil structure

is made to get sets of apparent resistivity versus electrode

spacing. 2-6 layered models (LMs) are tested. Also, three

different optimisation methods are used for soil

parameters` determination, which are Differential

Evolution (DE) [7-9], Teaching Learning Based

Optimization (TLBO) [10, 11] and Artificial Bee Colony

(ABC) [12, 13], with the aim to select the most

appropriate for the presented problem.

II. WENNER’S METHOD

The basis for the soil determination are the 

measurements using the Wenner four electrodes method 

presented in Figure 1. 

Figure 1:  Wenner’s method. 

Four electrodes are placed at the same distance d. The 

current is injected between the outer electrodes and 

voltage is measured between the inner electrodes. In 

practice, depth b, presented in Figure1, is less than 0.1, d, 

and apparent resistivity can be calculated using (1) [4]. 

2 d U

I




  
 (1) 

I is the injected current, U is the measured voltage and 

d is the distance between the electrodes. In Wenner’s 

method, the distance d is increased and a set of data is 

obtained containing apparent resistivity versus distance 

between the electrodes. 

III. TEST MODELS

In the analysis of soil models with different numbers of 

layers, it is very useful if the structure of the soil is 

known. Using Flux 3D software, the FEM models are 

made and, with that, the soil structure is known. The FEM 

model made using Altair Flux software, which simulates 

the Wenner’s method measurements, is presented in 

Figure 2. 

Figure 2:  FEM model used for Wenner’s method 

simulation. 

In the FEM model four electrodes are also modelled, in 

a line at the same distance (according to Wenner’s 

method). For data test sets the distance d is changed 

between 0.5 to 80 metres. More information about deeper 

soil is obtained at higher distances. The depth of the FEM 

model is 200 m, because the penetration depth of the 

current field is much smaller.  

In Figure 2 a 6-layered model is presented, but as test 

data sets three different models were made, which are 

marked as Model A, Model B and Model C, as presented 

in Figure 3. 

Comparison of 2 to 6 layered soil models using 
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Figure 3:  Soil parameters of FEM models. 

Model A is a 2-layered soil model which was made to 

analyse multi-layered soil models in the case of 2-layered 

soil. Model B is a 6-layered soil model, which was made 

to analyse soil models with a lower number of layers in 

the case of 6-layered soil model. Model C is a model with 

inhomogeneity, which was made to analyse the usefulness 

of horizontally layered soil models in cases of soil with 

inhomogeneity.  

IV. ANALYTICAL SOIL MODELS

Horizontally multi-layered analytical soil models were 

used for the presentation of the soil properties. The 

parameters of the analytical soil model were set so that 

the model best fitted the data set obtained using Wenner’s 

method. The N-layered soil model is presented in Figure 

4. 

Figure 4:  N-layered analytical soil model. 

We tested a 2-layered soil model, which has 3 

parameters, a 3-layered soil model, which has 5 

parameters, a 4-layered soil model, which has 7 

parameters, 5-layered soil model, which has 9 parameters, 

and a 6-layered soil model, which has 11 parameters. 

The apparent resistivity was calculated using (2) [5]. 

 

   

01

0 0

1 2

J J 2

d f

d d d


 

  

 
  

  
     


(2) 

ρ1 is the specific resistivity of the first layer, d is the 

distance between the electrodes, and J0 is a Bessel 

function.  

Function f(λ) was determined with (3). 

   1 1f     (3) 

α1 for the N-layered model was calculated as a 

sequence of the expressions presented in (4). 
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Numerical calculation should be used to calculate 

apparent resistivity using (2). The integration stopped 

when the value of the integrated function was 10 times 

successively smaller than 1∙10-6; only once was not 

enough due to the oscillating character of the integrated 

function. 

V. USED OPTIMISATION METHODS AND OBJECTIVE

FUNCTION 

As mentioned, we were searching for the parameters of 

a multi layered soil model that best fit the data sets 

(Models A, B and C) obtained using the FEM model. It is 

an inverse problem, which is also an optimisation 

problem and we were using a direct approach to solve it.  

We selected three evolutionary optimisation methods to 

solve the presented problem, which were DE, TLBO and 

ABC. DE is an evolutionary optimisation method often 

used in the case of engineering problems. The strategy 

used was DE/rand/1/exp, the crossover probability rate 

was set to 0.8 and amplification of differential variation 

was set to 0.6.  

TLBO is a newer evolutionary optimisation method. It 

is a parameter free method. TLBO has two phases, which 

are a teaching phase and a learning phase. Therefore, the 

number of Fitness Evaluations in the scope of one 

iteration is two times the number of Fitness Evaluations in 

the scope of one iteration in the case of DE. 

ABC is also a newer method. The control parameter 

Limit was set to 100. In the case of ABC, dynamic 

counting of Fitness Evaluations should be done, because 

the number of Fitness Evaluations in the scope of one 

iteration is not the same for all iterations. 

The Objective Function (OF) is written in (5). 

c m

1 m

1
OF 100 (%)

n

in

 




  (5) 

Where ρc are apparent resistivity calculated values 

using the soil model. and ρm are the values obtained using 
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the FEM model (Wenner’s method). 

For each method 30 independent runs were made, and 

the limits of the specific soil resistance were between 5 

and 3500 Ωm, due to the physical properties of the soil.  

The number of parameters for the 2, 3, 4, 5 and 6-

layered models was 3, 5, 7, 9 and 11. The used population 

was 6 times the number of the parameters.  

To ensure fair comparison of the optimisation methods 

and models, the same stopping criteria were used for all 

tests, which was 41,580 Fitness Evaluations.  

The parameters used in the case of 2 LM are presented 

in Table I, in the case of 3 LM are presented in Table III, 

in the case of 4 LM in Table IV, in the case of 5 LM in 

Table V, and in the case of 6 LM in Table VI. 

TABLE I 

PARAMETERS USED IN THE CASE OF 2 LM 

2 layered model DE TLBO ABC 

Number of parameters (P) 3 3 3 

Population number (P x 6) 18 18 18 

Number of iterations (ITER) 2310 1155 ≤2310 

Fitness Evaluations 

(FEs = NP x ITER) 

41580 41580 max. 

41580 

TABLE II 

PARAMETERS USED IN THE CASE OF 3 LM 

3 layered model DE TLBO ABC 

Number of parameters (P) 5 5 5 

Population number (P x 6) 30 30 30 

Number of iterations (ITER) 1386 693 ≤1386 

Fitness Evaluations 

(FEs = NP x ITER) 

41580 41580 max. 

41580 

TABLE III 

PARAMETERS USED IN THE CASE OF 4 LM 

4 layered model DE TLBO ABC 

Number of parameters (P) 7 7 7 

Population number (P x 6) 42 42 42 

Number of iterations (ITER) 990 495 ≤990 

Fitness Evaluations 

(FEs = NP x ITER) 

41580 41580 max. 

41580 

TABLE IV 

PARAMETERS USED IN THE CASE OF 5 LM 

5 layered model DE TLBO ABC 

Number of parameters (P) 9 9 9 

Population number (P x 6) 54 54 54 

Number of iterations (ITER) 770 385 ≤770 

Fitness Evaluations 

(FEs = NP x ITER) 

41580 41580 max. 

41580 

TABLE V 

PARAMETERS USED IN THE CASE OF 6 LM 

6 layered model DE TLBO ABC 

Number of parameters (P) 11 11 11 

Population number (P x 6) 66 66 66 

Number of iterations (ITER) 630 315 ≤630 

Fitness Evaluations 

(FEs = NP x ITER) 

41580 41580 max. 

41580 

VI. RESULTS FOR MODEL A

The best value (B), the worst value (W), mean value 

(M) and Standard Deviation (SD) of the Objective

Function (OF) for Model A are presented in Table VI.

The designation LM means Layered Model.

TABLE VI  

B, W, M AND SD FOR 30 INDEPENDENT RUNS FOR MODEL A 

Model ABC TLBO DE 

2 LM 

B 

W 

M 

SD 

2.1677 

9.4339 

4.1160 

2.2425 

1.9600 

1.9600 

1.9600 

8.88∙10-16 

1.9600 

45.7095 

7.8748 

14.84 

3 LM 

B 

W 

M 

SD 

1.9710 

8.1920 

2.5715 

1.2286 

1.6568 

1.6571 

1.6569 

7.63∙10-5 

1.6568 

5.8447 

1.8656 

7.65∙10-1 

4 LM 

B 

W 

M 

SD 

1.8356 

8.1017 

3.0843 

1.7008 

1.6411 

1.6569 

1.6501 

7.51∙10-3 

¸1.6410 

2.2232 

1.6900 

1.39∙10-1 

5 LM 

B 

W 

M 

SD 

1.7042 

2.2478 

1.9265 

1.74∙10-1 

1.6412 

1.6585 

1.6497 

6.74∙10-3 

1.6410 

1.6568 

1.6485 

7.69∙10-3 

6 LM 

B 

W 

M 

SD 

1.6888 

3.5144 

1.9917 

3.42∙10-1 

1.6417 

1.6847 

1.6529 

9.02∙10-3 

1.6410 

1.6653 

1.6495 

7.93∙10-3 

The calculated parameters for the 2 to 6 layered models 

for the best solution using ABC are presented in Table 

VII. 

TABLE VII  

CALCULATED PARAMETERS FOR THE 2 TO 6 LAYERED MODEL FOR THE 

BEST SOLUTION USING ABC FOR MODEL A 

Par. 2 Lay. 3 Lay. 4 Lay. 5 Lay. 6 Lay. 

ρ1 

h1 

15.519 

0.667 

15.272 

0.645 

15.375 

0.655 

15.372 

0.655 

15.351 

0.653 

ρ2 

h2 

3468.1 2267.9 

7.098 

3500 

2.740 

3500 

2.578 

3500 

1.598 

ρ3 

h3 

3500 775.91 

1.179 

1357.7 

2.294 

2865.9 

1.249 

ρ4 

h4 

3500 3498.5 

23.159 

159.38 

0.106 

ρ5 

h5 

3500 1552.9 

1.261 

ρ6 3500 

The apparent resistances, calculated using parameters 

from Table VII, are presented in Figure 5. 

Based on Table VI it can be seen that 2-LM was not 

appropriate using ABC (M was 4.1160%), and using DE 

(M was 7.8748%). All other soil models (3-6 LMs) were 

appropriate combined with any of used methods (ABC, 

TLBO and DE). 
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Figure 5:  Calculated apparent resistances for 2-6 layered 

models using the parameters from Table VII. 

VII. RESULTS FOR MODEL B

B, W, M and SD of the Objective Function (OF) for 

Model B are presented in Table VIII.  

TABLE VIII  

B, W, M AND SD FOR 30 INDEPENDENT RUNS FOR MODEL B 

Model ABC TLBO DE 

2 LM 

B 

W 

M 

SD 

10.1095 

10.1095 

10.1095 

1.72∙10-5 

10.1095 

10.1095 

10.1095 

3.40∙10-8 

10.1095 

14.0390 

10.7365 

1.2479 

3 LM 

B 

W 

M 

SD 

2.1091 

4.2378 

2.6428 

4.27∙10-1 

2.3463 

8.3189 

7.7526 

1.4266 

8.0107 

8.3163 

8.1123 

1.44∙10-1 

4 LM 

B 

W 

M 

SD 

1.9321 

4.9352 

2.7831 

6.84∙10-1 

1.9505 

8.7380 

7.7380 

1.7881 

2.0321 

8.3655 

7.9122 

1.1023 

5 LM 

B 

W 

M 

SD 

1.7417 

5.1072 

2.8546 

7.72∙10-1 

2.8652 

8.9843 

7.7721 

1.3939 

7.6502 

8.6392 

7.9863 

3.4386∙10-1 

6 LM 

B 

W 

M 

SD 

0.6745 

7.1928 

2.6912 

1.2804 

2.5605 

8.7376 

8.2404 

1.1230 

0.6701 

8.3304 

7.4560 

1.5591 

The calculated parameters for the 2 to 6 layered models 

for the best solution using ABC are presented in Table 

IX. 

Based on Table VIII, it can be seen that, in the case of 

TLBO and DE, none of models was appropriate (M was 

more than 7%). DE and TLBO got stuck at the local 

minimum. 

In the case of ABC 2 LM was not appropriate (M was 

more than 10%). All other models, 3-6 LMs, were 

appropriate (M was less than 3%), and ABC was able to 

avoid the local minimum. 

TABLE IX  

CALCULATED PARAMETERS FOR THE 2 TO 6 LAYERED MODELS FOR THE 

BEST SOLUTION USING ABC FOR MODEL B 

Par. 2 Lay. 3 Lay. 4 Lay. 5 Lay. 6 Lay. 

ρ1 

h1 

69.790 

6.123 

5.707 

0.100 

10.567 

0.172 

5.479 

0.126 

18.234 

0.304 

ρ2 

h2 

53.048 104.87 

2.263 

89.833 

3.835 

1488.6 

0.102 

94.834 

2.716 

ρ3 

h3 

35.346 48.834 

29.133 

58.147 

16.050 

53.663 

19.655 

ρ4 

h4 

65.355 5.001 

1.072 

37.238 

20 

ρ5 

h5 

66.677 65.491 

19.226 

ρ6 117.45 

Apparent resistances, calculated using the parameters 

from Table IX, are presented in Figure 6. 

Figure 6:  Calculated apparent resistances for the 2-6 

layered models using the parameters from Table IX. 

VIII. RESULTS FOR MODEL C

The B, W, M and SD of the Objective Function (OF) 

for Model B are presented in Table X. The calculated 

parameters for the 2 to 6 layered models for the best 

solution using ABC are presented in Table XI. Apparent 

resistances, calculated using the parameters from Table 

XI, are presented in Figure 7. 

Based on Table X, mean OFs were much higher than in 

case of 3-6 LMs, and, based on Figure 7, it can be seen 

that 2 LM was not appropriate. Due to the mean OFs from 

Table X for 3-6 LMs, which were up to 1.3% for all used 

methods, it can be concluded that 3-6 LMs are 

appropriate for the presented case.  

IX. CONCLUSIONS

Although only three test cases were made, certain 

conclusions can be drawn about the different layered soil 

models used, and about the evolutionary methods used. It 

is not only important which soil model we use, but also 

which method we use to calculate the coefficients.  
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TABLE X  

B, W, M AND SD FOR 30 INDEPENDENT RUNS FOR MODEL C 

Model ABC TLBO DE 

2 LM 

B 

W 

M 

SD 

2.2799 

3.7331 

2.4762 

3.23∙10-1 

2.2791 

2.2791 

2.2791 

4.44∙10-16 

2.2791 

5.8416 

2.7835 

1.2098 

3 LM 

B 

W 

M 

SD 

0.9372 

1.1326 

0.9721 

3.63∙10-2 

0.9334 

1.3278 

1.1024 

1.32∙10-1 

0.9334 

5.3698 

1.2816 

8.69∙10-1 

4 LM 

B 

W 

M 

SD 

0.8989 

1.2224 

1.0970 

8.07∙10-2 

0.7721 

1.2822 

1.2200 

1.03∙10-1 

0.7579 

3.2130 

1.2251 

6.17∙10-1 

5 LM 

B 

W 

M 

SD 

0.6854 

1.2398 

0.9391 

1.37∙10-1 

0.6806 

1.3941 

1.2001 

1.19∙10-1 

0.6515 

5.5177 

1.2083 

9.17∙10-1 

6 LM 

B 

W 

M 

SD 

0.7090 

1.3539 

0.9742 

1.82∙10-1 

0.6829 

1.8351 

1.1621 

2.48∙10-1 

0.6911 

3.3727 

1.2612 

6.91∙10-1 

TABLE XI  

CALCULATED PARAMETERS FOR 2 TO 6 LAYERED MODEL FOR THE BEST 

SOLUTION USING ABC FOR MODEL C 

Par. 2 Lay. 3 Lay. 4 Lay. 5 Lay. 6 Lay. 

ρ1 

h1 

25.695 

100 

26.564 

8.817 

26.645 

5.748 

26.673 

11.841 

26.682 

13.135 

ρ2 

h2 

126.04 23.919 

50 

25.177 

33.399 

5 

0.786 

5.136 

1.891 

ρ3 

h3 

51.445 5.070 

5.114 

31.062 

25 

185.96 

3.391 

ρ4 

h4 

70.308 6.627 

15.554 

5.154 

14.233 

ρ5 

h5 

3407.3 646.57 

19.091 

ρ6 1598.2 

Figure 7:  Calculated apparent resistances for the 2-6 

layered models using the parameters from Table XI. 

An optimisation method that is not appropriate for the 

presented problem can lead to incorrectly calculated 

coefficients, as was seen in the case of TLBO and DE, 

which got stuck in the local minimum. 

Based on the presented tests, it was found out that, due 

to the local minima, which appeared in the case of Model 

B, only ABC were suitable method for all tested soil 

models, and it can be suggested for general use. 

Based on the presented analysis, it was found out that 

only 3, 4, 5 and 6 LMs were suitable as universal models, 

and they can be suggested for general use. The 2 LM was 

not appropriate. 

In the case of inhomogeneity, the case Model C, the 

horizontally layered model was able to produce results; 

OF was smaller than 1.5%. We could conclude that the 

horizontally layered model was also appropriate for 

inhomogeneity. 

Nevertheless, in reality, it could have happened that the 

grounding system was appropriate in the area of the soil, 

but not appropriate in the area of inhomogeneity. 
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Abstract—The simplified modelling of many physical processes results in a 2nd order ordinary differential equation system

(ODE). Often the damping of these resonating systems cannot be defined in the same simplified way as the other parameters 

due to the complexity of the physical effects. Measurements show that empirical logarithmic damping of the resonating 

system is satisfying accurate in the most cases. The logarithmic damping method can be efficiently applied for linear 2nd 

order ODE but fails if nonlinear problems must be solved. In this paper a method will be shown, how to use the logarithmic 

damping method for nonlinear 2nd order ODE in time domain. 

Index Terms—logarithmic decrement, nonlinear ODE, short circuit forces. 

I. INTRODUCTION

Short circuit withstand of the large power transformers 

is crucial for the stability of the electric grid. To ensure 

this withstand the magnetic forces in the transformer 

windings must be calculated. As the windings in the large 

power transformers are cylindrical, a two-dimensional 

(2D) axisymmetric field calculation approach is 

satisfying accurate. During the design process the Lorentz 

forces [1] of the windings will be calculated for each 

winding disc.  

The forces acting on insulation materials can be 

determined with the help of a spring-mass system 

considering the masses of the winding discs and the 

elastic properties of the insulation materials. The springs 

are highly nonlinear, as the Young’s modulus of the 

insulation increasing with the pressure on it. Also, the 

insulation materials cannot transfer tensile forces, so the 

material model has a non-continuous characteristic 

(Fig. 1). 

Fig. 1: Force depending spring characteristic 

As the damping of the spring mass system comes from 

the winding disc movements in the surrounding fluid and 

from the fluid itself, which is pressed out from the 

insulation materials, it cannot be defined exactly. 

However, measurements show that the damping can be 

estimated and defined by a logarithmic decrement [2] of 

the resonance frequencies.  

In this paper a technique will be introduced, which 

allows to generate the unknown damping matrix 

according to the predefined logarithmic decrement. 

II. SPRING-MASS SYSTEM

The approximation for the dynamic winding force 

calculation is a quasi-one-dimensional spring-mass-

system where only the axial component of the Lorentz 

forces is considered. Each disc of a winding can be 

assumed as one mass, the insulation materials between 

the discs are the springs. A practical force distribution in 

a two winding transformer is shown in Fig. 2. 

Fig. 2: Axial electromagnetic force distribution on each disc of a two 

winding transformer 

The nonlinear ODE corresponding to the spring-mass 

system can be written as following: 

+ + =NL Lorentzx x x FM D K , (1) 

where x is the displacement of the masses, M is a 

diagonal matrix containing the masses, D is the damping 

matrix, KNL is the time dependent nonlinear spring matrix 

and FLorentz contains the axial component of the Lorenz 

forces acting on each disc. KNL depends on the nonlinear 

spring characteristics, and can be determined as: 

Empirical Damping of Nonlinear Spring-Mass 

Systems  
*Gergely Koczka and *Gerald Leber

*Siemens Energy Austria, Elingasse 3, A-8160 Weiz, Austria
†Institute for Electrical Measurement and Measurement Signal Processing, Inffeldgasse 23, A-8010 Graz, Austria

E-mail: corresponding.author@TUGraz.at

19th IGTE Symposium 2020

45



( ) =
 

T

NL spk FK T T , (2) 

where T is the incidence matrix, ( ) 
 spk F is a diagonal 

matrix containing the spring parameters and Fsp are the 

forces, acting on the springs. Fsp depends on the 

momentary displacement of the masses, the spring 

constants and the initial (clamping) force. It can be 

determined as  

( ) 0
 = +
 sp spF k F x FT , (3) 

where F0 is the initial force acting on the springs, 

practically known as preclamping force. 

The ODE shown in (1), is still not completely 

described, as the damping matrix (D) is still unknown. 

The classical damping method is the mass damping, 

which means that each mass has a damping coefficient. 

This damping method has the advantage, that the D 

matrix becomes diagonal, so the system matrix will be 

sparse, therefore the inversion of the system matrix is 

very simple and fast. The disadvantage of this damping 

technique is that the higher resonances won’t be damped 

and therefore nonphysical high harmonics will be visible 

in the solution during the time-stepping method. To 

overcome this difficulty an empirical damping could be 

used, which damps all resonance frequencies of the 

system. The problem with this approach is that a 

nonlinear system has no defined resonances, therefore the 

damping must be determined on a linearized state of the 

original problem. This linear state can be, for example the 

initial state of the system where only the clamping forces 

are acting on the windings. 

III. LINEAR PROBLEM

The initial state of the problem is, where there is no 

displacement and therefore the spacer forces are equal to 

the initial forces.  

0
0=

=sp t t
F F , (4) 

where t0 is the initial time, where the time-stepping 

method starts. The spring constants are also fixed for this 

timestep and the spring matrix can be written as 

( )
0

0=
= =   

T

NL t t
k FK K T T . (5) 

The linear and undamped problem has the following 

form: 

+ = Lorentzx x FM K (6) 

As our goal is to write an equivalent ODE, which has 

the property that every Eigenvalue is damped with a 

logarithmic decrement, we need to determine the 

Eigenvalues and Eigenvectors of the undamped system. 

2 0 1i i iv v i m + =  M K , (7) 

where λi and vi are the i-th Eigenvalue and Eigenvector 

and m is the number of the Eigenvectors and Eigenvalues. 

As M and K are both positive definite matrixes, the 

Eigenvectors are real, and the Eigenvalues have the 

following form 

 = i ij , (8) 

where 1= −j  is the imaginary unit and ωi is the 

angular frequency of the i-th resonance. Defining a 

logarithmic decrement [2] 0<δi<1 for every Eigenvalues, 

they can be modified with the help of 

ln

2





= i

i (9) 

as 

21


  


= 

+

i

i i i

i

j
. (10) 

The 2nd order Eigenvalue problem, which corresponds 

to the modified Eigenvalues can be written as: 

2 0 + + =i i i i iv v vM D K , (11) 

where D  is the damping matrix and K  is the modified 

spring matrix. (11) can be written in matrix form by 

introducing the matrixes  

 1...= mV v v (12) 

containing all Eigenvectors of (7), and 

1





 
 

  =   
 
 m

(13) 

a diagonal matrix containing all Eigenvectors of (7). 

Using (12) and (13) then equation (11) has the following 

form: 

2

0    + + =   V V VM D K . (14) 

Multiplying (14) from right with 
TV and using the 

condition D  and K  are real symmetric matrixes, an 

iterative residual method can be written as show in 

Table I. 
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TABLE I 

PSEUDO CODE TO DETERMINE THE DAMPING MATRIX 

1 0s = ( )0
0=D

( )0
=K K

2 
( ) ( )( )( )

121s sT T Tre V V VV V V 
−

+     = − +     
D M K

3 
( ) ( )( )( )( )2 11 1s sT T Tre V V V V VV 

−+ +   = − +   K M D

4 : 1= +s s

5 If not converged, continue by step 2. 

As the left and right Eigenvectors of a symmetric 

Eigenvalue problem are the transposed of each other, it 

can be shown, that the resulting D  and K  matrixes are 

symmetric [3]. The equivalent modified linear ODE can 

be written as 

Lorentzx x x F+ + =M D K (15) 

The empirical damping method can be used without 

determine the equivalent modified ODE, if e.g. the 

Duhamel’s integral [4] is used for solving a linear ODE. 

To use other analytical linear ODE solvers (e.g. the 

method of variation of parameters [5]) the determination 

of the damping matrix could be necessary. The nonlinear 

ODE cannot be solved analytically therefore the 

determination of the equivalent ODE is also necessary. 

IV. NONLINEAR PROBLEM

After determining the damping matrix and the modified 

spring matrix, the nonlinear 2nd order ODE can be 

formulated as  

( )+ + − + =NL Lorentzx x x FM D K K K . (16) 

A disadvantage of the empirical damping method, that 

both the damping matrix and the modified spring matrix 

is a full dense matrix. Due to the non-continuous spring 

characteristics a Newton-Raphson iteration for the 

nonlinearity cannot be applied. The nonlinearity is 

handled with fixed point method. To overcome the 

unnecessary expensive system matrix inversion a sparse 

fixed-point damping matrix (DFP) and a sparse fixed-

point spring matrix (KFP) will be introduced. The 

reformulated ODE has the following form: 

( )

( )

+ + = +

− +

− + −

FP FP Lorentz

FP

FP NL

x x x F

x

x

M D K

D D

K K K K

(17) 

Practical calculations have shown that the contraction 

property of the fixed-point method can be ensured if the 

fixed-point matrixes are chosen as follows:  

1) The fixed-point damping matrix

The fixed-point damping matrix with the same sparse 

structure as the initial spring matrix, but with the values 

of the damping matrix: 

,

0

0 0

 
= 

=

ij ij

FP ij

ij

D K
D

K
(18) 

2) The fixed-point spring matrix

To ensure the convergence of the fixed-point iteration 

the fixed-point spring matrix should be recalculated in 

each time-step as follows: 

( )
 

( ) 
0 ,

max


  =     

T

FP SP
q t t

t k F qK T T , (19) 

i.e. using for each spring its maximal parameter, which

appeared during the time-stepping method until the actual

timestep.

To solve the 2nd order ODE in (17) the Newmark 

method [6] was applied. 

V. NUMERICAL RESULTS

In this chapter the already mentioned and explained two 

damping methods (mass damping and the empirical 

damping) will be compared in one numerical example. 

The example, which was used for the comparison, was 

a 300MVA, 60Hz generator step-up transformer with a 

low-voltage (LV) and a high-voltage (HV) winding. The 

spring-mass model contains 430 masses. The peaks of 

axial force distribution of the windings were already 

shown in Fig. 2. The exciting forces are determined by 

the time-functions of currents in the winding discs and 

the magnetic flux density in the conductors. In steady 

state the forces have double frequency of the currents, 

although at the beginning for worst-case calculation the 

transient effect will be considered (see Fig 3.) 

Fig. 3: Force functions over time 

Each force function over time has a similar form. It can 

slightly change due to the phase of the current, depending 

on the current distribution in parallel conductors.  

1) Mass damping

As already mentioned, the mass damping has only 

sparse matrixes, but the resonances are damped poorly in 

the high frequency range. The frequency depending 

logarithmic decrement is plotted in Fig. 4. 
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Fig. 4: Logarithmic decrement of the mass damping method depending 

on resonance frequencies 

The disadvantage of this method is clearly visible. Due 

to the non-continuous spring characteristic of the 

insulation materials each resonance will be excited during 

the time-stepping method. The higher frequencies are not 

damped, so unphysically oscillation will be visible in the 

resulting time functions. 

2) Empirical damping

The time consuming matrix inversion has been 

overcome with the introduction of the fixed-point 

damping matrix and the fixed-point spring-matrix. 

However, on the right-hand-side a dense matrix-vector 

multiplication must be carried out in each iteration step. 

Even so, due to the well-damped high frequencies, the 

overall solution time of the nonlinear ODE is more than 

2.5 times faster as the mass damping method.  

For both damping method 5 periods of the base-

frequency (60Hz) have been calculated (83.33ms) and the 

logarithmic decrement of 0.6 was chosen for the 

empirical damping. The run-times and the iteration 

numbers of the time-stepping methods are compared in 

Table II. 
TABLE II 

COMPARISON OF DAMPING METHODS 

Mass 

damping 

Empirical 

damping 

No. time steps 115 200 28 800 

No. fixed-point 

iterations 

1 091 774 359 559 

Average fixed-point 

iteration per time 

step 

9.48 12.48 

Rum-time [s] 537.0 201.8 

To show the differences in the results of the two 

damping methods, the displacement of the winding end 

support structure (Fig. 5) and the force acting on the 

insulation materials in the axial center of the outer 

winding (HV) (Fig. 6) will be compared. 

Fig. 5: displacement of the common structure over the windings 

The movement of the winding end support structure is 

very similar from the two calculations. The main 

resonances are the same and the peak values have also 

maximal 3,16% difference. 

Fig. 6: forces acting at the axial center in the outer (HV) winding 

relative to the clamping force 

The comparison of the forces between the two method 

shows that after the first period (16.67ms) the poorly 

damped high frequencies in the mass damping method 

are dominating during the calculation. Whereas the 

empirical damping has a smooth result during the whole 

calculation period. The high frequency resonances are not 

only visible in the time-domain, but also across the 

windings too. Fig. 7 demonstrates the spring forces across 

the windings at the 66.67ms.  
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Fig. 7: spring (spacer) forces along the windings at 66,67ms 

Bold blue lines: the spacer forces of mass damping method 

Thin blue lines: the minimum and maximum spacer forces over the 

calculation period of mass damping 

Bold red lines: the spacer forces of empirical damping method 

Thin red lines: the minimum and maximum spacer forces over the 

calculation period of empirical damping 

VI. CONCLUSION

A new numerical approach was presented to define a 

damping for nonlinear spring-mass systems, where the 

damping of the simplified model cannot be determined. 

The results were compared to a classical mass damping 

method. It was shown, that from engineering point of 

view, the results have small deviations. Due to the 

mathematical properties of the empirical damping, it is 

more efficient, it does not need as fine time-discretization 

compared to the mass damping method. 
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Purpose:

Cables are ubiquitous in electronic-based systems. Electromagnetic emission of cables and crosstalk between wires
is an important issue in electromagnetic compatibility and is to be minimized in the design phase. To facilitate the
design, models of different complexity and accuracy, for instance, circuit models or finite element (FE) simulations,
are used. The purpose of this study is to compare transmission line parameters obtained by measurements and
simulations.

Design/methodology/approach:

Transmission line parameters were determined by means of measurements in the frequency and time domain
and by FE simulations in the frequency domain and compared. Finally, a Spice simulation with lumped elements
was performed.

Findings:

The determination of the effective permittivity of insulated wires seems to be a key issue in comparing mea-
surements and simulations.

Originality/value:

A space decomposition technique for a guided wave on an infinite configuration with constant cross-section has
been introduced, where an analytic representation in the direction of propagation is used, and the transversal fields
are approximated by FEs.
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Time-domain-reflectometry (TDR), Numerical simulation, Cable parameter extraction, Finite element method
(FEM), Spice, Circuit analysis, S-parameter analysis

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 1041 - 1051

50



Steady state solution of NFC model with nonlinear load using PEEC

Kvasnicka Samuel (1,2), Bauernfeind Thomas (1), Baumgartner Paul (1), Torchio Riccardo (3)

(1) Institute of Fundamentals and Theory in Electrical Engineering, Faculty of Electrical and Information Engineering,
Graz University of Technology, Graz, Austria

(2) Silicon Austria Labs, TU-Graz SAL GEMC Lab, Graz, Austria
(3) Dipatimento di Ingegneria Industriale, Universita degli Studi di Padova, Padova, Italy

Purpose:

The purpose of this paper is to show that the computation of time-periodic signals for coupled antenna-circuit
problems can be substantially accelerated by means of the single shooting method. This allows an efficient analysis
of nonlinearly loaded coupled loop antennas for near field communication (NFC) applications.

Design/methodology/approach:

For the modelling of electrically small coupled field-circuit problems, the partial element equivalent circuit (PEEC)
method shows to be very efficient. For analysing the circuit-like description of the coupled problem, this paper
developed a generalised modified nodal analysis (MNA) and applied it to specific NFC problems.

Findings:

It is shown that the periodic steady state (PSS) solution of the resulting differential-algebraic system can be
computed very time efficiently by the single shooting method. A speedup of roughly 114 to conventional transient
approaches can be achieved.

Originality/value:

The present paper explores the implementation and application of the shooting method for nonlinearly loaded
coupled antenna-circuit problems based on the PEEC method and shows the efficiency of this approach.

Keywords:

Circuit analysis, Transient analysis, Time-domain modelling, Equivalent circuit model, Computational electro-
magnetics, Field circuit models, Near field communication, Nonlinear resistive loads, Full-wave rectifier, Partial
element equivalent circuit method,Modified nodal analysis, Differential-algebraic equation, Backward differentia-
tion formula, Single shooting method
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Abstract—We present optimization of trajectories of particles that fly from vacuum chamber to the outer world. Expected
trajectories are defined by control point regions that must be entered. We present a simple electrostatic model for the
system of electrodes. Potentials are calculated using a supervised machine learning (SML) algorithm.

Index Terms—electrostatic approximation, ion thruster, optimization, particle trajectory

I. INTRODUCTION AND MOTIVATION

First we introduce our motivation and background used
in that paper. Here we present our results about opti-
mization of ion trajectories inside an ion thruster’s nozzle
region to be able to control very small satellites. In the
recent years a lot of small satellites are already launched
or planned to launch designed and manufactured at our
department (MaSat-1, SMOG-P[1], ATL-1 [2]).

After launching a small satellite and placing it into
its final orbit, it can have unwanted and uncontrolled
rotation. Therefore, a small satellite needs to perform
some maneuvers to stabilize or slightly change its orbit
position. Due to its small size, it needs only a small drive
system and torque to stabilize. Furthermore, the available
energy for attitude control is also limited. In this paper,
we focus on tiny satellites with a size of 2-3 U in terms
of PocketCube standards. Satellites’ small size and mass
involves that relatively small force is enough to control
such a vehicle compared to thrust needed to put them on
to orbit[3], [4].

Fig. 1. Schematic of an ion thruster engine

A possible way to steer and stabilize a tiny satellite is
using an ion thruster. An ion-thruster is an accelerator that
uses Xenon or Iodine to produce positively or negatively
charged ions[5], [6]. Ions generated in an ion-chamber
using electric field. Xenon is stored in the fuel tank
(shown on Fig. 1). Generated ions are accelerated using a
pair electrostatic grids called accelerator grid ot fly out to
the nozzle of the thruster. Nozzles surface can be used to

control electrically the ion beams that flows out from the
nozzle. If we control ion beams we can steer the satellite.

In an earlier paper [7] we showed that using a simple
pair of electrodes control of beam trajectories can be
achieved[7]. The electrodes are on the inner surface of
nozzle and its potential can be varied relatively to the
potential of AG. During launch of satellite the nozzles
are packed up and only after the satellite is set on orbit
are unwraped.

Optimization are needed to set ion beams to a presci-
bred path that are defined using points and weights. These
points has to be touched as much as possible flying from
first point (start point) toward the last point.

Fig. 2. Outline of the nozzle, wall of nozzle is non-conducting

The paper is organized as follows. In Section II.
we propose our model of the electromagnetic problem.
Thereafter in Section III we show optimization and
supervized machine learning method we used. Results
are shown for some cases in Section IV and a summary
is given at the end in SectionV.
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II. ELECTROMAGNETIC MODEL OF THE DIRECT
PROBLEM

Ions that enter nozzle have a high longitudinal velocity.
Therefore the electromagnetic field created by control
electrodes can be modeled as a constant field with very
slow change in time[8]. In time that ion flies through
nozzle the field do not change. Effect of ions to each
other neglected just like effect of external magnetic fields.
Geometry is shown on Fig. 3 where base electrode is the
upper side of the acceleration grid (AG), electrodes are
the control electrodes with variable potential. Simulation
region is a great volume around nozzle to avoid side
effects.

Fig. 3. Geometry of simulated rectangular shaped nozzle

The model that describes electromagnetics of the phys-
ical system is an electrostatic model[9]. Potential of the
control electrodes (these electrodes are on the surface of
nozzle, dark green rectangles on Fig. 3) and potential
of base electrode (top electrode of the accelerator grid
between plasma chamber and nozzle, blue region on
Fig. 3) are specified.

Our goal is to solve this electrostatic model using FEM
to calculate potential inside the nozzle. As the potential
is known, any trajectory of a charged particle can be
calculated[10].

In the simulation region we solve Laplace-eqation (1)
with boundary conditions on base electrode (ϕ = V0) and
control electrodes (ϕ = Vi).

∇ε∇ϕ = 0 (1)

On the border of simulation region homogeneous
Neumann condition were used. After solving this model
we can calculate any trajectory of ions that start from
base electrode solving equation of motion (2) with force
calculated from potential (3), where

mion · d2r

dt2
= F (2)

F = (−1) · qion · ∇ϕ (3)

Geometrical parameters of nozzle as shown on Fig. 2
are determined by size limits of the satellite and fixed in

Fig. 4. Electrostatic potential simulated (colored contour) and particle
trajectory (red line)

simulations. All supporting structures of the electrodes
are made of thin insulator rods and in a normal operation
ions do not collide them.

III. SOME WORDS ABOUT OPTIMIZATION AND
MACHINE LEARNING

Nowadays, Artificial Intelligence (AI) is a popular
buzzword, and many efforts are made to use every-
where. There are specialized computers that offer built-
in support for AI-like problems. Our goal using AI was
to formulate and prototype this problem from the AI
viewpoint. Using these special computers, the calculation
of control voltages for satellite trajectory correction could
be calculated in real-time.

A. Definition of optimal trajectory

Goal of optimization was to determine voltages of
control electrodes to achieve that ionbeams that flows
out of nozzle follows a prescribed path inside the nozzle.
Path of ionbeams are defined through definition of points
and weights along the required path (see Fig. 6).

Fig. 5. Schmetic flow chart of the optimization process. Red line
indicates trajectory of ion that flies out of acceleration grid. Color
contour shows contour plot of electrostatic potential.

Start point of all ions is on the outer surface of
acceleration grid (AG). Final point is the point where
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ion leaves nozzle. Inside points (control points, CPs) are
defined too. A possible configuration is shown on Fig. 6.

Fig. 6. Control points defined inside and outside of nozzle. Electrodes
(green rectangles), top of acceleration grid (AG, blue) and starting point
(SP, red) shown. Width of control points are inversely proportional to
the weight of them. Wide point means low weight. Light blue region
means ”geometrical” definition of the nozzle.

Error function is based on deviation of trajectory from
control points. Ions have a high velocity perpendicular
to the plane of AG’s surface it is leaved. Derivation of
ion trajectory from CP is calculated with a horizontal
distance.

At the kth CP the error-function is |xk −xk,pre|, where
xk is horizontal coordinate of ion and xk,pre is horizontal
coordinate of the control point. Other error-functions can
be used in case of other problems, but in this case one
used was the best.

Total error-function is calculated as follows :

〈error〉 =

N∑

k=1

pk · |xk − xk,pre| (4)

where pk is weigth of kth CP. Using a weights some
CPs can be defined as more important than others.

B. Optimization as a machine learning problem

There are a lot of different techniques in machine
learning (ML)[12], [13]. We have chosen supervised
machine learning (SML) to solve this problem. SML
differs from ”simple” ML to have a goal-function (or
error-function) defined and used to characterize the state.

SML is an iterative process, as shown in Fig. 5.
We define a W parameter vector that contains all the
potentials of electrodes. In every step a guess is made
using (5) and next W is chosen. Error is calculated using
(4). Iteration stops if the maximum number of iterations
reached or the error is less than the limit.

Wnext = Wprev + 2 · µ · 〈error〉 · p (5)

where W is parameter-vector, µ learning-factor, 〈error〉
is sum of errors at all control points, p is scaling factor.
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Fig. 7. Errors calculated (measured) after every steps of optimization
on the left. Voltage of the 2nd contact is shown on the right in case of
the same optimization process.

Learning-factor should be less than 1/2. Its value is
important because if it is small, then convergence is
slow, or a ”solution” easier can be stucked in a shallow
local minimum. A high learning factor can cause large
steps in convergence, but sometimes it can cause non-
convergence of the process.

IV. RESULTS OF OPTIMIZATION WORK

We analyzed a setup of 6 electrodes in use with a
symmetrical arrangement. Ions are started from the top
of the base electrode (middle of base electrode used as the
origo of coordinate system). Using a low learning-factor
(0.05) a moderate error-function is generating (shown on
Fig. 7).
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Fig. 8. Trajectory of an ionbeam before after optimization steps. Green
disks are control points (1st point not shown, starting point), red line
indicates trajectory of ionbeam, electrodes are shown as blue rectangles.

Initial guess of electrode potentials were selected ran-
domly, the resulting trajectory is shown on the Fig. 8.
After a few iteration steps the trajectory takes up its best
way, show on Fig. 9. Control points (green disks) can
have different weights, points that are closer to the end
of nozzle have higher weights because they give the main
curve of the outflying path. As it can be seen this guess
has some big problems and couldn’t be realizable.

After optimization the trajectory is shown on Fig. 9.
Path of ions follows the predescribed route.

We found that number of electrode-pairs determines
the possible control points. If we choose nearly the same
number of control points as the number of electrode-
pairs then optimization will have a good output in terms
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Fig. 9. Trajectory of an ionbeam after optimization steps. Notations
are the same as on Fig. 8.

of error defined earlier. Of course not all routes can be
realized because the ions have inertia and it doesn’t allow
arbitrary changes in direction.

Our simulations were performed in a two-dimensional
environment that used the symmetry of the rectangular
shape nozzle, so control of ionbeams are available only
in one direction.

V. SUMMARY

In this paper, we solved the problem of optimiz-
ing control electrodes’ potential to drive ion-beam on
the prescribed path. Optimization is realized using a
machine-learning algorithm to be able to realize on
special hardware later. It was shown that control of the
ion-beam trajectory could be done due to the adjustment
of electrodes’ potential.

SML is highly sensible to start point of the parameter
vector, and human supervision is needed sometimes.
Since SML finds only local minima, therefore, perturbing
start parameter vector should sometimes be carried out.

In the future, we plan to use special hardware for im-
plementation three-dimensional simulation of the struc-
ture to analyze selectivity of the trajectory control.

Solution of this kind of problem can give guidance
for the designers how to choose the appropriate number
and location of the control electrode to achieve maximum
maneuverability of tiny satellites.

The solution’s computational cost in case of a three
dimensional direct problem is much greater than of this
two-dimensional problem therefore this simple guess can
be a good initial state of the further (3d) solutions.
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A mixed multiscale FEM for the eddy current problem with T,- and
vector hysteresis

Hanser Valentin, Schöbinger Markus, Hollaus Karl

Institute of Analysis and Scientific Computing, Technische Universität Wien, Vienna, Austria

Purpose:

This work introduces an efficient and accurate technique to solve the eddy current problem in laminated iron
cores considering vector hysteresis.

Design/methodology/approach:

The mixed multiscale finite element method based on the based on the T,- formulation, with the current vector
potential T and the magnetic scalar potential allows the laminated core to be modelled as a single homogeneous
block. This means that the individual sheets do not have to be resolved, which saves a lot of computing time and
reduces the demands on the computer system enormously.

Findings:

As a representative numerical example, a single-phase transformer with 4, 20 and 184 sheets is simulated with
great success. The eddy current losses of the simulation using the standard finite element method and the sim-
ulation using the mixed multiscale finite element method agree very well and the required simulation time is
tremendously reduced.

Originality/value:

The vector Preisach model is used to account for vector hysteresis and is integrated into the mixed multiscale
finite element method for the first time.

Keywords:

Electromagnetic fields, Finite element method, Eddy currents, Magnetic hysteresis, Lamination modelling, Homog-
enization method, Mixed potential formulation, Eddy current problem, Mixed multiscale finite element method,
Vector Preisach model

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 852 - 866
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Application of model order reduction with Cauer ladder networks to
industrial inductors
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(3) Institute of Fundamentals and Theory in Electrical Engineering, Graz, Austria

Purpose:

The Cauer ladder network (CLN) model order reduction (MOR) method is applied to an industrial inductor.
This paper aims to to anaylse the influence of different meshes on the CLN method and their parameters.

Design/methodology/approach:

The industrial inductor is simulated with the CLN method for different meshes. Meshes considering skin ef-
fect are compared with equidistant meshes. The inductor is also simulated with the eddy current finite element
method (ECFEM) for frequencies 1kHz to 1MHz. The solution of the CLN method is compared with the ECFEM
solutions for the current density in the conductor and the total impedance.

Findings:

The increase of resistance resulting from the skin effect can be modelled with the CLN method, using a uni-
form mesh with elements much larger than the skin depth. Meshes taking account of the skin depth are only
needed if the electromagnetic fields have to be reconstructed. Additionally, the convergence of the impedance is
used to define a stopping criterion without the need for a benchmark solution.

Originality/value:

The work shows that the CLN method can generate a network, which is capable of mimicking the increase of
resistance usually accompanied by the skin effect without using a mesh that takes the skin depth into account.
In addition, the proposed stopping criterion makes it possible to use the CLN method as an a priori MOR technique.

Keywords:

Cauer ladder networks, Eddy current problem, Finite element method, Model order reduction, Electromagnetic
fields, Eddy currents, Equivalent circuit model

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 867 - 877
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Towards real-time magnetic dosimetry simulations for inductive
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Purpose:

Inductive charging systems for electrically powered cars produce a magneto-quasistatic field and organism in the
vicinity might be exposed to that field. Magneto-quasistatic fields induce electric fields in the human body that
should not exceed limits given by the International Commission of Non-Ionizing Radiation protection (ICNIRP) to
ensure that no harm is done to the human body. As these electric fields cannot be measured directly, they need to
be derived from the measured magnetic flux densities. To get an almost real-time estimation of the harmfulness of
the magnetic flux density to the human body, the electric field needs to be calculated within a minimal computing
time. The purpose of this study is to identify fast linear equations solver for the discrete Poisson system of the
Co-Simulation Scalar Potential Finite Difference scheme on different graphics processing unit systems.

Design/methodology/approach:

The determination of the exposure requires a fast linear equations solver for the discrete Poisson system of the
Co-Simulation Scalar Potential Finite Difference (Co-Sim. SPFD) scheme. Here, the use of the AmgX library on
NVIDIA GPUs is presented for this task.

Findings:

Using the AmgX library enables solving the equation system resulting from an ICNIRP recommended human
voxel model resolution of 2mm in less than 0.5s on a single NVIDIA Tesla V100 GPU.

Originality/value:

This work is one essential advancement to determine the exposure of humans from wireless charging system in
near real-time from in situ magnetic flux density measurements.

Keywords:

Inductive power transfer, Finite difference method, GPU computing, Inductive charging, Magnetic dosimetry,
Real-time
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Topology optimization of magnetic cores for WPT using the geometry
projection method
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Purpose:

The purpose of this study is to search for an optimal core shape that is robust against misalignment between
the transmitting and receiving coils of the wireless power transfer (WPT) device. During the optimization process,
the authors maximize the coupling coefficients while minimizing the leakage flux around the coils to ensure the
safety of the WPT device.

Design/methodology/approach:

In this study, a novel topology optimization method for WPT devices using the geometry projection method
is proposed to optimize the magnetic core shape. This method facilitates the generation of bar-shaped magnetic
cores because the material distribution is represented by a set of elementary bars.

Findings:

It is shown that an optimized core shape, which is obtained through topology optimization, effectively increases
the net magnetic flux interlinked with the receiving coil and outperforms the conventional core.

Originality/value:

In the previous topology optimization method, the material distribution is represented by a linear combination of
Gaussian functions. However, this method does not usually result in bar-shaped cores, which are widely used in
WPT. In this study, the authors propose a novel topology optimization method for WPT devices using geometry
projection that is used in structural optimization, such as beam and cantilever shapes.

Keywords:

Geometry projection method, Robust optimization, Topology optimization, Wireless power transfer (WPT), Ro-
bust design

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
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Deep learning-based surrogate model for fast multi-material topology
optimization of IPM motor

Sato Hayaho, Igarashi Hajime

Graduate School of Information Science and Technology, Hokkaido University, Sapporo, Japan

Purpose:

This paper aims to present a deep learning–based surrogate model for fast multi-material topology optimiza-
tion of an interior permanent magnet (IPM) motor. The multi-material topology optimization based on genetic
algorithm needs large computational burden because of execution of finite element (FE) analysis for many times.
To overcome this difficulty, a convolutional neural network (CNN) is adopted to predict the motor performance
from the cross-sectional motor image and reduce the number of FE analysis.

Design/methodology/approach:

To predict the average torque of an IPM motor, CNN is used as a surrogate model. From the input cross-sectional
motor image, CNN infers dq-inductance and magnet flux to compute the average torque. It is shown that the
average torque for any current phase angle can be predicted by this approach, which allows the maximization of
the average torque by changing the current phase angle. The individuals in the multi-material topology optimiza-
tion are evaluated by the trained CNN, and the limited individuals with higher potentials are evaluated by finite
element method.

Findings:

It is shown that the proposed method doubles the computing speed of the multi-material topology optimiza-
tion without loss of search ability. In addition, the optimized motor obtained by the proposed method followed by
simplification for manufacturing is shown to have higher average torque than a reference model.

Originality/value:

This paper proposes a novel method based on deep learning for fast multi-material topology optimization con-
sidering the current phase angle.

Keywords:

Permanent magnet machine, Topology optimization
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Magnetic field simulations using explicit time integration with higher
order schemes

Kähne Bernhard (1), Clemens Markus (1), Schöps Sebastian (2)
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Purpose:

A transient magneto-quasistatic vector potential formulation involving nonlinear material is spatially discretized
using the finite element method of first and second polynomial order. By applying a generalized Schur comple-
ment the resulting system of differential algebraic equations is reformulated into a system of ordinary differential
equations (ODE). The ODE system is integrated in time by using explicit time integration schemes. The purpose
of this paper is to investigate explicit time integration for eddy current problems with respect to the performance
of the first-order explicit Euler scheme and the Runge-Kutta-Chebyshev (RKC) method of higher order.

Design/methodology/approach:

The ODE system is integrated in time using the explicit Euler scheme, which is conditionally stable by a maximum
time step size. To overcome this limit, an explicit multistage RKC time integration method of higher order is used
to enlarge the maximum stable time step size. Both time integration methods are compared regarding the overall
computational effort.

Findings:

The numerical simulations show that a finer spatial discretization forces smaller time step sizes. In compari-
son to the explicit Euler time integration scheme, the multistage RKC method provides larger stable time step
sizes to diminish the overall computation time.

Originality/value:

The explicit time integration of the Schur complement vector potential formulation of eddy current problems
is accelerated by a multistage RKC method.

Keywords:

Eddy currents, Finite element method
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Correlating structural complexity and acoustic noise performance of
electric motors
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Purpose:

Acoustic noise is a crucial performance index in the design of electrical machines. Due to the challenges asso-
ciated with modelling a complete motor, the stator is often used to estimate the sound power in the prototyping
stage. While this approach greatly reduces lengthy simulations, the actual sound power of the motor may not be
known. But, from the acoustic noise standpoint, not much is known about the correlation between the stator and
complete motor. This paper, therefore, aims to use the sound pressure levels of the stator and the full motor to
investigate the existence of correlations in the interior permanent magnet synchronous motor.

Design/methodology/approach:

A multiphysics simulation framework is proposed to evaluate the sound pressure levels of multiple motor ge-
ometries in a given design space. Then, a statistical analysis is performed on the calculated sound pressure levels of
each geometry over a selected speed range to compare the correlation strength between the stator and the full model.

Findings:

It was established that the stator and the complete motor model are moderately correlated. As such, a reliance on
the stator sound power for design and optimization routines could yield inaccurate results.

Originality/value:

The main contribution involves the use of statistical tools to study the relationship between sound pressure levels
associated with the stator geometry and the complete electric motor by increasing the motor sample size to capture
subtle acoustic correlation trends in the design space of the interior permanent magnet synchronous motor.

Keywords:

Acoustic noise, Electric motor, Spearman’s coefficient, Electrical machine, Finite element analysis, Multiphysics

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 925 - 937
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Abstract—A technique for calculation and design of an inductor - the main structural element of an induction cooker is 

proposed. The technique consists of two stages: the first one has been developed on the basis of engineering methods for 

calculating inductors of industrial induction heaters, taking into account the design features and oper ating modes of 

induction cookers, and the second one represents the Finite  Element Analysis of electromagnetic and thermal fields of 

household induction cookers. The calculation results and designs of the inductors with respect to a number of modes of 

heating of dishes of various geometric sizes are presented and analyzed.     

Index Terms—design, Finite  Element Method, household induction cooker, inductor. 

I. INTRODUCTION 

Induction cookers represent a relatively new class of 

modern electrical household appliances – electrical 

kitchen stoves which heat metal dishes by eddy currents 

generated by electromagnetic field with frequency of 20-

100 kHz. The main structural part of the induction cooker 

is inductor – a one-turn or multi-turn coil, the alternating 

current flow in which generates an electromagnetic field 

which in its turn induces eddy currents in heated dishes 

with meal. The typical designs of one-ring and two-ring 

induction cookers as well as their inductor are presented 

in Fig. 1 [1].  

Of considerable interest is the investigation of 

electromagnetic and thermal processes that occur in 

induction cookers during their operation, as well as the 

development of a technique for calculation and design of 

their structural elements. The developed technique and 

the results obtained should be intended for use in the 

practice of design of household induction cookers, as well 

as in the educational process for the training of students 

in the relevant field of study.   

The Department for Electrical Apparatus, National 

Technical University “Kharkiv Polytechnic Institute”, 

Kharkiv, Ukraine [2] is the only Department in Ukraine 

and, probably, in Europe which trains Bachelor and 

Master students in the field of study “Electrical 

Household Appliance”. Graduates of the Department are 

Electrical Engineers working in the area of investigation, 

analysis, design and operation of various household 

devices for heating, conditioning, cooking, etc.   

Figure 1: Design of induction cookers and their inductor. 

In this paper, a technique for calculation and design of 

inductors of household induction cookers is proposed. 

The technique consists of two stages: the first one has 

been developed on the basis of engineering methods for 

calculating inductors of industrial induction heaters  [3], 

taking into account the design features and operating 

modes of induction cookers , and the second one 

represents the Finite Element Analysis of electromagnetic 

and thermal fields of household induction cookers. 

To increase professional skill of its graduates the 

Department intensifies teaching in the fields of 

Fundamentals and Theory in Electrical Engineering, 

Electromagnetic Theory and Computational 

Electromagnetics.  Students are directly involved in 

investigations presented in this paper. In particular, the 

Department widely uses Comsol Multiphysics 

commercial code [4], open code FEMM [5] as well as in 

cooperation with the Institute for Fundamentals and 

Theory in Electrical Engineering (IGTE) TU Graz the 

EleFAnT2D computer code [6] developed at the IGTE, to 

build a relatively simple finite element models and 

simulate electromagnetic and thermal field distributions 

of induction cookers as examples of modern electrical 

household appliances. This helps students to understand 

principles of computational electromagnetics and make 

initial steps in practical numerical analysis. 

Below both stages of the developed technique of 

calculation and design of inductors of induction cookers 

are described, the results obtained are analyzed in relation 

to the educational process of the training of students in 

the field of study “Electrical Household Appliance”. 

II. CALCULATION AND DESIGN OF INDUCTORS OF

HOUSEHOLD INDUCTION COOKERS

A. A Calculation Technique

    Initial data for engineering calculations and design are: 

 geometry (diameter of the bottom, wall thickness) of

the heated dishes (pans, pots);  

 temperature-dependent electrophysical  properties  of 

the material of the dishes; 

Computational Electromagnetics in Education: 

A Technique for Calculation and Design of  

Induction Cooker Inductors 
Michael G. Pantelyat and

 
Yevgen I. Bajda 

Department for Electrical Apparatus, National Technical University “Kharkiv Polytechnic Institute”, 

 Kyrpychova Str. 2, UA-61002 Kharkiv, Ukraine  
E-mail: m150462@yahoo.com, baida.kpi@gmail.com

19th IGTE Symposium 2020

63



 electromagnetic field frequency and inductor 

voltage; 

 power released in heated dishes and heating
temperature.  

Following [3] the main steps of the calculation and 

design of induction cookers’ inductors are:  

 selection of the main structural parameters of the 

inductor (outer and inner diameters of the inductor, the 
gap between the inductor and the dishes, the thickness of 
the inductor);  

 calculation of electrical and energy indicators
(specific surface power in the dishes, magnetic field 
strength on the surface of the inductor and dishes, 

coupling coefficient, active and reactive power in the 
inductor and in the gap, total power of the inductor-dishes 
system, electrical efficiency, power factor, current in the 

inductor, fill factor, etc.);  

 determination of the number of turns of the inductor 

and calculation of the width of the turn 
Consider briefly the main stages of the calculation. The 

sketch of the “inductor-dishes” system is shown in Fig. 2. 

1) The geometrical dimensions of the inductor are 
selected (see Fig. 2). The outer diameter of the inductor 
d12 is taken equal to the diameter of the heated surface, 

i.e. the diameter of the bottom of the dishes d2:  

.212 dd 

The inner diameter of the inductor d11 is selected by 

the relationship 

,)42(11 d

where  denotes the gap between the inductor and the 

heated dishes, which, as in the design of inductors of 
industrial induction heating devices, is assumed to be 
minimal, based on the presence of thermal and electrical 

insulation and taking into account technological 
requirements. For household induction cookers, it is 

fashionable to take, for example,  = 0.01 m.  

The inductor thickness 1 is selected from the 
condition for minimizing losses [3] 

,3.1 11 

where 1 denotes the penetration depth of the 

electromagnetic field (skin layer thickness) into the 

inductor material (nonmagnetic copper), calculated by the 

well-known formula [3]. 

Figure 2: A sketch of the “inductor-dishes” system: 1 – 

inductor; 2 – heated dishes; 3 – ferrite core. 

2) The main electrical and energy indicators of the 

inductor and the system "inductor-dishes" are calculated. 

The specific surface power in the dishes p02 is determined 

by the formula: 

,
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where P2 denotes the given in initial data power released 

in heated dishes.

 The magnetic field strength Н02 on the surface of the 

heated dishes is calculated by the formula [3] 
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where 2 denotes the electrical resistivity of the steel of 
the dishes at the given maximum temperature of its 
heating T2, μ2 the calculated value of the magnetic 

permeability of the dishes’ steel at the given temperature 
T2 (determined, for example, by the formulas and graphs 

presented in [3]), FФ the correction factor, the value of 
which is determined by the graphs presented in [3].   

Then, the coupling coefficient k 12 is determined, which 

in fact represents the transformation coefficient under the 
assumption that the inductor and heated dishes are 
windings of an air transformer [3]. The calculation of the 

coupling coefficient is performed using the corresponding 
expression given in [3]. 

The magnetic field strength on the surface of the 
inductor Н01 is determined by the expression 
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Then, the active power in the inductor P1 is calculated: 
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where 1 denotes the electrical resistivity of the material 
of the inductor (copper), k f the fill factor of the inductor, 

taking into account the presence of interturn insulation 
which is preselected (usually kf = 0.85-0.95 [3]), F1 the 

correction factor, the value of which is determined by the 
graphs presented in [3]. 

Reactive powers in the inductor PQ1, in the dishes PQ2 

and in the gap PQ3 are determined by the formulas [3]: 
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where G1, GФ, F1, FФ denote correction factors, the 
values of which are determined by the graphs presented 

in [3]; 

.2

12

2

013 dfHPQ  

Then, the active P and reactive PQ powers of the 
«inductor-dishes” system as the sum of the corresponding 

powers as well as the total power of the system PS are 
determined: 

.22
  QS PPP

Then the calculation of the electrical efficiency  and 
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power factor cos is carried out: 

;2




P

P
 .cos




SP

P

    The calculation of the current in the inductor I1 is 

performed by the formula:  

,
1

1
U

P
I S

where U1 denotes the given voltage on the inductor.
3) The determination of the number of turns of the 

inductor and the calculation of the width of the turn are 

carried out. The number of turns of the inductor w1 is 
calculated by the formula [3] 

,
2

)(5.0

1

111201
1

I

ddH
w




and the width of the coil with insulation b1 is determined 
as: 

.
2 1

1112
1

w

dd
b




B. Initial Data for Calculations

In this work, the inductors of induction cookers for 
two variants of the initial data presented in Table I are 
calculated and designed. It is assumed that the dishes 

heated is a pan made of Steel 45 grade [3]. 
The calculations are carried out for large and small 

diameter pans (24 cm and 12 cm, respectively) for the 

minimum (20 kHz) and maximum (100 kHz) frequencies 
of the electromagnetic field, used in modern induction 

cookers [1]. According to the technical characteristics of 
induction cookers, the power released in the dishes (2.0 
kW and 3.3 kW), as well as the temperature of heating 

the dishes (100 °C and 280 °C), also vary. Thus, in this 
paper, two inductors (of large and small diameters for 
heating of the corresponding dishes) are calculated and 

designed for use either in  the  corresponding  single-ring 

TABLE I  
INITIAL DATA FOR INDUCTOR CALCULATION AND DESIGN 

Option number 1 2 

Diameter of the bottom of 

the dishes d2, m 

0.12 0.24 

Wall thickness of the 

dishes 2, m 

0.003 0.004 

Electrical resistivity of 

steel of dishes at 20 
0
С , 

m 

18.910
-8

 18.910
-8

 

Dishes heating 

temperatureT2, 
0
С 

100 280 

Electrical resistivity of 
steel of dishes at given 

temperature T2 for heating 

dishes 2, m 

23.810
-8

 38.1610
-8

 

Frequency of the 
electromagnetic field f, 

kHz 

100 20 

Inductor voltage U1, V 220 220 

Power released in the 
dishes P2, W 2000 3300 

induction cookers, or in one double-ring cooker with 
rings of different diameters. 

C. Results of Calculations and their Analysis

The results of the calculation of inductors for both 
variants of the initial data are presented in Table II. We 

analyze briefly the results  obtained. 
The basic geometric dimensions of the “inductor-

dishes” system are calculated (see Fig. 2). The outer 

diameter of the inductor is taken equal to the diameter of 
the heated surface (diameter of the pan). The gap between 

the inductor and the dishes is tentatively assumed to be 
10 cm (0.01 m) and will be specified in the design 
process of the induction cooker, based on the presence of 

thermal and electrical insulation, taking into account the 
features of the technological process of assembling the 
cooker.    Given  in  Table II  the  values  of  the  inductor 

TABLE II  

RESULTS OF INDUCTO R CALCULATION 

Option number 1 2 

Outer diameter of the 
inductor d12, m 

0.12 0.24 

Inner diameter of the 

inductor d11, m 

0.04 0.04 

Gap between the inductor 

and the dishes , m  

0.01 0.01 

Inductor thickness 1, m 0.2910
-3

 0.510
-3

 

Specific surface power in the 

dishes p02, W/m
2

1.9910
5
 7.510

4
 

Magnetic field strength on 
the surface of the dishes Н02, 

A/m 

1.5510
4

0.9910
4
 

Magnetic field strength on 

the surface of the inductor 
Н01, A/m 

6.59610
4

4.21310
4
 

Coupling coefficient k 12 0.235 0.253 

Active power in inductor P1, 

W 
2.05810

3
 1.4910

3
 

Reactive power in the 
inductor PQ1, VAr 

2.05810
3
 1.4910

3
 

Reactive power in the dishes 
PQ2, VAr 

1.210
3
 1.9810

3
 

Reactive power in the gap 

PQ3, VAr 
0.09810

3
 0.16110

3
 

Active power of the 

“inductor-dishes” system P, 

W 

4.05810
3
 4.7910

3
 

Reactive power of the 
“inductor-dishes” system 

PQ, VAr 

3.25810
3
 3.4710

3
 

Total power of the 

“inductor-dishes” system 

PS, VA 

5.20410
3
 5.91510

3
 

Electrical efficiency  0.493 0.689 

Power factor cos 0.78 0.81 

Inductor current I1, A 23.655 26.886 

Number of turns of the 
inductor w1 

2 12 

Width of coil with insulation 

b1, m 

0.02 0.0083 
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thickness calculated for both variants of the initial data 
are the minimum values that will also be refined during 
the designing the inductor. Among the calculated electric 

and energy quantities, the electric efficiency of the 
induction cooker is of most interest. The calculated 
values of the efficiency (about 50-70%, see Table II) are 

in good agreement with the results of experiments 
performed for one of household induction cookers [7] 

(59-70% depending on the selected mode of heating of 
the pot with water). We also note that the measured 
values of the power factor [7] are in the range of 0.98-

1.00, in contrast to the calculation results (about 0.80, see 
table II). This may be because the reactive power 
compensator is probably used in the structure of the 

induction cooker. 
The designs of a 2-turn and a 12-turn inductor 

calculated (the initial data and the results obtained – see 
Tables I, II, options 1 and 2, respectively) are presented 
in Fig. 3. Figure 4 shows the main structural elements of 

an induction cooker with a two-turn inductor, calculated 
according to the method developed by the authors. The 
developed design of a single-ring cooker with a two-turn 

inductor is also shown in Fig. 4. 

III. HOUSEHOLD INDUCTION COOKER

ELECTROMAGNETIC AND THERMAL FIELDS

COMPUTER SIMULATION  

A. Problem Definition

To investigate operation modes of household devices 
under consideration (power, frequency and their temporal 

variation, duration of heating, etc.) it is necessary to 
consider multiphysics phenomena taking place during 
their operation. Generally, the computer simulation 

represents numerical solution of the nonlinear multiply 
coupled problem including electromagnetic and thermal 

fields. In  our   cases  the  electromagnetic   field  can  be 

 
Figure 3: Designs of induction cookers’ 2-turn and 
12-turn inductors. 

Figure 4: Conceptual design of an induction cooker with 
2-turn inductor. 

solved independently of the temperature distribution, i.e., 
without taking the dependence of electrical conductance 
and magnetic permeability on temperature into account. 

This simplification is acceptable practically without any 
negative influence on the results because of rather low 
temperature rise – till 240-280 

0
C (higher temperatures 

are unacceptable due to the possible mechanical 
deformations of dishes as well as loss of nutritional 

quality of meal).  
There are publications [8-11] devoted to induction 

cookers’ electromagnetic and thermal fields computations 

using various formulations and approaches. In this paper 
the Authors do not intend to develop new or improve 
existing numerical techniques for induction cooker 

computer simulation. The goal of this section of the paper 
is to present international collaborative academic 

activities of the Department for Electrical Apparatus, 
National Technical University “Kharkiv Polytechnic 
Institute”, Kharkiv, Ukraine and the Institute for 

Fundamentals and Theory in Electrical Engineering 
(IGTE) TU Graz, Austria to intensify Ukrainian students 
training in the field of Computational Electromagnetics 

using induction cookers as examples of devices under 
consideration. The paper describes examples of 

computational models developed by Ukrainian students 
using in-house computer code EleFAnT2D [6] during 
their stay at the IGTE under the guidance of their 

Austrian and Ukrainian tutors as well as obtained 
numerical results and their utilization to develop students’ 
conceptual designs of induction cookers.  

B. Simple Computation Models of Induction Cookers

To facilitate students’ understanding of the basic 

principles of Computational Electromagnetics , the finite 

element analysis of induction cookers’ electromagnetic 

and thermal fields is carried out in 2D formulation.  

Figures 5, 6 show examples of axisymmetrical 

computational models built using in-house computer code 

EleFAnT2D [6] developed at the IGTE. The first (the 

simplest) model includes (see Fig. 5) a copper two-turn 

inductor, a pan made from soft magnetic steel, a ferrite 

core, and dielectric subdomains. In Fig. 6 the improved 

model of the induction cooker is presented. We consider 

a modern pan designed specifically for induction cookers : 

an aluminum pan with a thin bottom ferromagnetic layer 

which is needed to obtain proper distributions of the 

electromagnetic field and eddy currents in the bottom of 

the pan. In addition, a ferrite magnetic core of the 

induction cooker is designed in such a way that can 

significantly improve its shielding capacity, thus reducing 

the scattering of electromagnetic field of the inductor in 

the surrounding area in order to increase the efficiency of 

the induction cooker. So, the second (more complicated) 

model includes (see Fig. 6) a copper three-turn inductor, 

heated dishes (an aluminum pan with a ferromagnetic 

layer), an improved ferrite core, and dielectric 

subdomains. The goal of students’ investigations is to 

understand the influence of power, frequency, 

geometrical parameters of the models (see Fig. 5, 6), 

duration of heating, etc. on the electromagnetic and 

thermal field distributions.  
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C. A Mathematical Model and Results Obtained

The transient distribution of electromagnetic field is 
described by [12]: 

,)curl
1

curl( extJ
A

A 





 t
   (1) 

where A denotes the magnetic vector potential, μ the 

magnetic permeability,  the electric conductance and Jext 

the harmonic current density applied to the inductor. 

Parameter  is generally a function of the temperature T 
whereas μ is a function of the temperature T and magnetic 
flux density B. As said above, however, in case of a 

relatively small temperature rise, the temperature 
dependencies are disregarded.  

The eddy currents produced in electrically conductive 

bodies given by the second term on the left–hand side in 
equation (1) give rise to the specific Joule losses wJ: 

2















t

A
wJ     (2) 

whose value decreases roughly exponentially with the 
distance from the surface of the heated body. 

In fact, the complete solution of the parabolic equation 

(1) is unfeasible due to relatively long time of the heating
process. That is why we simplified the model by

considering harmonic magnetic field. Now equation (1)
can be rewritten in terms of the phasor A of the magnetic 
vector potential A [12]:

Figure 5:  The first computational model of an induction 
cooker. 

Figure 6:  The second computational model of an 

induction cooker. 

.curl
1

curl extJAA 


j (3)

The computations are carried out iteratively, and at 
each step the magnetic permeability μ in each element 
containing ferromagnetic material is adjusted in 

accordance with the main magnetization curve of soft 
magnetic material.  

The specific Joule losses are then expressed as: 

.
22

AJw    (4) 

The temperature field is described by [13]: 

,)graddiv( Jw
t

T
cT 



  (5) 

where  is the thermal conductivity,  the mass density 

and c the specific heat of the material. All these 
parameters are generally temperature–dependent 
functions. The boundary conditions are respected by 

convection while the thermal radiation is neglected 
because of the relatively low temperatures. 
  Equations (3), (5) are solved in the axisymmetrical 

formulation by the Finite Element Method using in-house 
computer code EleFAnT2D [6].  

Examples of obtained by students distributions of 
electromagnetic and thermal fields are presented in Fig. 
7, 8. Figure 7 shows magnetic flux density distribution in 

the model with geometrical parameters (see Fig. 6 – 
improved model of the induction cooker) d1vn = 10 mm, 

b1 = 16 mm, 3 = 10 mm, 4 = 2 mm and frequency of 

current in the inductor of 20 kHz. In its turn, Fig. 8 shows 
steady-state temperature field distribution of the heated 
aluminum pan with thin ferromagnetic layer.  

Numerical analysis carried out by students helps them 
to propose designs of various inductors of induction 

cookers as well as to develop in their Bachelor and 
Master Theses conceptual designs of induction cookers in 
whole. Illustrative examples are presented in Fig. 3, 4. 

Figure 7:  Electromagnetic field distribution. 

Figure 8:  Temperature field of the heated pan. 
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IV. CONCLUSION

The Department for Electrical Apparatus, National 

Technical University “Kharkiv Polytechnic Institute”, 

Kharkiv, Ukraine is the only Department in Ukraine and, 

probably, in Europe which trains Bachelor and Master 

students in the field of study “Electrical Household 

Appliance”. Graduates of the Department are Electrical 

Engineers working in the area of investigation, analysis, 

design and operation of various household appliances 

including modern induction cookers. 

In this paper, a developed technique for calculation and 

design of inductors of household induction cookers is 

described. The technique consists of two stages: the first 

one has been developed on the basis of engineering 

methods for calculating inductors of industrial induction 

heaters, taking into account the design features and 

operating modes of induction cookers , and the second one 

represents the Finite Element Analysis of electromagnetic 

and thermal fields of household induction cookers. 

Inductors of induction cookers for various variants of 
the initial data are calculated and designed. The paper 
presents the conceptual designs of inductors and 

induction cookers developed by students. 
The Department of Electrical Apparatus, National 

Technical University “Kharkiv Polytechnic Institute”, 
Kharkiv, Ukraine uses widely various computer codes 
including EleFAnT2D developed at the IGTE to intensify 

teaching in the field of Computational Electromagnetics. 
The finite element analysis of electromagnetic and 
thermal fields distributions of modern electrical 

household appliances – induction cookers is carried out. 
Training computational models of induction cookers are 

developed and investigated by Ukrainian students under 
the guidance of their Austrian and Ukrainian tutors. 
Obtained numerical results and their analysis are used 

during preparation of Bachelor and Master Theses. 
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Domain decomposition and upscaling technique for metascreens
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Purpose:

This paper aims to consider a multiscale electromagnetic wave problem for a housing with a ventilation grill.
Using the standard finite element method to discretise the apertures leads to an unduly large number of unknowns.
An efficient approach to simulate the multiple scales is introduced. The aim is to significantly reduce the compu-
tational costs.

Design/methodology/approach:

A domain decomposition technique with upscaling is applied to cope with the different scales. The idea is to
split the domain of computation into an exterior domain and multiple non-overlapping sub-domains. Each sub-
domain represents a single aperture and uses the same finite element mesh. The identical mesh of the sub-domains
is efficiently exploited by the hybrid discontinuous Galerkin method and a Schur complement which facilitates the
transition from fine meshes in the sub-domains to a coarse mesh in the exterior domain. A coarse skeleton grid is
used on the interface between the exterior domain and the individual sub-domains to avoid large dense blocks in
the finite element discretisation matrix.

Findings:

Applying a Schur complement to the identical discretisation of the sub-domains leads to a method that scales
very well with respect to the number of apertures.

Originality/value:

The error compared to the standard finite element method is negligible and the computational costs are sig-
nificantly reduced.

Keywords:

Finite element method, Domain decomposition method, Metasurfaces

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 938 - 953
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Maximum entropy snapshot sampling for reduced basis modelling
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(3) STMicroelectronics, Catania, Italy

Purpose:

The maximum entropy snapshot sampling (MESS) method aims to reduce the computational cost required for
obtaining the reduced basis for the purpose of model reduction. Hence, it can significantly reduce the original
system dimension whilst maintaining an adequate level of accuracy. The purpose of this paper is to show how these
beneficial results are obtained.

Design/methodology/approach:

The so-called MESS method is used for reducing two nonlinear circuit models. The MESS directly reduces the
number of snapshots by recursively identifying and selecting the snapshots that strictly increase an estimate of the
correlation entropy of the considered systems. Reduced bases are then obtained with the orthogonal-triangular
decomposition.

Findings:

Two case studies have been used for validating the reduction performance of the MESS. These numerical experi-
ments verify the performance of the advocated approach, in terms of computational costs and accuracy, relative to
gappy proper orthogonal decomposition.

Originality/value:

The novel MESS has been successfully used for reducing two nonlinear circuits: in particular, a diode chain
model and a thermal-electric coupled system. In both cases, the MESS removed unnecessary data, and hence, it
reduced the snapshot matrix, before calling the QR basis generation routine. As a result, the QR-decomposition
has been called on a reduced snapshot matrix, and the offline stage has been significantly scaled down, in terms of
central processing unit time.

Keywords:

Reduced-order method, Circuit analysis, Model order reduction, Numerical linear algebra

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 954 - 966
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Model order reduction of nonlinear eddy-current field using
parameterized CLN

Tobita Miwa, Eskandari Hamed, Matsuo Tetsuji

Graduate School of Engineering, Kyoto University, Kyoto, Japan

Purpose:

The authors derive a nonlinear MOR based on the Cauer ladder network (CLN) representation, which serves
as an application of the parameterized MOR. Two parametrized CLN representations were developed to handle
the nonlinear magnetic field. Simulations using the parameterized CLN were also conducted using an iron-cored
inductor model under the first-order approximation.

Design/methodology/approach:

This work studies the effect of parameter variations on reduced systems and aims at developing a general formula-
tion for parametrized model order reduction (MOR) methods with the dynamical transition of parameterized state.

Findings:

Terms including time derivatives of basis vectors appear in nonlinear state equations, in addition to the linear
network equations of the CLN method. The terms are newly derived by an exact formulation of the parameterized
CLN and are named parameter variation terms in this study. According to the simulation results, the parameter
variation terms play a significant role in the nonlinear state equations when reluctivity is used, while they can be
neglected when differential reluctivity is used.

Originality/value:

The authors introduced a general representation for the dynamical behavior of the reduced system with time-
varying parameters, which has not been theoretically discussed in previous studies. The effect of the parameter
variations is numerically given as a form of parameter variation terms by the exact derivation of the nonlinear state
equations. The influence of parameter variation terms was confirmed by simulation.

Keywords:

Model order reduction, Eddy currents, Magnetic saturation

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 967 - 980
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Computation of rotational hysteresis losses by vector Preisach models
based on rotational operators
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Erlangen-Nuremberg, Erlangen, Germany
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Purpose:

A major purpose of vector hysteresis models lies in the prediction of power losses under rotating magnetic fields.
The well-known vector Preisach model by Mayergoyz has been shown to well predict such power losses at low am-
plitudes of the applied field. However, in its original form, it fails to predict the reduction of rotational power losses
at high fields. In recent years, two variants of a novel vector Preisach model based on rotational operators have
been published and investigated with respect to general accuracy and performance. This paper aims to examine
the capabilities of the named vector Preisach models in terms of rotational hysteresis loss calculations.

Design/methodology/approach:

In a first step, both variants of the novel rotational operator-based vector Preisach model are tested with respect
to their overall capability to prescribe rotational hysteresis losses. Hereby, the direct influence of the model-specific
parameters onto the computable losses is investigated. Afterward, it is researched whether there exists an optimized
set of parameters for these models that allows the matching of measured rotational hysteresis losses.

Findings:

The theoretical investigations on the influence of the model-specific parameters onto the computable rotational
hysteresis losses showed that such losses can be predicted in general and that a variation of these parameters allows
to adapt the simulated loss curves in both shape and amplitude. Furthermore, an optimized parameter set for the
prediction of the named losses could be retrieved by direct matching of simulated and measured loss curves.

Originality/value:

Even though the practical applicability and the efficiency of the novel vector Preisach model based on rotational
operators has been proven in previous publications, its capabilities to predict rotational hysteresis losses has not
been researched so far. This publication does not only show the general possibility to compute such losses with
help of the named vector Preisach models but also in addition provides a routine to derive an optimized parameter
set, which allows an accurate modeling of actually measured loss curves.

Keywords:

Hysteresis modeling, Vector Preisach model, Rotational hysteresis losses, Computational electromagnetics, Power
losses, Magnetic hysteresis

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 981 - 995
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Investigation of electromagnetic wave propagation in the bicomplex
3D-FEM using a wavenumber Whitney Hodge operator

Reum Thomas, Toepfer Hannes

Advanced Electromagnetics Group, Faculty of Electrical Engineering and Information Technology, Technische Universität
Ilmenau, Ilmenau, Germany

Purpose:

The purpose of this paper is to show the applicability of a discrete Hodge operator in the context of the De
Rham cohomology to bicomplex-valued electromagnetic wave propagation problems. It was applied in the finite
element method (FEM) to get a higher accuracy through conformal discretization. Therewith, merely the primal
mesh is needed to discretize the full system of Maxwell equations.

Design/methodology/approach:

At the beginning, the theoretical background is presented. The bicomplex number system is used as a geomet-
rical algebra to describe three-dimensional electromagnetic problems. Because we treat rotational field problems,
Whitney edge elements are chosen in the FEM to realize a conformal discretization. Next, numerical simulations
regarding practical wave propagation problems are performed and compared with the common FEM approach
using the Helmholtz equation.

Findings:

Different field problems of three-dimensional electromagnetic wave propagation are treated to present the mer-
its and shortcomings of the method, which calculates the electric and magnetic field at the same spatial location
on a primal mesh. A significant improvement in accuracy is achieved, whereas fewer essential boundary conditions
are necessary. Furthermore, no numerical dispersion is observed.

Originality/value:

A novel Hodge operator, which acts on bicomplex-valued cotangential spaces, is constructed and discretized as
an edge-based finite element matrix. The interpretation of the proposed geometrical algebra in the language of
the De Rham cohomology leads to a more comprehensive viewpoint than the classical treatment in FEM. The
presented paper may motivate researchers to interpret the form of number system as a degree of freedom when
modeling physical effects. Several relationships between physical quantities might be inherently implemented in
such an algebra.

Keywords:

Electromagnetic waves, Finite element method, Partial differential equations, Computational electromagnetics,
Whitney forms, Discrete electromagnetism

Published in COMPEL - The international journal for computation and mathematics in electrical and electronic
engineering, Vol. 41 No. 3, 2022, ISSN 0332-1649, page 996 - 1010
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Purpose:

he purpose of this paper is the development of an analytic computational model for electromagnetic (EM) wave
scattering from spherical objects. The main application field is the modeling of electrically large objects, where
the standard numerical techniques require huge computational resources. An example is full-wave modeling of the
human head in the millimeter-wave regime. Hence, an approximate model or analytical approach is used.

Design/methodology/approach:

The Mie–Debye theorem is used for calculating the EM scattering from a layered dielectric sphere. The eval-
uation of the analytical expressions involved in the infinite sum has several numerical instabilities, which makes
the precise calculation a challenge. The model is validated through an application example with comparing results
to numerical calculations (finite element method). The human head model is used with the approximation of a
two-layer sphere, where the brain tissues and the cranial bones are represented by homogeneous materials.

Findings:

A significant improvement is introduced for the stable calculation of the Mie coefficients of a core–shell strati-
fied sphere illuminated by a linearly polarized EM plane wave. Using this technique, a semi-analytical expression
is derived for the power loss in the sphere resulting in quick and accurate calculations.

Originality/value:

Two methods are introduced in this work with the main objective of estimating the final precision of the re-
sults. This is an important aspect for potentially unstable calculations, and the existing implementations have not
included this feature so far.
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Abstract—In this work, we develop a complete numerical scheme for the computation of the losses in high-temperature
superconductors based on earlier work by Brambilla et al. The original scientific contribution of this paper is the use of the
relaxed-fixed-point iteration for finding fixed-points. In the one-dimensional case, we prove that this method is guaranteed
to converge for functions with continuous derivative. Numerical experiments suggest that these convergence results carry
over to the higher-dimensional case. It is shown that the relaxed-fixed-point iteration greatly outperforms Jacobian-based
solvers for the non-linear system that occurs when modeling high-temperature superconductors.

Index Terms—Superconductors, FEM, Non-Linear

I. INTRODUCTION

High-temperature superconductors play an increas-
ingly important rule in modern engineering with applica-
tions ranging from magnetic resonance imaging to power
engineering [1]. In the latter application, it is important to
be able to estimate the losses during operation. Analytical
results for the losses in superconductors with simple ge-
ometries are available [2]. However, practical supercon-
ductors often do not adhere to these simple geometries.
Therefore, it is necessary to develop numerical schemes
that are able to predict the losses in superconductors with
complicated geometries.

Already in 1962, Bean proposed a very simple model
to describe the current distribution in a superconductor
wire [4][5]. In 1993, Rhyner introduced the idea that a
superconductor can be described by a non-linear relation
between the resistivity and current density [6]. Based
on the idea of Rhyner, Brambilla et al. developed a
2D numerical scheme to estimate the AC losses in
superconductors [3]. The formulation leads to a system of
non-linear equations. However, a discussion on stability
and performance of non-linear solvers for this system is
not available.

In this paper, we propose the use of the relaxed-
fixed-point iteration as non-linear solver for the given
problem. We show that for any f ∈ C1(R;R) with at
least one fixed-point, suitable parameters can be chosen
such that convergence of the relaxed-fixed-point-iteration
is guaranteed. We provide experimental verification that
suggests that this result can be extended to more general
functions f ∈ C1(RN ;RN ) with N > 1. Using the
relaxed-fixed-point iteration, we are able to compute
current distributions in a circular superconductor. By
comparison with analytical results for the losses in high-
temperature superconductors [2], we validate our results.

This paper is constructed as follows. In section II,
we explain how we arrive at the system of non-linear
equations. Also, we introduce the relaxed-fixed-point it-
eration, and provide a rigorous convergence result for the
case N = 1. Then, in section III we show experimental

convergence results for the case N > 1, and we discuss
the performance of the solver. Finally, we conclude our
work in section IV.

II. METHODS

A. Formal Description of the Problem
The behaviour of a high-temperature superconductor

can be encapsulated in an empirical non-linear relation-
ship between the resistivity and the current density [3]
[6] [7] of the form

ρ(J) =
Ec

Jc

∣∣∣∣
J

Jc

∣∣∣∣
n−1

, (1)

where ρ is the local resistivity, J is the local current
density, Ec is the amplitude of the electric field under
the critical current density, Jc is the critical current
density, and n is a material-dependent integer with a
value between 10-30.

Since we are interested in high-power applications, it is
reasonable to neglect the displacement current. Therefore,
we can reduce Maxwell’s equations to the following
system [8]




∇×
(
ρ(∇×H) ∇×H

)
= −µ∂H

∂t ,

∇ ·H = 0,

n×H = g,

(2)

where H indicates the magnetic field, and µ is the mag-
netic permeability. We also enforced Dirichlet boundary
conditions, that is, we enforced the tangential magnetic
field to be equal to some known g (possibly space- and
time-dependent). Note that the resistivity ρ occuring in
equation 2 depends non-linearly on the current density
J = ∇ ×H by equation 1. In this work, we will only
consider two-dimensional domains.

B. Weak Formulation
Following [10], we use as test space the Sobolev space

H0(curl; Ω), which is defined as

H0(curl; Ω) = {ψ ∈L2(Ω) : ∇×ψ ∈ L2(Ω)

and n×ψ = 0 on ∂Ω}, (3)
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equipped with the norm

‖ψ‖H(curl;Ω) = ‖∇ ×ψ‖L2(Ω) + ‖ψ‖L2(Ω) . (4)

Note that H0(curl; Ω) is a Hilbert space under the
topology induced by the given norm [11]. Let us define
HD(curl; Ω) as

HD(curl; Ω) = {ψ ∈L2(Ω) : ∇×ψ ∈ L2(Ω)

and n×ψ = D on ∂Ω}. (5)

The total problem can be formulated as follows. We
search H : [0, T ] → HD(curl; Ω) such that ∀ψ ∈
H0(curl; Ω) holds that
∫

Ω

(∂t(µH) ·ψdx+

∫

Ω

ρ(∇×H)∇×H ·∇×ψdx = 0.

(6)
For the finite-element discretization of our system, we

use Nédéléc elements, also known as Whitney or edge
elements. The benefit of using these elements is that they
are locally divergence free, and the continuity condition
for tangential magnetic fields is automatically satisfied
between elements [9]. If we assume sufficient regularity
of the solution, we can expect h-convergence of first
order [10].

C. Time Discretization
After finite-element discretization as described in sec-

tion II-B, we obtain the following method-of-lines ordi-
nary differential equation
[
[A11] [A12]
[0] [0]

]
[ ˙̃u]+

[
[B11([ũ])] [B12([ũ])]

[0] [Ĩ]

]
[ũ] =

[
[0]
[D]

]
,

(7)
where [A1i] and [B1i] respectively corresponds to the first
and second integral in equation 6, [ũ] is the discretized
representation of the solution H of equation 6, [D] is
a vector with the tangential components of the Dirichlet
boundary conditions, and [Ĩ] is the identity matrix with
some signs flipped depending on the orientation of the
edges. Note that all the elements of [ũ] corresponding to
edge elements on the boundary, are all assumed to be in
the last elements. Since these values are enforced by the
Dirichlet boundary conditions, we can set

[ũ] =

[
[u]

[Ĩ][D]

]
. (8)

Using this representation for [ũ], we can simplify equa-
tion 7 to

[A11][u̇] + [B11([u])][u] =− [A12][Ĩ][Ḋ]

− [B12([u])][Ĩ][D].
(9)

Using a second-order backward differentiation scheme,
we obtain

[Un+2] =
(

[I] +
2

3
dt[A11]−1[B11([Un+2)]

)−1(4

3
[Un+1]

− 1

3
[Un]− 2

3
dt[A11]−1[A12][Ĩ][Ḋ(tn+2)]

− 2

3
dt[A11]−1[B12([Un+2)][Ĩ][D(tn+2)]

)
,

(10)

where tn is the time after n time steps, [Un] is the approx-
imation of [u] at time tn, and dt is the length of a single
time step. We can expect second-order convergence if
stability conditions are met [12].

D. Non-Linear Solver

The system in equation 10 needs to be solved for
[Un+2]. In fact, if we let N ∈ N indicate the length
of [Un+2], then we can find an f ∈ C∞(RN ;RN ) such
that equation 10 is equivalent to

[Un+2] = f([Un+2]). (11)

A first idea would be to use the traditional fixed-point
iteration to solve this system. However, since the tradi-
tional fixed-point iteration requires f to be a contraction
mapping [13], we have to increase the stability of the
fixed-point iteration. With that goal in mind, we take the
weighted average between the fixed-point iteration and
the identity operator.

Definition 1. We call a sequence (xn)n∈N ⊂ R an α-
relaxed-fixed-point iteration with respect to some f :
RN → RN , if it satisfies

xk+1 = αf(xk) + (1− α)xk, (12)

for k ∈ N, x0, α ∈ R.

Intuitively, as we bring α closer to zero we would
expect the iteration to become more and more stable.
However, to the knowledge of the authors, there is no
literature available that confirms this intuition. In [13], a
convergence requirement is derived which is equivalent to
the requirement for the regular fixed-point iteration. How-
ever, we are interested in weaker convergence conditions.
For the case N = 1, we can prove convergence under
significantly weaker assumptions on f (see Theorem 5).

To do so, we will define two classes of functions,
pseudo-contraction mappings and expansion mappings,
and prove convergence results for functions in these
classes. Then we will show that any function that satisfies
the assumptions of Theorem 5 can be constructed from
functions in these classes. Let Ω ⊂⊂ R be connected and
bounded. A pseudo-contraction mapping can be defined
as

Definition 2. A function f ∈ C1(Ω;R) is called a
pseudo-contraction mapping, if there exists x∗ ∈ Ω,
C > 0 such that
• ∀x > x∗ : f(x) < x
• ∀x < x∗ : x < f(x)

Remark 1. If f is a pseudo-contraction mapping, the
point x∗ in Definition 2 must be a unique fixed-point of
f .

Lemma 1. Let f be a pseudo-contraction mapping, then
there exists a C > 0 such that
• ∀x > x∗ : C(x∗ − x) < f(x)− x∗ < x− x∗,
• ∀x < x∗ : x− x∗ < f(x)− x∗ < C(x∗ − x),
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and we say f is a C-pseudo-contraction mapping

Proof: Since Ω is bounded, this follows directly by
the continuity of the derivative of f .

Lemma 2. If f is a C-pseudo-contraction mapping, then,
for α with 0 < α < 1

1+C , its α-relaxed-fixed-point
iteration converges for any initial value x0 ∈ Ω, and
the limit is the unique fixed-point of f .

Proof: First, we note that by Remark 1, f must have
a unique fixed-point and this fixed-point corresponds to
x∗ as defined in Definition 2. Now let x0 ∈ Ω \ {x∗}
be arbitrary. We assume without loss of generality that
x0 6= x∗. We are left with two cases, either x0 > x∗ or
x0 < x∗.

First, let x0 > x∗. We show by induction that for
k ∈ N, xk > x∗. Assume that for some k ∈ N, we have
that xk > x∗, then

xk+1 = αf(xk) + (1− α)xk

> α[C(x∗ − xk) + x∗] + (1− α)xk

= α(C + 1)x∗ + [1− α(1 + C)]xk

> α(C + 1)x∗ + [1− α(1 + C)]x∗

= x∗,

where we obtained the first inequality from Lemma 1,
and the second inequality from our assumption on α (α <

1
C+1 ) and the assumption xk > x∗. We can thus conclude
that ∀k ∈ N : xk > x∗.

On the other hand, for k ∈ N, we have by Lemma 1

xk+1 = αf(xk) + (1− α)xk

< αxk + (1− α)xk

= xk

We conclude that the sequence (xk)k∈N ⊂ Ω is strictly
decreasing and has a lower bound. By the monotone
convergence theorem, we find that x := limk→∞ xk
exists. By the continuity of f , we find

x = lim
k→∞

xk+1

= lim
k→∞

[αf(xk) + (1− α)xk]

= αf(x) + (1− α)x

=⇒ x = f(x).

Since f has a unique fixed-point, we must have that x∗ =
x. The proof for the case x0 < x∗ is analogous.

The second class of functions is the class of expansion
mapping. We define an expansion mapping as

Definition 3. A function f ∈ C1(Ω;R) is called an
expansion mapping, if there exists x∗ ∈ Ω, C > 0 such
that
• ∀x > x∗ : f(x) > x
• ∀x < x∗ : x > f(x)

Remark 2. If f is an expansion mapping, the point x∗

in Definition 3 must be a unique fixed-point of f .

We obtain the following result for expansion mappings
that is analogous to Lemma 1.

Lemma 3. Let f be an expansion mapping, then there
exists a C > 0 such that
• ∀x > x∗ : x− x∗ < f(x)− x∗ < C(x− x∗)
• ∀x < x∗ : C(x− x∗) < f(x)− x∗ < x− x∗,

and we say f is a C-expansion mapping

Proof: Analog to the proof of Lemma 1.
Now we are ready to prove an analogous result to

Lemma 2 for expansion mappings.

Lemma 4. If f is a C-expansion mapping, then, for α
with − 1

C−1 < α < 0, its α-relaxed-fixed-point iteration
converges for any initial value x0 ∈ Ω, and the limit is
the unique fixed-point of f .

Proof: First, we note that by Remark 2, f must have
a unique fixed-point and this fixed-point corresponds to
x∗ as defined in Definition 3. Now let x0 ∈ Ω \ {x∗}
be arbitrary. We assume without loss of generality that
x0 6= x∗. We are left with two cases, either x0 > x∗ or
x0 < x∗.

First, let x0 > x∗. We show by induction that for
k ∈ N, xk > x∗. Assume that for some k ∈ N, we have
that xk > x∗. We find that

xk+1 = αf(xk) + (1− α)xk

= −|α|f(xk) + (1 + |α|)xk
≥ −|α|[C(xk − x∗) + x∗] + (1 + |α|)xk
= |α|(C − 1)x∗ + [1− |α|(C − 1)]xk

≥ |α|(C − 1)x∗ + [1− |α|(C − 1)]x∗

= x∗,

where we obtained the first inequality from Lemma 3,
and we obtain the first equality and the second inequality
from − 1

C−1 < α < 0. We can thus conclude that ∀k ∈
N : xk > x∗. For k ∈ N, we also have

xk+1 = αf(xk) + (1− α)xk

= −|α|f(xk) + (1 + |α|)xk
≤ −|α|xk + (1 + |α|)xk
= xk,

where we used that α < 0 to obtain the first equality, and
Lemma 3 to obtain the inequality. We conclude that the
sequence (xk)k∈N ⊂ Ω is strictly decreasing and has a
lower bound. By the monotone convergence theorem, we
find that x := limk→∞ xk exists. The rest of the proof
is analogous to the proof of Lemma 2.

Based on the previous results, we can state and prove
the following result.

Theorem 5. Let f ∈ C1(Ω̄;R) have at least one fixed-
point, then, for any initial value x0 ∈ Ω, there exists an
A > 0 such that either for all 0 < α < A or for all
−A < α < 0, the α-relaxed-fixed-point iteration with
respect to f converges to one of the fixed-points of f ,
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where the required sign of α depends on f and the initial
value x0.

Proof: Let x∗1 < ... < x∗N denote the fixed-points of
f . Let us define x∗0 = inf Ω and x∗N+1 = sup Ω. Now
take x0 ∈ Ω arbitrary, then either x0 is a fixed-point, or
we can find n ∈ {0, ..., N} such that x0 ∈ (x∗n, x

∗
n+1).

Since f ∈ C1(Ω̄), and there are no fixed-points between
x∗n and x∗n+1, we must have that either f(x) < x or
f(x) > x for all x ∈ (x∗n, x

∗
n+1). Thus we must have

that f : (x∗n, x
∗
n+1) → R is either a pseudo-contraction

or an expansion mapping. Then, by Lemma 2 or 4, we
are done.

III. RESULTS

In this section, we consider the case of a circular high-
temperature superconductor with a radius of 0.3m in two
dimensions that can be modeled using equation 1 with
Ec = 1V m−1, Jc = 2.7 · 108A/m2, and n = 19.
The superconductor transports a sinusoidal current with
a frequency of 50 Hz with different amplitudes perpen-
dicular to our two-dimensional domain of consideration.
For rotationally-symmetric domains, we can enforce the
transport current through the conductor by fixing the
tangential magnetic fields on the boundary.

A. Current Distribution in a Circular Conductor

As described above, we can enforce the total transport
current through the circular conductor. However, the
exact distribution of this current over the conductor is a-
priori unknown. Note that the resistivity of the material
as described by equation 1 depends on the local current
density. Therefore, the distribution of the current over the
conductor has an influence on how the material behaves
locally. Since our domain is rotationally symmetric, the
current distribution can be described as a function that
only depends on the radial coordinate. Since we work
with linear elements to represent the magnetic field, we
have a piecewise-constant representation for the current
density.

If we consider a classical conductor, then an analytical
solution for the distribution of the current over the
conductor is available [14]. In Fig. 1, we compare the
current density computed by our method to the analytical
solution and we see a good agreement. There is no
analytical solution available for the current distribution in
the case n > 1. We approximated the distribution using
the method described in this work. In Fig. 2, we show the
current distribution in the circular superconductor corre-
sponding to a transport current of 10% and 20% of the
critical current. One thing to observe is that the current
density is either close to the critical current density or
almost vanishes. This behaviour is not unexpected and
was already postulated by Bean in 1962 [4][5].
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Fig. 1. We consider a classical conductor with a radius of 0.3m and a
resistivity of 10−9Ω that transports current with an amplitude of 1000
A. The solid line and the circles respectively represent the analytical
and numerical results for the current distribution.
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Fig. 2. The dashed and solid line represent the current distribution in
the superconductor as predicted by our model when the superconductor
transports a current with an amplitude respectively equal to 10% and
20% of the critical current.

B. Losses in a Circular Conductor

The time-averaged losses in our system can be approx-
imated using

P =
1

T

∫ T

0

∫

Ω

ρ(J)|J|2dx, (13)

where P are the time-averaged losses, T is the final time
of the simulation, Ω is the considered domain, and the
relation between ρ and J is given by equation 1. In Fig. 3,
we see that the approximate losses found by our method
yield results that are close to the analytical results found
in [2].

C. Performance

Since the performance of the general system is already
described in [3], we will mainly focus on the performance
of our chosen non-linear solver as described in section
II-D. Theorem 5 shows a rather general convergence
result for the relaxed-fixed-point iteration in the one-
dimensional case. In this section, we will see that the
solver also converges in higher dimensions. We consider
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Fig. 3. The solid line and circles represent the normalized losses
according to theory [2] and our numerical approximation, respectively.
The normalized losses are the losses as described by equation 13
divided by fI2cµ

π
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the equations

[f (1)(x)] =

[
sin(10x1) cos(10x2)
sin(10x2) cos(10x1)

]
. (14)

and

[f (2)(x)] = ([I] + [B(x)])−1([b] + 2[B(x)]x), (15)

where [I] is the identity matrix,

[B(x)] =

[
x18

1 + x18
2 x18

1

x18
1 + 7x18

2 32x18
1 + 2x18

2

]
, (16)

and

[b] =

[
5
3

]
. (17)

We plotted equation 15 in Fig. 4 for illustration pur-
poses. It turns out in order to ensure convergence with
initial guesses x0 = [2, 2] and x0 = [1.85, 1.75], we
need to choose 0 < α < 0.1 and −0.1 < α < 0 for
equation 14 and 15, respectively. For several values of
α, numerical experiments were performed, and the results
are shown in Fig. 6 and 5.

Fig. 4. A visualisation of equation 15.

These examples show good convergence results in the
higher-dimensional case. However, for the real problem,
we are more interested in run times. To evaluate this, we
considered the problem of computing the magnetic fields
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Fig. 5. The error as function of the number of iterations when the
relaxed-fixed-point iteration is applied to equation 15. The error is
defined as the euclidean distance between the estimate and the true
fixed-point.
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Fig. 6. The error as function of the number of iterations when the
relaxed-fixed-point iteration is applied to equation 14. The error is
defined as the euclidean distance between the estimate and the true
fixed-point.

in in a circular superconducting wire with AC transport
current as described in the beginning of this section. We
performed a simulation of a circular superconductor with
around 3000 degrees of freedom. The induced current is
sinusoidal with a peak that is 10% of the critical current.
In Figure 7 and 8, we respectively recorded the time and
iterations required to solve the non-linear system at each
individual time-step up to an accuracy of 10−4, both by
Newton’s method and by the relaxed fixed-point method.
We find that Newton’s method requires fewer iterations
to converge compared to the relaxed fixed-point method,
but the run times are up to ten times as long. This can
be explained by the fact that Newton’s method needs
to compute the Jacobian at every iteration. Despite a
fully-vectorized implementation was used to evaluate an
analytic equation for the gradient, this computation is still
very costly.

IV. CONCLUSION

The relaxed-fixed-point iteration was chosen as non-
linear solver for the system of non-linear equations
that appears if one wants to approximate the magnetic
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Fig. 7. We consider a superconductor that transports a current with
an amplitude equal to 10% of the critical current. A simulation of 4
cycles was performed, and the time required to reach an accuracy of
10−4 when solving the non-linear system in equation 10 was recorded
for both the relaxed-fixed-point iteration and Newton’s method.
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Fig. 8. We consider a superconductor that transports a current with
an amplitude equal to 10% of the critical current. A simulation of 4
cycles was performed, and the number of iterations required to reach
an accuracy of 10−4 when solving the non-linear system in equation
10 was recorded for both the relaxed-fixed-point iteration and Newton’s
method

fields in high-temperature superconductors using first-
order Nédéléc elements and a second-order backward dif-
ferentiation scheme. Rigorous convergence results were
obtained in the one-dimensional case for any function
with continuous derivative. Numerical experiments sug-
gested that these strong convergence properties carry over
to higher dimensions, even for highly-oscillating func-
tions. Also for the non-linear system under consideration,
the relaxed-fixed-point iteration converges in as little as
one-tenth of the time compared to Newton’s method.
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Finite-difference wave-propagation models for dispersive media:
impact of space-time discretization
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Purpose:

The computational accuracy and performance of finite-difference time-domain (FDTD) methods are affected by
the implementation of approximating derivative formulae in diverse ways. This study aims to focus on FDTD
models featuring material dispersion with negligible losses and investigates two specific aspects that, until today,
are usually examined in the context of non-dispersive media only. These aspects pertain to certain abnormal char-
acteristics of coarsely resolved electromagnetic waves and the selection of the proper time-step size, in the case of
a high-order discretization scheme.

Design/methodology/approach:

Considering a Lorentz medium with negligible losses, the propagation characteristics of coarsely resolved waves
is examined first, by investigating thoroughly the numerical dispersion relation of a typical discretization scheme.
The second part of the study is related to the unbalanced space-time errors in FDTD schemes with dissimilar
space-time approximation orders. The authors propose a remedy via the suitable choice of the time-step size,
based on the single-frequency minimization of an error expression extracted, again, from the scheme’s numerical
dispersion formula.

Findings:

Unlike wave propagation in free space, there exist two parts of the frequency spectrum where waves in a Lorentz
medium experience non-physical attenuation and display non-changing propagation constants, due to coarse dis-
cretization. The authors also show that an optimum time-step size can be determined, in the case of the (2,4)
FDTD scheme, which minimizes the selected error formula at a specific frequency point, promoting more efficient
implementations.

Originality/value:

Unique characteristics displayed by discretized waves, which have been known for non-dispersive media, are ex-
amined and verified for the first time in the case of dispersive materials, thus completing the comprehension of
the space-time discretization impact on simulated quantities. In addition, the closed-form formula of the optimum
time-step enables the efficient implementation of the (2,4) FDTD method, minimizing the detrimental influence of
the low-order temporal integration.

Keywords:

Anisotropy, Electromagnetic waves, Finite difference time-domain analysis, Material modelling, Computational
electromagnetics, Discretization error
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