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I

Vorwort

Dieser Tagungsband dokumentiert die Vortrdge und Posterprasentationen des
21. Internationalen  Ingenieurvermessungskurses und gibt Einblick in aktuelle
Forschungstétigkeiten und anspruchsvolle Projekte in den Themenbereichen:

o Aktuelle Projekte der Ingenieurgeodésie
. Sensorik und Auswertemethoden

o Monitoring

. Bauaufnahme und Baumesstechnik

Bei der Auswahl der Beitrdge durch das wissenschaftliche Komitee wurde groBer Wert auf ein
ausgewogenes Verhiltnis von wissenschaftlichen Beitrdgen und Beitrdgen aus der Praxis
gelegt. Die wissenschaftlichen Abhandlungen zeigen neue theoretische Ansédtze und
Fallstudien. Die fiir den Kurs bedeutenden Beitrige aus der Praxis dokumentieren den
erfolgreichen Einsatz der Ingenieurvermessung in verschiedensten Anwendungsbereichen.

Der Kurscharakter der Tagung wird besonders durch die Tutorien an den ersten beiden
Kurstagen geprégt. Jedes Tutorium beinhaltet Praxisteile, im Zuge derer die Teilnehmer:innen
die Tutorieninhalte unmittelbar selbst umsetzen konnen. Im Rahmen des aktuellen Kurses
wurden folgende fiinf Tutorien von namhaften Expert:innen geleitet:

. Monitoring mit Punktwolken — High-end TLS vs. Low-cost LIDAR
Leitung: C. Holst, TU Miinchen

. Netzanalyse
Leitung: M. Losler, C. Eschelbach, Frankfurt University of Applied Science

. Dynamisches Bauwerksmonitoring mit geodétischen Messverfahren
Leitung: T. Moser, TU Graz; F. Schill, Hochschule Mainz; W. Lienhart, TU Graz
o Interpretation von interferometrischen Deformationszeitreihen

Leitung: K. Gutjahr, Joanneum Research

. BIM: Von der Realitit ins Modell — und zuriick
Leitung: W. Wahbeh, Fachhochschule Nordwestschweiz; L. Zumsteg, Allnav AG

Meinen Kollegen Prof. Andreas Wieser und Prof. Christoph Holst danke ich fiir ihre
Unterstiitzung bei der Organisation der Veranstaltung. Mein besonderer Dank gilt Dipl.-Ing.
Thomas Moser fiir die Abwicklung des Konferenzbandes und die terminliche Abstimmung mit
den Autoren sowie meinen Mitarbeiter:innen fiir ihren Einsatz bei der Vorbereitung und
Durchfiihrung des Kurses. Allen Autoren danke ich fiir die Einreichung interessanter Abstracts
und fiir das zeitgerechte Verfassen der vorliegenden Beitrdge. Sie machen diesen Tagungsband
zu einem wichtigen Dokument der aktuellen Entwicklungen in der Ingenieurgeodésie und
zeigen die spannende Vielfalt an gegenwartigen und zukiinftigen Aufgaben.

Werner Lienhart, Institut fiir Ingenieurgeoddsie und Messsysteme, TU Graz (Herausgeber)
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Challenges and Developments for the Alignment of the
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Dirk MERGELKUHL' OR¢ID) Florian BARCET!? (CRCID) patrick BESTMANN' (CRCD) "Vincent
GERLIGAND!? OREID) Jiirgen GUTEKUNST! (ORC€ID) "H¢léne MAINAUD DURAND! ORCID) T eonard
WATRELOT! ©C*ED) Benjamin WEYER! ©R¢ID) & Bingru YANG! (QR¢ID)

' CERN, Geneva, Switzerland Dirk.Mergelkuhl@cern.ch
2 ETH Zurich, Switzerland
3 Laboratoire Géomatique et Foncier, Cnam, Le Mans, France

DOLI: 10.3217/978-3-99161-070-0-001, CC BY 4.0

https://creativecommons.org/licenses/by/4.0/deed.en
This CC license does not apply to third party material and content noted otherwise.

1 Introduction

The European Organisation for Particle Physics (CERN) is the leading institute for particle
physics based in Geneva, Switzerland and hosts a full particle accelerators complex. The
Future Circular Collider (FCC) at CERN is the next generation particle accelerator advancing
our understanding of the universe. High-precision alignment of thousands of components
along the 90.7 km long tunnel is critical for the success of the project. Ensuring the accurate
positioning of the accelerator components is crucial for achieving the desired beam quality
and physics performance of the collider. This unprecedented scale introduces new challenges
for the Geodetic Metrology Group, as existing alignment techniques used in accelerators like
the Large Hadron Collider (LHC) are insufficient to meet the even stricter tolerances and
scalability demands. This paper reviews key steps, current practices and developments in
large-scale accelerator alignment.

The footprint of the FCC is visible in figure 1 and straddles the Franco-Swiss border and
covers an area of 1000 km?. The access to the tunnel is planned from eight access points,
which leads to tunnel segments of 11 km between access shafts. The depth of the access
shafts varies between 180 m and 400 m. For the tunnel construction the simultaneous use of
eight TBM‘s is expected, which should start in both directions from the four large access
points that will house the experiments. The tunnel boring will be executed mainly in molasse,
but areas of limestone cannot be avoided. Investigations to identify critical areas and
geological faults are on-going (REW et al. 2025). The FCC is scheduled as a two-step project
sharing the common civil engineering and technical infrastructure. An electron-positron
collider called FCC-ee, a precision machine and Higgs factory, will be followed by an FCC-
hh machine to explore for new physics with a start of operation in the 2070s. The FCC
feasibility study (BENEDIKT et al. 2025) has been published recently. The pre-Technical
Design Report (pre-TDR) phase of the FCC-ee runs up to the end of 2027 and should precede
the approval of the project by the CERN council. After the following Technical Design
Report phase, the construction is planned for 2033 and accelerator operation beginning in the
2040s. This contribution summarizes the innovative approaches under investigation during
the pre-Technical Design Report (pre-TDR) phase, aiming to establish robust and scalable
solutions for the FCC’s precise alignment.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitdt Graz
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Fig. 1: Layout of the FCC in the Franco-Swiss border region and geodetic network.

2 Challenges for Alignment

The challenges of the FCC for the alignment are partly linked to the pure dimension and the
associated logistics of the installation as to the number of components that have to be aligned.
To the existing ~ 60 km of beam lines at CERN further 90 km beam line of the FCC-ee,
additional 90 km for the booster in the same tunnel, transfer lines and a new injector complex
will be added. The manual operation of surveying and alignment tasks reaches its limits, and
the key for the successful installation and operation of the facility should be the automation of
most tasks, which includes the surveying measurements. The distance in between shafts
increases from 3.8 km for the LHC to 11 km for the FCC and the accelerator plane is inclined
by 0.5°. In addition, beam physicists have significantly stricter accuracy requirements for the
installation compared to previous projects at CERN. The alignment tolerances for the FCC-ee
based on physics simulations are shown in table 1 for the critical elements.

The alignment tolerances as specified in Tab. 1 correspond to the applied misalignments used
in physics simulations based on a gaussian distribution truncated at 2.5 ¢ and the values
evolve with the project progress. They include all steps from the design, production,
assembly, calibration, fiducialisation, alignment and operation. The tolerances should be
considered as 1o with respect to components in a sliding window of 100-200 m. For the
alignment of the Interaction Region (IR) and the Final Focussing (FF) doublet section,
specific permanent monitoring and alignment systems need to be developed.
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Table 1: Alignment tolerances for FCC-ee at 1o as used for physics simulations.

Element type Ax (hor.) pm, Az (long.) pm Roll angle prad
Ay (ver.) pm

Girders 150 500 150

Arc magnets on the same girder 50 100 50

IR section without sextupoles 50 50 100

IR section with sextupoles 30 100 30

FF-doublets section 10 100 10

All dipoles 1000 500 1000

3 Developments

3.1 Geodetic Infrastructure

For each new generation of particle accelerators at CERN, it has been necessary to modify
and extend the geodetic infrastructure and to adapt it to the project needs with improving
demand for accuracy. Currently, the CERN Coordinate System (CCS) is the reference system
at CERN, associated with the CERN Geodetic Reference Frame (CGRF) and a local gravity
field model. The CCS originates from the Proton Synchrotron in the 1950s and has evolved
with CERN’s major extensions and successive projects. It is a 3D cartesian local astronomic
coordinate system, limited to the current CERN area and is adapted for local survey and
alignment of the machines within CERN, but not for mapping and large civil engineering
works. The geodetic reference network covers only the current CERN area.

For the FCC, the geodetic infrastructure must be extended and adapted to align with the
current best geodetic practices, and serves the different phases of the project

e (Connecting the CERN facilities to local, national and international facilities,
e (Civil engineering works that include tunnel boring,

e Installation and maintenance of the infrastructure above and below ground,
e Installation and alignment of the accelerator components,

e Maintenance and upgrade of the alignment.

The major task is to define new coordinate reference systems, to establish the necessary
geodetic reference frames and to determine a high-precision gravity field model for the FCC
area. These works are conducted in the collaboration with expert institutes as Swisstopo, ETH
Ziirich, IGN and HEIG-VD.

A new static CERN Terrestrial Reference Frame (CTRF) is defined. The CTRF will be
connected to existing local, regional, and global reference frames by geodetic transformations.
Additionally, a CERN Projected Reference Frame (CPF) and a gravity-based CERN Vertical
Frame (CVF) will be employed, mainly for planning and carrying out construction works.
Figure 2 outlines the link between the coordinate reference systems for the FCC.
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A densification of the French and Swiss static reference networks was conducted recently in
the vicinity of the planned FCC surface sites to create a Primary Surface Geodetic Network
(P-SGN). The criteria for the site selection have been the optimal GNSS environment, the
durability and operational parameters. The pillars have a forced centring system that is
adapted for different instrument types. The coordinates of the markers will be calculated in
the ETRF using simultaneous GNSS observations. The first measurement campaign is
planned in 2026. One of the pillars is equipped with a continuously operating reference
station, supplementing the Réseau Géodésique Permanent operated by the IGN. The P-SGN
will serve different purposes as i.e. the civil engineering and surveying works required for the
construction of the FCC tunnel, provide a long-wavelength basis for the alignment works of
the accelerator and provide the reference for the geo-kinematic monitoring of the FCC area.

s

I ™ ; ; ™
/ ccs Alignment of the machine N
External data | Positioning and alignment of the FCC \
machine
Connection with existing machines
Global frames:
Height reference TRE@yyyyyy
frame: ETR:::)((S@S;iW'W T | T
NGF-IGN69 e ~
\<\ — ‘ a CVD2026: Vertical datum A
I GEr— T p ~ CERN Geoid 2026 |
rojections: . f : Defines the orientation of the CCS with respect to
[ Lambert 93 <‘ RGF93 (v20) | Geodetic Reference CTRF2026 P
Lambert CC | ETRF2000@2019.0 ) T Frame: } L Convert ellipsoidal height to orthometric height Y,
CTRF2026
" Height reference ) | KETRFZOZO@yyyy-yy /
frame \ . A /’l
LHNSS — < \ \ L
. - Swiss frame: i o \\ - o
' 7 CHTRFSS Transverse M:arcator Projection A
I ETRF1993@1993.0 AN\ . 4 N CERN Kinematic Model: CKM
{ i T e/ ] Central meridian: 6.14 Model surface and ground motions
~. | Projection: ~ False easting: 200 000 m 9
(|| Swiss Grid/Lv95 | \__ Scale factor: 60 ppm ~ A
Ne— i \ /
S e b S N Geomonitoring, civil engineering and mapping /

— ] .
Provisional CRS for mapping o
and site investigations works

Fig. 2:  Graphical outline of the coordinate reference systems for the FCC.

To align accelerator components in a Euclidean plane, all survey observations need to be
corrected to consider variation of the direction of the plumbline — deflection of the vertical.
Precise knowledge of the deflection of the vertical is also mandatory for the reduction of
gyroscopic observations to guide and control the orientation of the TBM. In this context a
comparison of existing geoid models for the FCC region has shown a standard deviation in
the order of 5 cm (KOCH et al. 2023). It is above the accuracy demanded for the precise
alignment of the FCC components. A geodetic control profile over 40 km has been created
with measurements using GNSS and levelling, relative gravity observation and measurements
of the deflection of the vertical (KOCH et al. 2022). It is used as a validation dataset for all
gravity related studies of the FCC project.

An initial local gravimetric geoid model was computed using the GROOPS software toolkit
(MAYER-GURR et al. 2021) aiming to reach a centimetric accuracy over the FCC area. It
raised challenges linked to the gravity data coverage or the impact of the choice of the digital
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terrain model (Koch et al. 2025). The model will be refined in collaboration with SwissTopo
and the same methodology will be applied for the computation of quasi-geoid required by the
new Swiss height system. To overcome the challenges, a densification of observation data and
the development of a gravity simulation tool are foreseen.

3.2 Software and Simulations

At CERN, the LGC software (Logiciel Général de Compensation) is a geodetic least-square
adjustment software package developed at CERN to compute position estimates and related
statistics from surveying observation. LGC has evolved since the mid-1980s and it is used
intensively for the 3D analysis of acquired data for the alignment at CERN. In late 2025, the
first open-source version of LGC has been released (KAUTZMANN et al. 2024).

The software supports over 20 different observation types and allows the definition of local
coordinate systems associated with structural assemblies, such as magnets or girders, to
realistically model points that are geometrically linked to the same object. These local
coordinate systems are organised in a hierarchical tree, in which individual systems are
related by Helmert transformations that may either be estimated as part of the adjustment or
assumed to be fixed, thereby ensuring a consistent connection between local measurement
frames and the global reference system. The supported observation models include horizontal
and vertical angles, distances, levelling information, various types of offset measurements, as
well as inclinometer, HLS, and WPS sensor observations. In addition, the software can
consider local geoid information, allowing the correct handling of verticalized instruments
and height-related observations adapted to local site conditions.

For the FCC, the evaluation and comparison of different alignment strategies is a central
aspect of the overall alignment concept. These studies are performed using the LGC software,
which provides the necessary simulation capabilities to assess achievable precision,
reliability, and robustness through error propagation studies. Compared to previous use cases,
the size of the resulting parameter estimation problems increases by several orders of
magnitude, potentially involving more than one million variables and several million
observations. Significant computational improvements have already been implemented in
LGC for the FCC-ee study. The software has been adapted to exploit sparse linear algebra
methods, enabling the efficient treatment of large-scale least-squares problems. In addition,
the evaluation of the mathematical observation models has been significantly accelerated by
exploiting the sparsity of the models and the underlying matrix structure. A substantial
reduction in memory requirements has been achieved through the simultaneous computation
of the parameter covariance matrix columns and the diagonal of the residual covariance
matrix, which is required for reliability analysis. This approach eliminates the need to store
the full parameter covariance matrix, thereby making reliability computations feasible even
for large-scale problems. In parallel, a dedicated interface for the evaluation of mathematical
observation models and their derivatives has been introduced. This decoupling of the
mathematical core from the classical least-squares formulation enables rapid prototyping of
alternative estimation approaches, such as L1-norm, Huber-based objectives or iterative
reweighting schemes for blunder detection. Finally, the solution of nonlinear least-squares
problems has been strengthened through the introduction of a globalisation strategy based on
the Levenberg—Marquardt algorithm, allowing robust convergence even in cases where the
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initial approximate coordinates are only poorly known. Together, these developments enable
large-scale simulation studies involving several million observations and more than one
million unknowns. Among the future developments are several key areas. One of them is the
integration of an Optimum Experimental Design (OED) approach within LGC. The goal of
this approach is to optimise the achievable parameter precision by selecting an optimised
layout of reference marks and measurement configurations. This is particularly relevant given
the large number of components and sensors to be fiducialised and the very stringent
alignment tolerances required for the FCC. The OED functionality is expected to build upon
the recently introduced interface for the evaluation of observation models and their
derivatives, providing a flexible framework for design optimisation. Another development
focus is the strengthening of the already existing file-less monitoring interface (GUTEKUNST et
al. 2024), which is tailored to continuous monitoring and alignment applications. In this
context, the emphasis is on computational efficiency in order to guarantee short estimation
cycles, a key requirement for automated alignment and monitoring workflows. A further area
of development concerns the extension of the estimation framework to include component
deformations. This may involve the integration of novel types of observations, such as in-
fibre-based length measurements using frequency-scanning interferometry (FSI) and is
expected to become particularly important in highly sensitive areas, for example the
Machine—Detector Interface (MDI) region.

3.3 Fiducialisation

Fiducialisation at CERN is the process of precisely determining and transferring the
functional axis of a component, most commonly the magnetic axis, corresponding to the
trajectory of the particle beam with respect to external reference points, known as fiducials.
This process is critical, as it directly impacts the achievable alignment accuracy of accelerator
components during installation and subsequent maintenance.

Taking the Future Circular Collider (FCC) girder, see figure 3 (BENEDIKT et al. 2025),
multiple beam-line components are installed, fiducialised, and pre-aligned as a single
assembly. These components include magnets (quadrupoles and sextupoles), beam pipes, and
beam position monitors (BPMs), which are used to monitor the beam trajectory. Initially, the
magnetic axes of the magnets are determined, and the functional axes are then related to
external reference targets. Subsequently, each component mounted on the girder is aligned
with respect to a common reference frame.

Although fiducialisation is traditionally performed using high-precision instruments such as
laser trackers or coordinate measuring machines (CMMs), the FCC project requires the
evaluation and validation of novel measurement systems. These include instruments with
high-accuracy surface scanning capabilities and the ability to measure six degrees of freedom
(6 DoF), such as next-generation laser trackers, laser radars, and structured light scanning
systems. Furthermore, recent advances in Frequency Scanning Interferometry (FSI) offer
opportunities to further improve measurement efficiency and accuracy during fiducialisation.

One of the primary challenges of fiducialisation is the extremely tight alignment tolerances
required. Mechanical deformations arising from gravity, thermal variations, transport, and
mounting stresses can introduce systematic errors if not properly modelled and compensated.
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To address these challenges, the development of a virtual platform is essential to predict,
optimise, and validate measurement results and alignment procedures both prior to and during
physical measurements. Such a platform would incorporate unified metrology models to
optimise measurement networks and strategies through the simulation of instrument
configurations, fiducial layouts, lines of sight, and environmental effects. In addition,
simulation environments and digital twin models leveraging advanced modelling techniques
and machine learning can enhance the understanding and quantification of coupled structural -
thermal effects at both the individual magnet level and the complete girder assembly. Error
propagation tools are also required to identify and estimate dominant error sources associated
with measurements, mechanical effects, assembly sequences, and alignment processes.

Another significant challenge for the FCC arises from the large number of components
involved. It is estimated that more than 23,000 magnets will be constructed and installed
across the collider and booster rings. Consequently, automation is essential for fiducialisation
and alignment. Automated measurement systems must achieve the required precision while
remaining efficient and scalable.

2025 DESIGN

SSS Booster girder
SSS Collider girder BOOSTER  poosTER -
Quadrupole  go i boles [Booster dipole supports |
COLLIDER
BOOSTER Sextupoles
COLLIDER Dipole

Quadrupole

[Collider dipole supports |

COLLIDER

Dipole
- Magnets supports design are drafts !
Still work in progress !
|SSS Booster girder supports| - Shielding are not represented

SSS Collider girder supports |

Fig. 3: Draft design of the FCC-ee beamline and girder assembly.

3.4 Machine Detector Interface Alignment Challenges and Deformation
Monitoring for FCC-ee

The Machine—Detector Interface (MDI) is widely recognized as one of the most challenging
areas of the FCC-ee accelerator. Its design is evolving rapidly, driven by the need to integrate
an increasing number of functions within an extremely constrained and complex environment.
The MDI plays a critical role in preparing and delivering the beams immediately upstream of
the interaction point; its performance directly impacts on luminosity and overall machine
stability.

While the fundamental role of the MDI has remained unchanged over time, its
implementation within FCC-ee introduces unprecedented constraints. To achieve the required
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optics performance, the final focusing elements must be placed partially inside the detector
volume. This configuration drastically increases the complexity of the assembly, leading to an
exceptionally dense arrangement of components within a very limited spatial envelope. In
addition, the MDI region is subject to strong magnetic fields, steep temperature gradients, and
very high radiation doses, the precise levels of which continue to evolve as simulations and
detector integration studies progress.

Among the most stringent constraints are those related to alignment. The final focusing
doublets must be positioned with extremely high accuracy (see table 1), and their position,
orientation, and potential deformations must be known not only during installation, but also
throughout operation. The combination of limited accessibility, harsh environmental
conditions, and tight tolerances renders conventional alignment and monitoring solutions
unsuitable. Neither existing accelerator implementations nor commercially available sensor
systems can meet the full set of requirements imposed by the FCC-ee MDI environment. This
conclusion, supported by previous studies and experimental investigations (WATRELOT 2023),
motivated the development of a dedicated alignment and deformation monitoring concept
tailored specifically to this application.

Following a detailed analysis of the requirements and constraints, a novel monitoring strategy
was proposed (WATRELOT 2023, WATRELOT et al 2023) and is currently under active
development. The approach is based on Frequency Scanning Interferometry (FSI), a well-
established optical measurement technique capable of providing micrometric distance
measurements under controlled conditions, and, crucially, allowing for simultaneous
monitoring of multiple measurement paths. Although FSI as a measurement principle has
been known since the 1980s (KIKUTA 1987), its application to continuous deformation
monitoring of accelerator components represents a significant innovation.

The core concept, developed and described in detail in (WATRELOT 2023, WATRELOT et al.
2023), consists of monitoring the optical fibre itself rather than discrete external targets.
Semi-reflective interfaces are intentionally introduced along the fibre, for example by means
of controlled imperfect splices that create localized reflective defects. Each of these interfaces
acts as a partial reflector, enabling independent interferometric measurements of multiple
fibre segments along a single optical path. By placing several such semi-reflective elements
on one fibre, it becomes possible to monitor multiple distances simultaneously and
independently, with micrometric precision (WATRELOT 2023).

To translate these distance measurements into a geometrical description of structural
deformation, the fibres are arranged in helical patterns around the tube to be monitored.
Changes in the measured fibre segment lengths reflect local and global deformations of the
structure. A least-squares adjustment procedure is then applied, linking a deformation model
of the tube to the analytical equations describing the helices. From this adjustment, the
deformation parameters can be estimated efficiently, allowing reconstruction of the tube’s
three-dimensional shape with high accuracy.

This strategy forms the backbone of the proposed MDI alignment monitoring system. To date,
the feasibility of simultaneous and independent multi-segment FSI measurements has been
demonstrated experimentally. A series of progressively more complex prototypes has been
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developed, each validating key aspects of the concept and advancing the system toward
realistic implementation conditions (WEYER et al. 2024).

Current efforts focus on the validation of the complete MDI alignment strategy using a
dedicated deformation test bench. The objective of this bench is to reproduce, at half scale,
the mechanical and metrological conditions of the MDI assembly, while integrating the
monitoring system as close as possible to its final configuration. Controlled deformations are
applied to the structure, and the reconstructed shapes obtained from the FSI system are cross-
checked against reference measurements provided by conventional surveying instruments,
typically a laser tracker.

The ongoing work includes the mechanical design, construction, and commissioning of the
deformation bench, as well as the machining and preparation of the tube to be monitored. The
latter represents a particularly demanding task, as nearly 100 m of bare optical fibre must be
handled, routed, and glued without damage. The deformation bench has now been designed
and built, using a Universal Alignment Platform as the deformation-inducing system. This
6 DoF platform, commonly employed for component realignment in accelerator tunnels,
provides precise and accurate control of imposed displacements and rotations.

Initial tests, shown on left part of figure 3, are currently being conducted using a polymethyl
methacrylate (PMMA) tube, selected for its lower stiffness compared to aluminium, allowing
larger and more easily measurable deformations during early validation phases. A network of
reference points placed on the tube surface is monitored independently to provide external
validation data. In parallel, the aluminium tube intended for the next phase of testing has been
manufactured, including precisely machined grooves designed to host the optical fibres.

Fig. 4: Assembled deformation test bench with laser tracker (left) and groove measurement (right).

These grooves are presently being inspected, as shown in figure 4 (right), to identify any
systematic offsets or machining imperfections. Such deviations can be incorporated directly
into the helix equations used in the deformation model, thereby preventing loss of precision in
the final reconstruction. The forthcoming steps include final integration of machining
imperfections into the model, preparation and qualification of the fibres, gluing of the fibres
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into the grooves, and full system testing. Although the remaining tasks are well defined, they
are expected to be particularly demanding and time-consuming.

In parallel with this work, additional R&D activities are being pursued to extend the
capabilities of the FSI system. These include long-range FSI measurements for applications
around the detector, monitoring of the vertex detector shape, and tracking of detector opening
and closing motions. Together, these developments contribute to a coherent metrology
strategy for future collider experiments, with the FCC-ee MDI serving as a primary and
particularly challenging use case.

3.5 Automated Offset Measurement

To guarantee sufficient alignment accuracy, wire offset measurements are essential at CERN,
particularly for large accelerators. This method consists of measuring, using a large calliper
gauge, the horizontal offsets between a magnet’s fiducial and a reference wire stretched over
distances up to 120 m. By repeating this operation with a 50% overlap, it is possible to
determine the alignment of the machine’s arcs with a high degree of precision. In addition,
offset measurement is employed in monitoring systems such as the Full Remote Alignment
System (FRAS) (BIEDRAWA et al. 2022). Developed for the HL-LHC, FRAS 1is a powerful
installation comprising multiple sensors like Wire Positioning System (WPS); however, due
to its system complexity and cost, it is not suitable for deployment along the entire
accelerator, such as the FCC-ee.

With the upgrade of the LHC, several constraints - including increased radiation levels and
the time required for measurements - have led the Geodetic Metrology Group to develop an
innovative vision-based measuring prototype. This system is a promising tool, intended to
partially replace the labour-intensive, manual wire offset measurements and to provide a link
between FRAS and the rest of the accelerator. Mainly based on photogrammetry, this
prototype called Ecartometry Measurement by Automatic Photogrammetric Survey (EMAPS)
allows contactless horizontal offset measurements between a referenced stretched wire and
one or multiple photogrammetric targets installed or engraved on the accelerator components.
The offset measurement is performed with an automatic pipeline based on the open-source
software MicMac adapted through a CERN and IGN collaboration.

The current prototype features four 24 MP Nikon D5600 cameras integrated on a rigid carbon
beam measuring 800 mm x 200 mm. It also includes four Wyler Zerotronic inclinometers
installed on two individual aluminium cubes. A studio flash with a green filter and a
triggering microcontroller are integrated on the beam to complete the prototype. For the
development phase, the system is installed on a manual trolley to facilitate handling and
mobility. A ball-joint interface was positioned on the trolley and connected to the EMAPS via
a steel bar. On the opposite side, a handle, and a counterweight were added to ensure balanced
and ergonomic operation (see figure 5).

To measure the offset, a preliminary calibration phase is required to determine the cameras
parameters and the boresight matrix between the inclinometers and the cameras (BARCET et
al. 2024). After this phase, the reference wire can be manually tensioned between two anchor
points. The EMAPS has the flexibility to measure WPS sensors of the FRAS with engraved
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photogrammetric targets or alternatively to measure in the arcs of the accelerator temporarily
installed photogrammetric targets on the 3.5-inch interface of the magnet fiducials. For the
prototype operation, reference targets are installed manually on the magnet’s fiducial in the
arcs. For the FCC-ee, it is feasible to consider engraving the photogrammetric targets directly
on the magnets during the manufacturing process, followed by a fiducialisation.

P
==

Fig. 5: Photo of the EMAPS prototype during validation measurements

The results of numerous test campaigns are very encouraging, and repeatability tests showed
15 pm standard deviation while adjusted redundant measurements in the LHC with ~500
measurements can still reach standard deviations of less than 20 pm for individual
measurements. First comparisons with manual offset measurements and a FRAS test setup
indicate an accuracy of ~ 40 um. The future developments of the EMAPS concentrate on the
automation and the replacement of the cameras by industrial cameras with a redesign of the
mechanical fixation to improve the mechanical stability of the relative orientation.

4 Conclusion

The specified alignment tolerances for the FCC-ee are extremely challenging and several
tasks are above the state of the art. A research program has been initiated in the Geodetic
Metrology Group for the pre-TDR phase to address several of these challenges. The geodesy
preparation is most advanced, and major challenges have to be solved using innovative
solutions based on FSI for the MDI area and for the monitoring of the beam delivery system.
The EMAPS paves the way for the automation of measurement tasks in the tunnel that will be
a key element for the establishment of cost-efficient solutions for the installation and
maintenance of the FCC-ee alignment. The approval of the FCC study by the CERN Council
is expected in 2028.
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1 Einleitung

Faseroptische Sensoren (FOS) erweitern seit ca. 25 Jahren das Spektrum der geodétischen und
geotechnischen Sensoren. In den ersten Anwendungen wurden meist Sensoren eingesetzt, die
eine Dehnungs- oder Temperaturdnderung an einem ,,Punkt™ (Bereich von ca. 1 cm) messen
(SAMIEC 2011). Die zentralen Vorteile von FOS gegeniiber elektronischen Sensoren sind, dass
die Sensoren in Reihe geschaltet werden konnen und dass sie immun gegen elektromagnetische
Einfliisse sind (MONSBERGER ET. AL. 2022). Heute werden meist verteilte FOS (VFOS) bei der
Bauerwerksiiberwachung eingesetzt. Hierbei kann die ganze Glasfaser als sensitives Element
verwendet werden. VFOS sind bei geotechnischen Anwendungen in Bergwerken von Interesse,
da die diinnen und langlebigen Faserkabel zusitzlich zu anderer Sensorik in Bohrungen an der
Kontur des Gebirges mit geringem Mehraufwand installiert werden konnen. Mit VFOS-Kabeln
konnen Dehnungen bzw. Stauchungen und zusitzlich Temperaturdnderungen mit einer
ortlichen Auflésung von 1 cm bis 50 cm entlang des Kabels gemessen werden, was zu einem
signifikant gestiegenen Informationsgewinn liber das meist heterogene Gestein fiihrt (CHENG
ET. AL. 2015). Die faseroptischen Sensoren erweitern somit das Feld der geotechnischen
Messungen insbesondere fiir Verschiebungs- bzw. Dehnungsmessungen, die klassisch
hauptsichlich {iber Konvergenzmessungen (im Hohlraum) oder mit Extensometer- bzw.
Inklinometermessungen (im Gebirge) umgesetzt werden.

Die Bundesgesellschaft fiir Endlagerung (BGE) erprobt seit ca. drei Jahren den Einsatz von
verschiedenen VFOS-Verfahren und Kabeln fiir die Schachtiiberwachung, die Uberwachung
von relevanten untertigigen Bereichen und Bauwerken, wie z.B. Schweben,
Verschlussbauwerken und Ausbausicherungen. Hierbei ist zu beriicksichtigen, dass das zu
iiberwachende Objekt bereits im Bestand ist und nur minimale Eingriffe, wie Bohrungen und
Schlitze, moglich sind.

Prinzipiell werden geotechnische und geoddtische Messungen in den Endlagerbergwerken
wihrend der Errichtungs- und Betriebsphase zur Uberwachung der Standsicherheit und der
Arbeitssicherheit eingesetzt. Dariiber hinaus dienen sie zur Uberwachung des mechanischen
Verhaltens des Gebirges, um einen Abgleich zwischen prognostiziertem und tatsdchlichem
Gebirgsverhalten ableiten zu konnen. Beim Einsatz numerischer Modelle konnen die
Messergebnisse zur Parameterkalibrierung sowie zur Verifikation des Modells verwendet
werden.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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In diesem Beitrag wird iiber die Planung, die Installation, die Durchfithrung und die
Bewertungsansitze einer Schwebeniiberwachung berichtet. Ferner wird {iber die Konzepte und
die ersten Versuche zur Schachtiiberwachung mit VFOS berichtet.

2 Verteilte-faseroptische Sensoren

Das Prinzip der verteilten-faseroptischen Messung basiert auf dem Effekt, dass Licht, das in
einen Faserkern interrogiert wird, mit dem umgebenden Mantel und Stoérungen im Glas
interagiert und (Riick-)Reflektionen entstehen. Diese unvermeidbare Reflektion verdndert sich,
wenn die Faser mechanisch gestaucht bzw. gedehnt wird oder eine Temperaturdnderung erfahrt.
Drei unterschiedliche Streulichtphdnomene, die jeweils nach ihren Entdeckern Rayleigh,
Raman und Brillouin benannt sind, kdnnen fiir verteilte-faseroptische Temperatur-, Dehnungs-
und Schwingungsmessung verwendet werden (LIENHART ET. AL. 2021, SAMIEC 2011). Fiir
geoddtische und geotechnische Anwendungen werden die Temperatur- und Dehnungsmessung
angewendet. Bei jeder VFOS-Messung wird ein Aufbau aus Interrogator, Faserkabel und
Befestigung des Faserkabels mit dem zu tiberwachenden Objekt bendtigt. Optional kdnnen im
Messaufbau Zuleitungen und optische Weichen installiert werden (Abb. 1).

Messfaser am Objekt

Zuleitung
R
- ... B

Optionaler Schleifenschluss

Abb. 1: Komponenten fiir einen VFOS. Bestehend aus Interrogator (Sende-, Empfang- und
Auswerteeinheit), Zuleitungen zum Messobjekt und kraftschliissig installierte Messfaser.

Genaue Temperaturmessungen werden mit speziellen Raman-Interrogatoren durchgefiihrt, die
nur Effekte messen, die aufgrund von Temperaturdnderungen auftreten. Mit Rayleigh- und
Brillouin-Interrogatoren werden mechanische und temperaturbedingte Anderungen gemeinsam
gemessen, sodass eine Trennung der Einfliisse im Nachhinein erfolgen muss. Typische
Methoden fiir diese Trennung sind das Messen mit einer am Objekt gekoppelten und einer
entkoppelten Faser oder einer mathematischen Korrektur der Dehnungswerte mit einer externen
Temperaturmessung. Rayleigh- und Brillouin-Interrogatoren unterschieden sich im praktischen
Einsatz in vier Punkten (DORING ET. AL. 2016, HARTOG 2017, NOTHER 2010):

e Der Notwendigkeit einer Schleife fiir prdzise Messungen
e Der maximalen Reichweite

e Der minimalen Aufldsung

e Der Dauer einer Messung

Am Markt verfiigbare Rayleigh-Interrogatoren kénnen ohne eine Kabelschleife hochgenaue
Messwerte mit einer typischen Auflosung von kleiner 1 cm und eine Reichweite von ca. 70 m
liefern. Brillouin-Interrogatoren ermoglichen eine langere Reichweite von mehr als 100 km, die
Messungen dauern jedoch ldnger und werden i.d.R. nur mit einer ortlichen Auflésung von
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50 cm durchgefiihrt (LIENHART ET. AL. 2021). Fiir genaueres Messen muss das Prinzip der
stimulierten Brillouinstreuung angewendet werden, sodass eine Schleifenanordnung des
Faserkabels obligatorisch ist (FIBRISTERRE SYSTEMS GMBH 2020).

3 Schwebeniiberwachungsmessungen

3.1 Planung, Installation und Messungen

Aufgrund von anstehenden bergbaulichen Arbeiten wird eine bestehende Strecke im Endlager
fiir radioaktive Abfille Morsleben kiinftig verstarkt genutzt. In einer Schwebe unterhalb dieser
Strecke wurde durch Radarmessungen ein linienformiger Reflektor festgestellt.
DieserReflektor wurde durch eine senkrechte Bohrung mit anschlieBender Videoendoskopie
als ungefahr horizontal verlaufender Riss bestdtigt. Zur Bewertung der Arbeitssicherheit wurde
die Bohrung anschlieend messtechnisch mit einem Mehrfach-Extensometer, sowie zwei
VFOS-Kabel ausgestattet und kraftschliissig verfiillt.

Aufgrund der geringen Streckenhohe, welche nur ca. der Hélfte der Bohrlochlénge entspricht,
konnte kein {ibliches Stangenextensometer genutzt werden. Die Sensorik musste iiber einen
ausreichend groBen zuldssigen Biegeradius verfiigen. Daher wurde ein flexibler
magnetostriktiver Sensor mit 12 Ankerpunkten sowie zwei flexible VFOS-Kabel verbaut.

Mithilfe des Extensometers wird die exakte Position und somit die Verschiebung iiber die Zeit
der 12 Messpunkte kontinuierlich beobachtet. Die Messpunkte haben dabei jeweils einen
Abstand von ca. 30 cm. Zusédtzlich wird mithilfe der Faseroptik die Dehnungsédnderung iiber
die gesamte Faserldnge entlang des Extensometers beobachtet (siche Abb. 2)

Abb. 2: Flexibles magnetostriktives Extensometer mit zwei Dehnungsfasern und Verfiillschlauch.

3.2 Auswertung und Bewertung

Anderungen in der Schwebe kénnen mit den VFOS nur relativ zu einer Nullepoche bestimmt
werden. Im optimalen Fall ist die Schwebe zum Zeitpunkt der Nullepoche intakt und Risse sind
nicht vorhanden. Im vorliegenden Fall ist die Schwebe schon vor dem Einbau des Faserkabels
beschidigt und eine potenzielle weitere Schidigung soll durch die Uberwachungsmessung
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beobachtet werden. Durch die Auswertung sollen neue Risse bzw. Auflockerungszonen
identifiziert sowie das Wachstum von bekannten Rissen quantifiziert werden. Das
Auswertungskonzept fiir diese Fragestellungen sieht vor, dass Dehnungsdnderungen zum
Einbauzustand des Kabels bestimmt werden. Die Linge des Faserkabels ist bei allen
Folgemessungen identisch, sodass die jeweiligen Epochendehnungen anhand der
Faserpositionen den  Nullepochendehnungen zugeordnet werden konnen. Eine
Temperaturkorrektur ist aufgrund der nahezu konstanten Temperatur in der Schwebe nicht
erforderlich. Die Dehnungsidnderung ist in Abb. 3 (links) fiir ein Faserkabel dargestellt. Die
Auswertung beginnt im festen Bereich der Schwebe bei etwa -1m, da durch die
Streckenauffahrung das Gebirge im oberen Bereich aufgelockert ist und hier Deformationen
auftreten, die nicht bewertet werden sollen.

—— Epoche 1 —— Epoche 1

Epoche 2 Epoche 2
—— Epoche 3 —— Epoche 3
—— Epoche 4 —— Epoche 4
—— Epoche 5 —— Epoche 5
—— Epoche 6 —— Epoche 6

gohrlochteufe [mm]

Bohrlochteufe [mm]
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Abb. 3: VFOS in einer Schwebe zur Uberwachung von moglichen Deformationen und Rissen.
Dehnungen und Stauchungen entlang der Messtrecke (links). Lingenidnderungen entlang der
Messstrecke (rechts). Gestrichelte Linie stellen die Unsicherheit der berechneten und
gemessen Werte dar.

In sechs Folgeepochen konnte festgestellt werden, dass der mittlere Schwebenbereich (-1 m bis
ca. -2,5 m) keine signifikanten Dehnungen oder Stauchungen aufweist. Im unteren Bereich der
Schwebe (-2,5 m bis -4 m) sind grofere Stauchungen bzw. Dehnungen -300 pm bis 400 um zu
beobachten. Das typische Muster fiir Risse ist erkennbar, sodass mehrere Risse bzw.
Auflockerungen in diesem Bereich zu erwarten sind. Diese Annahme deckt sich mit den
Beobachtungen der Videoendoskopie. Um die Léngenénderung der Schwebe zu bestimmen,
kann iiber die Faserldngen integriert werden. Die Langung der Schwebe ist in Abb. 3 (rechts)
dargestellt. Es ist zu beobachten, dass die Schwebe im betrachteten Bereich um 0,075 mm
langer geworden ist. Wird die Integration nur iiber eine Risszone durchgefiihrt, kann die
Risslingenidnderung bestimmt werden. Fiir den bestdtigten Riss (bei ca. -3 m) kann eine
Aufweitung von 0,02 mm/Jahr gemessen werden, was flir die Schwebe als unkritisch zu
bewerten ist.
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4 Schachtiiberwachungsmessungen

4.1 Konzepte und Zielgrof3en

Die Schiachte der BGE-Bergwerke sind mehrere Jahrzehnte in Betrieb und werden regelméBig
mit den jeweils aktuellen Methoden fiir die Schachtiiberwachung vermessen, beobachtet und
hinsichtlich der Standsicherheit bewertet. Die Methoden der Schachtiiberwachung werden
immer effizienter, genauer und zuverldssiger. Die bisherigen Methoden der Schacht-
tiberwachungsmessungen sehen eine Lotung in Kombination mit Konvergenzmessungen und
Nivellements vor. Fiir diese Vermessungsarbeiten sind die Schichte mehrere Wochen gesperrt
und eine Drosselung der Bewetterung ist notwendig. Dieses wird zukiinftig nicht mehr moglich
sein, sodass eine Methode entwickelt werden muss, mit der Schachtneigungen, Lingen-
anderungen und Verformungen von einzelnen Horizonten bestimmt werden kdnnen, ohne dass
ein Messtrupp im Schacht arbeitet und Lote eingesetzt werden.
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Abb. 4: Faserkabel (rot) fiir faseroptische Uberwachungsmessung werden an der Schachtwand vertikal
und in bestimmten Horizonten installiert. Die Faserkabel fiir Temperaturkorrektur (griin)
verlaufen parallel zu den vertikalen Dehnungsmesskabeln. Mit Laserdistanzsensoren werden
kurze vertikale Schachtabschnitte iiberwacht. Neigungen des Schachtes werden mit
faseroptischen Inklinometer gemessen.

Das neue Messkonzept nutzt primdr VFOS und wird durch Laserdistanzmessungen und
Neigungsmessungen ergdnzt. Grundlage fiir die Anwendung ist eine einmalige hochgenaue
tachymetrische Vermessung des Schachtes inkl. der Einmessung des Faserkabels. Die
Anordnung der Sensoren fiir das Messkonzept ist in Abb. 4 dargestellt.
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Die horizontale Verformung von diskreten Schachthorizonten wird mit zwei parallelen
Faserkabeln, die in einem Schlitz installiert sind, bestimmt. Die Teufenidnderungen werden
mittels der vier um 90° versetzten und vertikal im Schacht verlaufenden Faserkabel gemessen,
nachdem die Messwerte hohenméBig orientiert sind und eine Korrektur der temperatur-
abhéngigen Dehnung erfolgte. Die vertikalen Faserkabel werden zudem fiir die Berechnung
einer potenziellen Anderung der Schiefstellung verwendet. Zur Priifung der Messgroen und
zur Verbesserung der Deformationsmodelle werden die Distanzmessungen, Neigungs-
messungen und die Einmessung beriicksichtigt.

4.2 Installation und Temperaturversuch

In einem Vorversuch sollte die Machbarkeit und Auswertung fiir parallel verlegte Faserkabel
im Schachtquerschnitt nachgewiesen werden. Zur Installation der faseroptischen Messtechnik
wurde die Schachtwand beraubt und die Faserkabel einbaugerecht konfektioniert. Zusétzlich
wurden vor dem Einbau im Bereich der Messhorizonte Zielzeichen fiir eine Laserscanning-
Vermessung (Ist-Formbestimmung der Schachtwand) unterhalb und oberhalb der geplanten
Messhorizonte installiert. Die zwei Messhorizonte wurden mithilfe einer Mauernutfrdse mit
den Abmallen von ca. 55 mm (Tiefe) und ca. 14 mm (Ho6he) in die Schachtwand geschlitzt
(Abb. 5).

X s

Abb. 5: Geschlitztes Schachtmauerwerk (oben Messhorizont 1, unten Messhorizont 2).

Die Faserkabel wurden fiir den Einbau bereits im Labor vorbereitet. Die Vorbereitung umfasste
das Zuschneiden der Faserkabel auf die Linge des Schachtumfangs mit zusitzlichen zwei
Metern fiir die Zuleitung. Die Enden der Fasern wurden mit Steckern oder Terminalelementen
versehen. Die Fasern wurden meterweise mit einer Markierung versehen (Stecker = 0 m). Eine
Funktionspriifung der Fasern wurde vor der Instrumentierung in der Schachtwand durchgefiihrt.
Die installierten Faserkabel bestehen aus:

e Zwei Multi-Sensor-Kabel mit fester Geometrie (bestehend aus vier Fasern)

e Vier faseroptische Dehnungsmesskabel (bestehend aus einer Faser)

e Ein faseroptisches Temperaturmesskabel (bestehend aus mehreren entkoppelten
Fasern)

Zur Sicherstellung eines parallelen Einbaus der einzelnen Faserkabel wurden Abstandshalter
entwickelt, in welchen die Kabel befestigt wurden (Abb. 6). Die Abstandshalter wurden mittels
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eines FDM-Druckers hergestellt. Bei der Installation in den Messhorizonten wurde der
Verbundwerkstoff (Sika AnchorFix 3030) in den Schlitz eingebracht, die Abstandshalter samt
Faserkabel hineingedriickt und der Schlitz vollstindig mit dem Verbundwerksstoff verfiillt
(siche Abb. 7).

~

Abb. 6: Abstandshalter ~mit Faserkabel (v.o.n.u.. Multi-Sensor-Kabel, = Dehnmesskabel,
Temperaturmesskabel und Dehnmesskabel).

Abb.7: Messhorizont mit Abstandshalter, Faserkabel und Verbundwerkstoff.

Die erwarteten Deformationen im Schacht waren sehr gering. Aus diesem Grund wurde ein
Erwdrmungsversuch durchgefiihrt, um elastische Deformationen des Mauerwerks
hervorzurufen und diese mit dem faseroptischen Messsystem zu erfassen. Dazu wurden drei
elektrische Heizliifter im Schachtbereich der Messhorizonte aufgestellt, um eine Erhohung der
Lufttemperatur von maximal 5°C zu ermoéglichen. Die Lufttemperatur wurde im
Versuchszeitraum gemessen. Vor Beginn des Temperaturversuchs wurde eine Bezugsmessung
mit dem Optical Backscatter Reflectometer (OBR) an den Dehnungsfasern und mit einem
Raman-Interrogator an der Temperaturfaser durchgefiihrt. Die Folgemessung am Ende der
Erwiarmungsphase wird in gleicher Weise, wie die Nullmessung bzw. Bezugsmessung mit der
gleichen Hard- und Software durchgefiihrt. Somit stellt die Folgemessung die Verdnderungen
zur Nullmessung und Bezugsmessung dar, sodass eine elastische Deformation aufgrund der
Temperaturdnderung sichtbar wird.
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4.3 Auswertungen und Zwischenergebnisse

Die Schachtiiberwachungsmessungen werden in dhnlicher Art und Weise wie die Schweben-
iiberwachung ausgewertet. Auch hier wird eine Verdnderung zu einer Nullmessung bestimmt,
die lange Zeit nach der Auffahrung des Schachtes bzw. Grubenraumes liegt. Es werden somit
nur geringe Dehnungen erwartet. Die Nullepoche ist der Zustand des Schachtmauerwerks nach
der Installation der Faserkabel in beiden Messhorizonten. Anhand der Differenz zwischen der
Nullmessung und den Folgemessungen FM1 bis FM6 kdnnen Dehnungsénderungen fiir jeden
1 cm-Abschnitt entlang der Messfaser bestimmt werden. Fiir die Messungen wird nur der
sensitive Teil der Fasern ausgewertet, der eine Lénge von etwa 12,5 m hat. In Abb. 8 ist die
Dehnungsidnderungen fiir die Epochen exemplarisch anhand eines monolithischen Faserkabels
dargestellt. Die Dehnung wird mittels einer linearen Funktion und einem bekannten Faktor aus
Frequenzinderungen berechnet. Die Dehnung wird als origindre Messgrof3e betrachtet und hat
eine theoretische Messgenauigkeit von 5 pm/mm.

FM1
— M2
— M3
L, — M4
5 —— FM5
3 FM6

Position y [m]

T T T T T T T T
—4 -3 -2 -1 0 1 2 3
Position x [m]

Abb. 8: Dehnungen und Stauchungen (iiberhoht) entlang des Schachtumfangs gemessen mit einem
monolithischen Faserkabel. Ein vollstdndiger Ringschluss ist nicht mdglich.

Aus der Dehnung kann durch eine einfache Integration iiber die gesamte Linge die Lingen-
anderung bestimmt werden. Durch das Integrieren miissen fiir die Genauigkeitsberechnung der
Léngendnderungen die Genauigkeit der Segmentlingen und die der Dehnungsmessung
berticksichtigt werden. Dies kann z. B. mittels einer Varianz-Fortpflanzung erfolgen. Analog
zur Schwebeniiberwachung konnen theoretisch Risse im Schachtausbau tiberwacht werden. Im
Mauerwerk des Schachtes wurden seit Beginn der Messung keine neuen oder wachsenden Risse
mit dieser Methode erkannt. Eine visuelle Bewertung des Schachtmauerwerks ergab ebenfalls
keine neuen Risse.

In der Theorie kann aus den VFOS die Verformung von einzelnen Schachthorizonten in Form
einer Biegelinie dargestellt werden. Diese ZielgroBe wurde bei der bisherigen
Schachtiiberwachungsmessung bestimmt und fiir die Bewertung der Schichte verwendet.
Unterschiedliche Methoden und Ideen zur Bestimmung der Schachtverformung wurden in
(BARNEFSKE ET. AL. 2025) diskutiert. Eine effektive Methode ist in der Arbeit von
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(MONSBERGER & LIENHART 2021) beschrieben und wurde fiir die Versuchsdaten angewendet.
Diese setzt voraus, dass Dehnungsmessungen mit zwei parallelen Fasern durchgefiihrt werden
und daraus die Berechnung der Kriimmung erfolgt. Das zweifache Integrieren der Kriimmung
filhrt zum Biegungsverlauf, der gleich der Schachtverformung ist. Die Bestimmung des
Biegeverlaufs kann nur durch eine doppelte Integration der Kriimmung und mit Annahmen {iber
den Verlauf bestimmt werden. Fiir fiinf Epochen ist der bestimmte Biegeverlauf in Abb. 9
dargestellt. Dieser Verlauf ist abhéngig von den Bedingungen am Start- und Endpunkt, die
aktuell nur geschétzt werden.

Biegungsverlauf

Biegung [mm]

Umfangspostion [m]

e Fpche 1 Epoche 2 Epoche 3 Epoche 4 e====Fpoche5

Abb. 9: Aus den VFOS-Messungen abgeleitete Biegung fiir jeden Ort entlang der Faser. Als
zusitzliche Annahme gilt: Start- und Endpunkt sind unbeweglich.

Da die doppelte Integration ein hohes Mal3 an Unsicherheit mit sich bringt und die Annahmen
iiber die Rahmenbedingungen in unserem praktischen Versuch nicht sicher bestimmt werden
konnen, kann fiir die geringen Anderungen im Schacht mit den aktuellen Methoden kein
verldsslicher Biegeverlauf berechnet werden. Um die VFOS als neues Werkzeug fiir die
Schachtiiberwachungsmessung anwenden zu konnen, werden der Messaufbau und die
Auswertemethode in einem anstehenden Experiment weiter optimiert, sodass die Rahmen-
bedingungen bestimmt sind.

5 Fazit und Ausblick

Bisher werden VFOS zur Uberwachung bestehender untertigiger Bauwerke bei der BGE
eingesetzt. Bei der Installation von VFOS-Kabeln in einem Bohrloch gemeinsam mit einem
Extensometer zur Uberwachung einer Schwebe konnen aufgrund der hohen Messauflésung
entlang des Faserkabels sich 6ffnende Risse sicher erkannt und die zeitliche Rissentwicklung
zwischen den einzelnen Messepochen iiberwacht werden. Die abgeleitete Rissoffnungsrate
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betrdgt hierbei ca. 0,02mm/Jahr. Da in diesem Grubenbereich ein sehr gleichformiges
Temperaturfeld besteht, sind hier temperaturinduzierte Einfliisse ausgeschlossen.

Die vergleichsweise gro3e Flexibilitit der Faserkabel und der geringe erforderliche Platzbedarf
in Kombination mit der hohen Messauflésung fiir Dehnungen in Richtung des Faserkabels
erweitern die Einsatzmdglichkeiten fiir Verformungsmessungen in der Geotechnik.

Der Vorversuch fiir Schachtiiberwachungsmessungen hat gezeigt, dass es moglich ist, aus zwei
parallel verlegten Faserkabeln mittels Riickrechnung die Kriimmung abzuleiten und hieraus den
Biegungsverlauf zu bestimmen. Im hier beschriebenen Versuch konnte kein vollstindiger
Ringschluss mit den Faserkabeln hergestellt werden, so dass fiir die mathematische
Riickrechnung jeweils Annahmen zu treffen waren, die sich in der Genauigkeit des Ergebnisses
zeigen. Aktuell laufen hierzu weitere Untersuchungen mit Instrumentierungen im vollstindigen
Ringschluss.
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1 Projektbeschreibung

Die Strecke Salzburg-Villach, auch als Tauernstrecke bezeichnet, ist neben der Brennerachse
die wichtigste Osterreichische alpenquerende Bahnachse und damit eine Hauptachse des
Alpentransits (MORITZ et al., 2024). Sie verbindet Salzburg mit Villach, der zentrale Abschnitt
ist ca. 80 km lang und liegt zwischen Schwarzach St. Veit und Spittal-Millstittersee. Der
Tauerntunnel durchféhrt das Tauernmassiv und stellt {iber die Bahnhofe Bockstein im Norden
und Mallnitz im Siiden eine direkte Verbindung zwischen den Bundeslindern Salzburg und
Kérnten dar (Abb.1).

O Schwarzach-St. Veit

Loifarn

O Dorfgastein

O Bad Hofgastein

Q) 8ad Gastein

Q Bockstein

\

O Mallnitz-Obervelach

Kolbnitz

Q

Muhldorf-Mollbriicke
Q

O Pusamitz

Spittal-
Millstattersee

Abb. 1: a) Ubersicht der Tauernstrecke im Abschnitt Schwarzach St. Veit und Spittal-Millstittersee
(OBB Infrastruktur AG) b) Tauerntunnel Juni 2025, 3 Wochen vor Wiedereréffnung (VSP
Stolitzka & Partner)

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitdt Graz
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Mit dem Bau der Strecke wurde 1901 begonnen und 1905 die Nordrampe bis Bad Gastein
erdffnet. Der Durchschlag des Tauerntunnels erfolgte 1907 und zwei Jahre spéter, im
September 1909, wurde der restliche Abschnitt Bad Gastein-Tauerntunnel-Spittal-
Millstéttersee eroffnet. Die Strecke wurde, mit Ausnahme des Tauerntunnels, eingleisig
errichtet.

Der Tauerntunnel wurde nach 7.5-jdhriger Bauzeit Anfang 1909 fertiggestellt und hatte
urspriinglich eine Lédnge von 8550 m. Im Rahmen der Mafinahme 2001 bis 2003 wurde im Zuge
einer Optimierung der Sicherheitseinrichtungen und Verbesserung der Linienfiihrung im
Bahnhof Bockstein der Tunnel um 179 m verkiirzt, der nun eine Linge von 8371 m aufweist.

Es erfolgten in den letzten Jahrzehnten umfangreiche AusbaumalBBnahmen zur Erh6hung der
Streckenkapazitit, des Lichtraums und der Streckengeschwindigkeit. Aktuell ist die Strecke auf
ca. 68 km zweigleisig ausgebaut und mit bis zu 130 km/h befahrbar.

Verkehrlich hat die Strecke seit Dezember 2025 (mit Inbetriebnahme der Koralmbahn) einen
noch hoheren Stellenwert: sie verbindet im Personenfernverkehr nicht nur Salzburg mit Villach,
sondern nun auch Graz iiber Villach mit Salzburg. Seit letztem Fahrplanwechsel verkehren die
Fernverkehrsziige im Stundentakt. Dazu kommen der alpeniiberquerende Giiterverkehr und im
Abschnitt Bockstein — Mallnitz auch die Autoverladeziige der Tauernschleuse.

Aufgrund der Wichtigkeit der Strecke ergeben sich hohe Anforderungen an die Verfiigbarkeit
der Bahnanlagen. Vor allem der ca. 115 Jahre alte Tauerntunnel wurde in den letzten
Jahrzehnten mehrfach saniert und durch Einbau einer Festen Fahrbahn auf den aktuellen Stand
der Technik gebracht.

Zur Gewihrleistung der hohen Anlagenverfiigbarkeit und aufgrund seines engen Querschnittes
sind weitere BaumaBnahmen im Tauerntunnel notwendig:

e Erneuerung der Festen Fahrbahn auf ca. 4,2 km Gleisldnge

e Erneuerung der Schienen und Befestigungen (Stiitzpunkttausch) der restlichen
Bereiche der Festen Fahrbahn

e Sanierung des Tunnelgewdlbes in ausgewdéhlten Bereichen zur Wiederherstellung
ausreichender Tragfahigkeit, Gebrauchstauglichkeit und Dauerhaftigkeit

e Bauliche Anpassungen bei Nischen und Kabeltrogen

e  Erneuerung der Oberleitung durch Einbau einer Deckenstromschiene statt eines
Kettenwerks

e Erneuerung der Leit-/Sicherungstechnik und der Energietechnik samt beleuchtetem
Handlauf (inklusive Erneuerung der 110 kV Verkabelung im Tunnel)

e Erneuerung der Telematik-Ausriistung (inklusive Ausstattung mit 6ffentlichem
Mobilfunk)

Dariiber hinaus sind auch BaumafBnahmen an der weiteren Strecke notwendig wie z.B.:

e Bahnhofsumbauten Dorfgastein, Bad Hofgastein, Bad Gastein
e Sanierungen von Viadukten, Lirmschutzwénden, Mauern und Durchldssen im
Streckenabschnitt zwischen Bad Hofgastein und Bad Gastein
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Diese umfangreichen Baumafinahmen, die mehrmonatige Streckensperren bedingen, werden in
zwei Etappen durchgefiihrt. Die erste Etappe war von Dezember 2024 bis Juli 2025, die zweite
Etappe ist fiir 2027 geplant. Auf Grund der sehr knapp bemessenen Sperrdauern miissen die
einzelnen Arbeiten so weit als moglich parallel ausgefiihrt werden.

2 Anforderungen an die Vermessung

Fiir die generelle Umsetzung dieser BaumaBnahmen zeichnet sich die OBB-Infrastruktur AG
verantwortlich. Diese tritt gegeniiber ihren Auftragnehmern (AN) fiir Bau- und
Dienstleistungen als Auftraggeber (AG) auf. Die Themen der Vermessung werden vom AG
durch die interne Bautechnik-Fachabteilung ,,Vermessung & Geoinformation“ (BT-VG)
abgewickelt (MEYER et al., 2023).

Es ergeben sich die folgenden vermessungstechnischen Anforderungen:

e  Erstellung des Festpunktfeldes

e  Erstellung der Planungsgrundlagen

e Baubegleitende Vermessungen: Kontrollvermessungen,
Uberwachungsvermessungen und Absteckungen

e Technische Endabnahme vor Betriebsaufnahme

e Technische Endvermessung

Der AG beauftragt die Vermessungsleistungen zur Erstellung des Festpunktfeldes und der
Planungsgrundlagen, zur Uberwachungsvermessung (geotechnische Messungen), zur
Kontrollvermessung sowie nach Baufertigstellung zur Durchfiihrung der technischen
Endvermessung (Bestandsvermessung nach Bau). Fiir Bauleistungen die durch die OBB-
Infrastruktur AG in Eigenverantwortung durchgefiihrt werden (z.B. Errichtung
Deckenstromschiene, Erneuerung der Leit-/Sicherungstechnik und der Energietechnik) werden
durch die AG Vermessung auch Absteckungen durchgefiihrt.

Fiir die vertragsgemifB3e Durchfiihrung der Baumafnahmen inkl. der dafiir notwendigen Ver-
messungsarbeiten ist der beauftrage Bauunternehmer (AN Bau) verantwortlich. Fiir die
Umsetzung dieser Vermessungen wird vom AN Bau eine AN Bauvermessung beauftragt.
Dieser bekommt das Festpunktfeld vom AG iibergeben. In den Aufgabenbereich der AN
Bauvermessung fallen die Absteckungen und Maschinensteuerungen sowie genau definierte
Kontrollvermessungen (z.B. bei Errichtung der Festen Fahrbahn).

Die Erstellung des Festpunktfeldes erfolgt dabei nach den Vorgaben des OBB Regelwerks
17.01.01 (OBB-INFRASTRUKTUR AG, 2025) mittels klassischer tachymetrischer Polygonzugs-
und Netzmessung samt GNSS-RTK-Messungen im System infraBRASTER (FLECKL-ERNST et
al., 2023). Die Realisierung der Festpunkte erfolgt dabei als (Gleis-) Vermarkungspunkte (Abb.
2) und als Polygonpunkte (Diibelbolzenpunkte, Messnédgel udgl.). Die Genauigkeitsklassen
nach DIN 18710-2: 2010 sind dabei L4 und H4.

Fiir die Bestandsvermessungen (Planungsgrundlage und technische Endvermessung) gelten die
Vorgaben nach Objektfotokatalog (OBB-INFRASTRUKTUR AG, 2025). Darin sind alle
aufzunehmenden Objekte beschrieben, mit Fotos visualisiert (Abb. 2) und mit der
Genauigkeitsklasse nach DIN 18710-2: 2010 definiert.
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Ausnahme Bezugspunkt Tirol und
Vorarlberq:

Bezugspunkt fir eckige Mastbolzen ist die
AuRenkante der Sechskantschraube!

Abb. 2: Objektfotokatalog mit dem Beispiel eines Vermarkungspunktes (OBB-Infrastruktur AG)

Die digitale Einarbeitung der Bestandsvermessungen (bearbeiten, erstellen und verwalten)
erfolgt in die OBB interne Applikation infraPLAN. Diese Applikation besteht aus einem Editor
(rmDATA GeoDesktop) samt einer dahinterliegenden Geodatenbank, wird zentral {iber die
OBB-Infrastruktur AG bereitgestellt und ist iiber einen Citrix-Server zuginglich.

Die Kontrollvermessungen der Festen Fahrbahn werden beim Tauerntunnel von der AN
Bauvermessung (Nachweis von Referenzen erforderlich) und von der AG Vermessung
redundant durchgefiihrt. Dabei sind die Vorgaben nach OBB Regelwerk 07.07 (OBB-
INFRASTRUKTUR AG, 2015) einzuhalten. Dieses Regelwerk beinhaltet zum Beispiel eine
zuldssige absolute Fehllage und Fehlhohe von +/- 5 mm in Bezug zum Vermarkungspunkt
sowie eine zuléssige relative Fehllage und Fehlhohe in Bezug zu einer 20 m Wandersehne von
+/- 2 mm (Pfeilhohenfehler).

Die Durchfiihrung von Uberwachungsvermessungen ist bei der Sanierung des Tauerntunnels
im Bereich des Nordportals notwendig. Nach Auftreten von Rissen werden dort schon seit 2018
iiber einen Bereich von ca. 50 m 3D-Verschiebungsmessungen durchgefiihrt und 4 Fisurometer
installiert (MORITZ et al., 2024). Aufgrund von groBen Verschiebungen (Firstsetzungen von bis
zu 37 mm) wurden 2023 Sanierungsmalinahmen gesetzt. Im Zuge der BaumaBnahmen in
Etappe 1 sind in diesem Bereich geotechnische Messungen untertage und obertage
(Uberlagerung von ca. 20m) durchzufiihren (Abb. 3).
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Abb. 3: Lingenschnitt der Messquerschnitte im Bereich Tauerntunnel Nordportal (OBB-Infrastruktur

AG)

Fiir die Durchfiithrung der AG Vermessungen in der Bauphase Tauerntunnel und Bahnhof Bad
Gastein hat der AG in einem Vergabeverfahren mit erweiterten Referenzen im Rahmen eines
Priifsystems das Ziviltechnikerbiiro VSP Stolitzka & Partner Ziviltechniker GmbH beauftragt.

Auf Grund der sehr knapp bemessenen Sperrendauern sind die Anforderungen an die
Vermessungsarbeiten besonders hoch, vor allem was die Qualitdt aber auch die Lieferzeit von
Kontrollvermessungsergebnissen betrifft.

3 Planungsphase

Als Grundlage fiir die geplanten Bau- und SanierungsmafBinahmen wurden prézise Geodaten
und Planungsgrundlagen benoétigt. Aus verschiedenen vorhergehenden Vermessungen waren
Daten unterschiedlicher Qualitdt und unterschiedlichen Umfangs vorhanden. Aufgrund der
kurzen Bauzeit, des Alters der vorhandenen Grundlagen und der engen Platzverhéltnisse wurde
seitens des AG eine komplette Neuvermessung des Tunnels in Auftrag gegeben.

Dies umfasste:

Vermarkung und Einmessung des Festpunktfelds (OBB Regelwerk 17.01.01)
Durchfiihrung eines Tunnelscans

Flachige Aufnahme der Tunnelschale in Echtfarbe

Vermessung der Bestandsgleislage

Erstellung eines Bestandsvermessungsplans

Wihrend der SanierungsmafBnahmen 2023 war der Tunnel fiir 5 Wochen gesperrt. In dieser Zeit
konnten die nétigen Netzmessungen, Tunnelscans und flachigen Fotoaufnahmen durchgefiihrt
werden. Als Endergebnis wurde ein Bestandsvermessungsplan (gemafl Objektfotokatalog und
infraPLAN) des gesamten Tunnels, ein dazu gehoriges Festpunktfeld (Qualitit Feste
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Fahrbahn), eine hochauflosende Punktwolke und Orthobilder der Tunnelinnenschale zur
weiteren Planung iibergeben.

3.1 Netzmessung und Netzlagerung

Als  Grundkonfiguration der Netzmessung wurde ein doppelt verschrinkter
Prézisionspolygonzug in 2 Sitzen mit Einbindung von je zwei Standpunkten nach vor und
zuriick beobachtet. Mit einem Stativabstand von ca. 100m und einem Vermarkungspunkt (VP)
Abstand von ca. 50m wurde jeder Vermarkungspunkt von drei Standpunkten aus eingemessen.
Zusétzlich zu den vorhandenen Vermarkungspunkten wurden alle 100m an der linken und
rechten Ulme Diibelbolzenpunkte versetzt und eingemessen.

Um die Genauigkeitsanforderungen (nach OBB Regelwerk) in Messung und Auswertung
erreichen zu konnen, wurde Instrumentarium laut Tabelle 1 verwendet.

Tabelle 1: Vermessungsinstrumente der Netzmessung
Instrument Spezifikation
Leica TS30 Hz, V Standardabweichung 0,5 (0,15 mgon)
(Priifprotokoll Ableseaufldsung 0,01 (0,01 mgon)
<1 Jahr) Streckengenauigkeit +/- 0,6 mm + 1 ppm

Automatische Zielerfassung (ATR)
Zwangszentrierung mit iiberpriiften Theodolit-Untersétzen und

Prézisionsprismen
Barometer/ Temperatur und Luftdruckmessung zur Berticksichtigung der
Thermometer atmosphérischen Einfliisse

Vermarkungspunkte | Bestiickung der VP mit Prazisionsadaptern entsprechend Standard
Vermessung Feste Fahrbahn

Adapter mit Zielh6éhe 0.070m

Koordinatenbezug (Y|X[H): laut OBB Regelwerk
Diibelbolzenpunkte | Bestiickung mit Prézisionsprismen entsprechend Standard Tunnelbau
Diibel mit 8 mm Innengewinde (Gdécke 11R2-30W)

Prismenaufnahme mit Sollbruchstelle (Gocke 46-VA-MS, Lange
0.024 m)

Prézisionsprisma (Gocke 46-MP, Kippachse 0.086 m)
Koordinatenbezug (Y|X|H): Prismenzentrum

Nach Abschluss der Netzmessungen erfolgte die Auswertung in Netzausgleichen getrennt nach
Lage und Hohe in den folgenden Berechnungsschritten.

e Satzausgleich der einzelnen Standpunkte

e freie Ausgleichung zur Priifung der Qualitit der Messungen

e weich gelagerte Ausgleichung auf Basis der Koordinaten der Vermarkungspunkte
im Tunnel (Einfithrung der Koordinaten der VP als Beobachtungen)
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e Transformation des Tunnelsystems in das System der Portalnetze liber
Langs/Quer/Hohenverschiebungen entlang der Gleisachse

e weich gelagerte Ausgleichung auf Basis der transformierten Vermarkungspunkte
Gleis 1 im Tunnel

Durch diese Vorgehensweise wurde der Tunnel an die Festpunktfelder auB3erhalb des Tunnels
eingepasst, da diese bereits bestehende Systeme bildeten und im Zuge der Neuausgleichung des
Tunnelsystems nicht verdndert werden sollten. Dennoch konnte die hohe innere Genauigkeit
der Netzmessung behalten werden, da die Ausgleichung auf Basis der transformierten
Vermarkungspunkte im Tunnel erfolgte. Die Verschiebung in der Station erzeugt einen
zusdtzlichen Projektmalistab von 10ppm, welcher im geraden Tunnel keine weitere
Querverschiebung verursacht.

In der Auswertung wurden die erforderlichen Reduktionen und Korrekturen entsprechend der
definierten Netzlagerung beriicksichtigt (Temperatur & Luftdruck 40 ppm, Hohenreduktion -
190 ppm, Projektive Reduktion (M31) O ppm, NetzmaBstab 10 ppm, resultierend aus dem
Anschluss an die Portalnetze)

Die resultierenden Festpunktkoordinaten wurden iinfraPLAN eingearbeitet und fiir die
folgenden Arbeiten inkl. ausfiihrlichem Technischen Bericht iibergeben. Die geforderte
Genauigkeit von +/- 2 mm in der Lage und +/- 1 mm in der H6he (mittlere Fehler der
Koordinaten a-posteriori) wurde fiir alle Festpunkte erreicht (siche Abb. 4).

Mittlere Fehler der Festpunktkoordinaten
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Abb. 4: mittlerer Punktlagefehler der Festpunktkoordinaten (1 Sigma) — Ausgleich auf Basis der
transformierten Vermarkungspunkte Gleis 1 (VSP Stolitzka & Partner)

3.2 Tunnelscan

Direkt im Anschluss an die Netzmessung wurde eine terrestrische Scanaufnahme des gesamten
Tunnels inkl. vollflachiger Bildaufnahme mittels Kamerabefahrung durchgefiihrt. Aus der
Scanpunktwolke (referenziert im neuen Festpunktfeld) wurde ein vollstindiger
Bestandsvermessungsplan laut Objektfotokatalog erzeugt und in infraPLAN eingearbeitet.
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Mit den Fotoaufnahmen wurde photogrammetrisch ein Echtfarbmodell der Tunneloberfléche
(Vermaschung auf Basis der ca. 5x5 mm? Scanpunktwolke) erzeugt. Dieses wurde iiber einen
angepassten Zylinder als Orthobild mit einer Auflosung von Ipx/mm abgewickelt (siche
Abb. 5).

Abb. 5: a) Orthobild der Tunneloberfliche — Ausschnitt Plandarstellung, b) Vergroflerung ca. 1.5 m
Tunneloberfliche (VSP Stolitzka & Partner)

4 Bauphase

Die Leistungen der AG Vermessung wihrend der Bauphase Etappe 1 umfassen (mehrmals)
tdgliche geotechnische Uberwachungsvermessungen, Kontrollvermessungen, Festpunktfeld
Erginzungen, Absteckungen fiir OBB Bauleistungen und Schlussvermessungen.

In der Zeit der Komplettsperre des Tunnels war jeweils mindestens ein Vermessungsteam
bestehend aus Leiter Geotechnische Messungen bzw. StV. Leiter Geotechnische Messungen
und zumindest einem weiteren Techniker vor Ort.
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4.1 Uberwachungsvermessungen

Wihrend der Sanierung der Tunnelinnenschale fiir die Blocke 26 (Portalblock) bis 52 wurden
tédgliche Geotechnische 3D Verschiebungsmessungen unter- und obertage durchgefiihrt. In der
ersten Phase wurden die bestehenden Messpunkte der vorhergehenden Setzungsmessung seit
2018 weitergefiihrt. Diese bestanden aus Diibelbolzen in der Innenschale und Messpfeilern
Obertage iiber dem Tunnel. Zusétzlich wurden Messquerschnitte mittels versenkten
Konvergenzmessbolzen in der AuBlenschale (Kernbohrung durch die Bestandsinnenschale)
vermarkt und weitere Messpfeiler obertage hergestellt. Dies erlaubte die Messung von
Verformungen des dulleren Gewolbes wiahrend des Abbruchs der Innenschale. Bei Aufbringung
der neuen Innenschale wurden Konvergenzmessbolzen direkt eingebaut und null gemessen. Die
Ergebnisse der Vermessung wurden als Zeit-Verschiebungsdiagramme bzw. als Profilplots vor
der tiglichen Geotechnik-Viertelstunde verteilt und gemeinsam mit Geotechniker, AG, AN und
OBA interpretiert.

Wihrend der Zeit des Weihnachtsabgangs von 23. bis 26.12.2025 wurde die Baustelle
eingestellt. Ab 27.12 wurden die Arbeiten im Tunnel fortgesetzt und fithrten am 29.12. um ca.
12 Uhr zum Komplettverbruch des Blocks 28 (2 Blocke nach dem Nordportal). Direkt iiber
dem betroffenen Block war ein Obertage-Messpfeiler angeordnet, der beginnend mit der
Messung vom 18.12. eine Setzung von ca. 30 mm zeigte, dann fiir 11 Tage keine signifikante
Bewegung aufwies und am 29.12 bei der Messung um ca. 9 Uhr eine Verschiebung um weitere
36 mm zeigte.

In Abbildung 6 sind die vertikale Verschiebung der Messpfeiler Obertage iiber Block 28
(Nullmessung Oktober 2024) und die vertikale Verschiebung der Messpunkte des
Messquerschnitts in Block 27 (Nullmessung 23.12.2024) dargestellt.

4.2 Tunnelbau und Netzverdichtung

Im Zuge der Sanierung bzw. Neuherstellung der Tunnelinnenschale wurden abschnittsweise
die vorhandenen Festpunkte zerstort. Dies erforderte kontinuierliche Netzmessungen und
Netzverdichtungen tiber die gesamte Phase des Tunnelbaus.

Nachlaufend zur Herstellung der neuen Innenschale wurde diese mittels terrestrischem
Laserscanner dokumentiert und gegen die Soll Geometrie gepriift. Uberprofile (zu geringer
Betonauftrag) bzw. Unterprofile (Lichtraumeinschrinkungen) wurden auf Basis der
Auswertungen korrigiert und im Zuge der abschlieBenden Lichtraumscans bestétigt.

Direkt im Anschluss an das Ende des Tunnelbaus wurde im Bereich der neu herzustellenden
Festen Fahrbahn iiber eine Linge von ca. 4 km eine Netzmessung wie unter 3.1 beschrieben
durchgefiihrt und innerhalb weniger Tage nach der Messung an die Projektbeteiligten geliefert.

Seitens AN Bauvermessung war laut Vermessungskonzept zur Vermessung zur Herstellung der
Festen Fahrbahn das iibergebene Festpunktfeld vor Verwendung zu priifen. Die Priifung
erfolgte wiederum als unabhidngige Prézisionsnetzmessung durch die AN Bauvermessung,
welche die Koordinaten der libergebenen Festpunkte bestétigte.
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Abb. 6: a) Vertikale Zeit-Verschiebungsdiagramme Obertage (iiber Block 28), b) Verbruch Block 28,
29.12.2024 ca. 12 Uhr, c) Vertikale Zeit-Verschiebungsdiagramme Untertage (Block 27)
29.12.2024 - 9 Uhr (VSP Stolitzka & Partner)
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4.3 Kontrollvermessungen

Vermessung Feste Fahrbahn

Die Herstellung der neuen Festen Fahrbahn auf einer Linge von ca. 4 km erfolgte in mehreren
Arbeitsschritten:

e Vorbereitung des Gleisrostes (Schwellen + Schiene)

e  Grobrichten auf Basis geoditischer Absteckpunkte

e Geoditisches Feinrichten des Gleises, Kontrolle vor Betonage (Betonierfreigabe)
e Betonage

e Kontrollvermessung nach Betonage (bei Bedarf Korrektur - ,,Platteln®)

e  Schlussschweillen und Kontrollvermessung nach Schlussschweif3en

Die AG Vermessung beschriankt sich, bis auf die abschlieBende Kontrollvermessung auf
stichprobenartige Kontrollvermessungen bei den einzelnen Schritten. Im vorliegenden Projekt
wurde die Gleislage an jedem Schienenbefestigungsstiitzpunkt gemessen, um allenfalls nétige
Korrekturmafinahmen exakt auswerten zu konnen. Nach Abschluss der Arbeiten (Betonieren,
Korrigieren und Schlussschweiflen) wurde eine Abschlussmessung durchgefiihrt.

Die Ergebnisse sind in Abbildung 7 dargestellt. Die Fehllage bzw. Fehlhohe aller gemessenen

Stiitzpunkte liegt deutlich innerhalb der Toleranz, knapp 90% sogar innerhalb von +1 mm zur
Sollgeometrie.
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Abb. 7: Ergebnisse der Kontrollvermessung der Gleislage nach Schlussschwei3en im Bereich der neu
hergestellten Festen Fahrbahn (VSP Stolitzka & Partner)

Lichtraumkontrolle

Nach Abschluss der Arbeiten und vor Betriebsaufnahme war sicherzustellen, dass das
Lichtraumprofil von Einbauten bzw. Bauwerk freigehalten ist. Dazu wurde ein Lichtraumscan

mittels Gedo IMS-SCAN System durchgefiihrt und auf Basis der Vermarkungspunkte im
Tunnel georeferenziert.
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Tabelle 4:

Vermessungsinstrumente Lichtraumscan, Spezifikation 1t. Hersteller

Instrument

Spezifikation

GEDO
IMS-SCAN

Relative Genauigkeit Scanner 2 mm

Relative Genauigkeit Scanpunkte <5 mm
(bis zu 7 m Entfernung zur Gleisachse)

Auflosung in Stationierungsrichtung < 50 mm

Auflésung in der Profilebene < 5 mm

Messdauer ca. 5.5h fir 8.3 km Gleis

(im aktuellen Projekt, inkl. direkter Abstimmung mit allen anderen
Auftragnehmern im Tunnel)

Auswertung

Auswertedauer flir 2* 8.3km
6 Kalendertage inkl. Bericht, Tabellarische Auflistung und
Profildarstellung der Einschrankung

Fiir die Lichtraumpriifung wurde das Lichtraumprofil auf Gleis 1 bzw. Gleis 2 entlang der
gemessenen [ST-Gleisachse durch die Punktwolke geschoben. Kollisionen (Unterschreitungen
der Mindestabstinde) wurden in der Punktwolke eingefirbt und in tabellarischer Form
iibergeben. Zusitzlich wurde fiir jede Lichtraumunterschreitung eine Profilgrafik mit
BemaBung und ein Screenshot aus der 3D-Ansicht der Punktwolke mit eingeférbter Kollision
iibergeben (siche Abbildung 8). Die dokumentierten Kollisionen wurden wenige Tage nach der
Aufnahme laufend iibergeben, die erste komplette Priifung wurde nach 6 Kalendertagen

ubermittelt.

Punkte gemessen am:

19.06.2025

Anmerkungen:

Messpunkte +-0.5m zur
angegebenen Stationierung
Auswertung auf Ist Gleisachse

¥

Profilgrafik

Blick in Kilometrierungsrichtung

Abb. 8: a) Lichtraumkontrolle — Profilgrafik mit Lichtraumkollision, b) Screenshot aus der
Scanpunktwolke mit Lichtraumprofil und Kollision (VSP Stolitzka & Partner)

Die zustindigen Fachdienste / Auftragnehmer hatten so die Moglichkeit noch vor
Betriebsaufnahme alle Lichtraumeinschrinkungen zu beseitigen, entweder auf Basis der
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Geometrieinformation aus den Profilgrafiken oder mit geodatischer Absteckung des Soll
Lichtraums im betroffenen Profil.

4.4 Absteckungen

Fiir die Herstellung der Deckenstromschiene wurden direkt an der Tunnelfirste die Zentren von
1414 Stiitzpunkten fiir beide Gleise abgesteckt. Aullerdem wurde die exakte Lage von liber 500
Fluchtwegtafeln markiert. Einen Sonderfall stellten die 20 Signale pro Gleis dar. Fiir diese
wurde die Innenschale exakt geplant, entweder bei der Neuherstellung oder durch ausfriasen der
Bestandsinnenschale. Um die Sichtbarkeit der in diesen neuen Nischen situierten Signale zu
gewihrleisten, wurden bis zu 30 m lange Sichtkeile in die Tunnelschale gefrast. Diese wurden,
wie die iibrige sanierte Tunnelinnenschale, direkt nach der Herstellung mittels terrestrischem
Laserscan vermessen und als Profil/ Flachenplot ausgewertet. Zur Montage der Signale wurden
Bezugspunkte an der Innenschale vermarkt. Zur Feinjustierung von Signalen die bei der
Lichtraumpriifung noch Lichtraumverletzungen verursachten, wurde das Lichtraumprofil
direkt per Tachymeter am Signal abgesteckt.

4.5 Technische Endvermessung

Nach Betriebsaufnahme wurde der gesamte Tunnel durch einen AN der OBB mittels
gleisgebundenem Laserscannings und photogrammetrischer Aufnahme aufgenommen. Dabei
wurde jedes Gleis einmal befahren und aufgenommen. Aus der resultierenden Punktwolke wird
ein neuer Vermessungsbestandsplan laut Objektfotokatalog erzeugt und in infraPLAN
eingearbeitet.
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Kurzfassung

Automatisierte  Uberwachungsmessungen im urbanen Gebiet bringen komplexe
Herausforderungen mit sich und erreichen bei Grof3projekten oftmals die Grenzen des Stands
der Technik. Dieser Beitrag behandelt die Planung und Realisierung eines automatischen
Monitoringsystems fiir ein Briickenbauwerk innerhalb der im Rahmen von Stuttgart 21 neu
errichteten Bahnsteighalle des Hauptbahnhofs Stuttgart. Die Briickenkonstruktion wurde nur
wenige Zentimeter iiber dem bestehenden S-Bahn-Tunnel errichtet, weshalb eine
konventionelle visuelle Inspektion nicht moglich und stattdessen ein permanentes Monitoring
erforderlich ist. Eine Kombination aus automatischen Totalstationen, verteilten faseroptischen
Sensoren und Sensoren zur Messung der Schallemission soll daher in Zukunft eine
gesamtheitliche Betrachtung des Strukturverhaltens im Betrieb gewéhrleisten.

Eine besondere Herausforderung bei der Planung des Uberwachungssystems stellte die
komplexe Geometrie der Bahnsteighalle dar, wobei zusdtzlich zahlreiche Einbauten
beriicksichtigt sowie die endgiiltige Position der Totalstationen (Bohrungen der Aufhidngung)
und die Prismenpositionen mit sehr geringen Toleranzen bereits vor Baubeginn vor Ort
definiert werden mussten. Infolge dessen wurde die Planung und Simulation der Totalstationen
auf Basis der 3D Planungsdaten géinzlich in einer virtuellen 3D Umgebung unter Zuhilfenahme
von Virtual Reality (VR) mit Fokus auf Validierung der Sichtachsen, Kontrolle der
Offnungswinkel bei einfallenden Visierlinien bei Prismen und Vermeidung von
Mehrdeutigkeiten im Suchfeld der automatischen Anzielung durchgefiihrt. Neben diesen
Aspekten thematisiert dieser Beitrag die Erkenntnisse aus der Installation und einer
mehrwochigen Testphase des Systems. Diese zeigen die Herausforderungen in der
baubetrieblichen Umsetzung, demonstrieren jedoch auch die hohe wiederholbare Genauigkeit
des realisierten Systems.

1 Einleitung & Motivation

Zur Querung des bestehenden S-Bahn-Tunnels wurde fiir die S21-Bahnsteighalle im
Bauabschnitt BA11 eine vorgespannte Briickenkonstruktion in Bahnhofslangsrichtung geplant.
Das Briickentragwerk griindet seitlich beidseitig mit neu errichteten Bohrpfahlwinden und ist
im Endzustand mit den benachbarten Bodenplatten sowie iiber die Kelchstiitzen mit dem
Schalendach verbunden (Abb. 1). Der Uberbau mit einer Spannweite von etwa 30 m wird durch

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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sein Eigengewicht, die beiden Kelchstiitzen K23 und K24 des Schalendaches sowie den
Eisenbahnverkehr belastet. Im Zuge der Bauphase, also auch wihrend der Spannvorgénge, ist
die monolithische Verbindung zur angrenzenden Bodenplatte jedoch noch nicht hergestellt.

Bohrpfahlwand

Abb. 1: Uberbriickung des S-Bahn-Tunnels in der S21-Bahnsteighalle (basierend auf Werner Sobek
AG, 2025)

Als Spanntechnologie kommt hierzu die ,,Interne Vorspannung ohne Verbund“ zum Einsatz,
welche ein mehrfaches Vorspannen einzelner Spannglieder ermdoglicht und somit die
mehrmalige Kompensation eingetretener Spannverluste aus Kriechen und Schwinden vor
Herstellung einer monolithischen Verbindung (Schmid et al., 2022). Diese Ausfiihrung
entspricht jedoch keiner Regelbauweise gemill geltender Vorschriften der ELTB
(Eisenbahnspezifische Liste der technischen Baubestimmungen), weshalb verschérfte
Bemessungsansitze flir das Briickenbauwerk gegentiber standardméfigen Regelwerken
gewidhlt wurden. Zusétzlich ist die Briickenuntersicht infolge des geringen Abstandes zum
darunterliegenden S-Bahn-Tunnel von nur 10 cm nicht inspizierbar und die Feststellung einer
moglichen Rissbildung infolge von Uberlastung oder etwaiger Spannstahlausfille auf
herkdmmlichem Wege nicht moglich. Die Inspizierbarkeit gemif3 geltender DB-Richtlinie
(Ril 804 - Eisenbahnbriicken u. sonstige Ingenieurbauwerke) ist folglich nicht gegeben und
wird durch ein kontinuierliches Monitoring ersetzt. Das konzeptionierte Uberwachungssystem,
bestehend aus geoditischen Messungen mit automatischen Totalstationen (punktuelle absolute
3D Deformation), verteilten faseroptischen Sensoren (hochauflosende relative Deformation)
sowie Sensoren zur Messung der Schallemission (Spannstahlbruchortung), ermdglicht eine
gesamtheitliche Beurteilung des Strukturverhaltens im Betrieb. Der vorliegende Beitrag
thematisiert die Konzeptionierung und Realisierung des geoditischen Monitoringsystems mit
Fokus auf die Planung, praktische Herausforderungen in der Umsetzung sowie erste
Erkenntnisse einer mehrwdochigen Testphase.
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2 Planung & Konzepterstellung

2.1 Planungsprozesse im digitalen Bauen

Die Uberwachung von Strukturen wihrend dem reguliren Betrieb zur Schadensdetektion und
Instandhaltung gewinnt in Bauprojekten zunehmend an Bedeutung. Es ist daher als groBer
Fortschritt zu sehen, dass bereits bei vielen Neubauprojekten ein geoditisches
Uberwachungssystem als permanente Installation vorgesehen ist. Somit kann vom natiirlichen
Verhalten des Bauwerks im Betrieb gelernt, auftretende Deformationen im Schadensfall besser
detektiert und deren Signifikanz zuverldssig analysiert werden. Des Weiteren werden
geoddtischen Instrumente bereits in der Planungsphase beriicksichtigt, sodass diese keinen
Fremdkorper im Gesamtsystem darstellen und ein stérungsfreier Betrieb eher gewéhrleistet
werden kann.

Im Gegenzug steigen aber auch die Anforderungen an die Planung des Systems, da sdmtliche
Komponenten (Konsolen, Prismen, Kabelleitungen, etc.) mit den gleichen Mal3stiben wie alle
anderen FEinbauteile gehandhabt werden miissen und im digitalen Bauprozess zu
berticksichtigen sind. Hierzu ist festzuhalten, dass die Repréisentation und Einpflegung von
geoditischen Objekten im Prozess des Building Information Modelings (BIM) zwar Teil
aktueller Forschung ist (Sacks et. al., 2011), praktisch jedoch methodisches Neuland darstellt.
AuBlerdem ist die konventionelle Planung von Totalstationsmessungen, insbesondere die
Abschitzung von Fehlereinfliissen, in der Regel stark auf die Erfahrung des ausfiihrenden
Personals und damit auf eine Baustellenbegehung vor Ort angewiesen ist. Jedoch besteht weder
das eigentliche Bauwerk noch zukiinftige Probleme zum Zeitpunkt der Planung in der Realitét
und konnen somit praktisch vor Ort nicht abgeschétzt werden.

Die Ausgangslage der geoditischen Uberwachungsmessungen beim Bauprojekt S21 beruhte
ausschlieflich auf den Planungsdaten. Aufgrund der &uBerst komplexen Geometrie des
Schalendaches und der Vielzahl an Einbauten wurde die Planung durchgéngig in einer 3D-
Umgebung ausgefiihrt und methodisch damit direkt an den digitalen 3D-Planungsprozess der
Baustelle angekniipft. Dafiir wurde fiir die geodétische Planung der relevante Ausschnitt als 3D
Geometrie zur Verfiigung gestellt, welcher in Abb. 2 ersichtlich ist. In rot sind hierbei simtliche
Einbauten dargestellt, die den verfiigbharen Raum stark begrenzen. Insbesondere die
Oberleitungen und Informationstafeln, aber auch eine zentral iiber dem Projektgebiet
verlaufender FuBlgéngersteg sind fiir die Planung der Visuren relevant.

Die Bereiche in der Bahnsteighalle gliederten sich in einen potenziell bewegten Untergrund
(Bahnsteige und Gleisbett) und den Dachbereich (Schalendach), welcher a priori als stabil
definiert wurde. Folglich findet auch die Ausfithrung des Messsystems in zwei unterschiedliche
Ebenen statt, mit Referenzmessungen am Schalendach sowie Uberwachungsmessungen im
Bodenbereich (S-Bahn-Uberbriickung).

Zusitzlich zur Geometrie fiir die Kollisionskontrolle der Visuren sollten auch einzelne Objekte
fiir die Standpunktsbestimmung sowie bestehende, bereits eingeplante Versorgungsschichte
und Aussparungen beriicksichtigt werden. Letztere waren insbesondere fiir die Versorgung der
Totalstationen von Interesse, weshalb die Kelchstiitzen K25, K26 und K27 als mogliche
Standorte in den Vordergrund riickten.
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Abb. 2: Planungsmodell von S21 mit Innenansicht (FuBBgéngersteg und sonstige Einbauten in Rot)

2.2 Virtuelle Realitiit als Bindeglied zwischen BIM und Geodaisie

Um die geplanten Visuren nach Fertigstellung gewihrleisten zu konnen, miissen der
Anfangspunkt (Zentrum der Totalstation) und der Endpunkt (Prismenzentrum) mit hoher
Genauigkeit definiert und vor Ort realisiert werden. Im Bauprozess selbst sind jedoch sowohl
das Zentrum der Totalstation als auch das Prismenzentrum abstrakte Begriffe. Daher wurden
fiir alle Komponenten die Bohr- und Diibelpositionen (mit einer Genauigkeit von unter 1 cm)
als Installationsanweisung berechnet und ausgewiesen. Insbesondere bei der
Totalstationsaufhdngung war diese Nachrechnung essentiell, da fiir die Montage und
Unterbringung der notwendigen Kommunikationseinheit (COM-Box) ein speziell gefertigtes
Einbauteil im Schalendach einbetoniert werden musste. Dieser Detailgrad der Planung ist nur
durch eine vollstindige 3D-Modellierung aller Komponenten (Konsolen, Einbauteile,
Instrumente, Prismen) mitsamt ihrer mechanischen Funktionalitdt moglich.

Aktuell ist diese Funktion weder in kommerzieller BIM-Software noch in geoditischer
Software abgebildet. Aufgrund der Komplexitit des Schalendachs und der Einbauten haben
sich auch konventionelle 3D-Viewer als unpraktikabel herausgestellt. Zu diesem Zweck wurde
eine eigene VR-Applikation (Bauer und Lienhart, 2022) in der Game Engine Unity entwickelt,
mit welcher sich ein geplantes Bauwerk virtuell begehen und Vermessungskomponenten
interaktiv und dynamisch setzen lassen. Die Funktion der virtuellen Vermessungsobjekte
basiert auf vorhandenen Datenblittern der Hersteller bzw. auf aktuellen Laboruntersuchungen,
wihrend die Geometrieinformationen aus frei verfiigbaren Modellen oder einem Reverse-
Engineering-Prozess stammen. Aus diesem Grund verhalten sich die virtuellen Komponenten
realistisch und ermoéglichen den hohen Detailgrad der Planung.
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Ein besonderes Augenmerk lag darauf, dass sich die VR-Planung in den geoditischen
Workflow einbetten ldsst. Sie stellt das Bindeglied zwischen der BIM-Modellierung und der
konventionellen geoddtischen Berechnungssoftware dar. Das Modell wurde in Unity im sog.
OBJ-Format (offenes Dateiformat zum Speichern von 3D-Formen) geladen, die Simulation
durchgefiihrt und anschlieBend die geplanten Koordinaten der Komponenten in ein
Netzprogramm iibertragen. Auf Basis der Ergebnisse der konventionellen Netzsimulation
wurde die VR-Planung angepasst, neue Koordinaten an das Netzprogramm weitergegeben und
somit ein iterativer Losungsprozess geschaffen.
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Abb. 3: Innovatives Netzdesign: (a) VR-Planung und (b) konventionelle 2D-Netzsimulation

Eine Hauptaufgabe der VR-Simulation ist die Kollisionsberechnung der Sichtlinien (siche
Abb. 3a). Zusitzlich werden dem Benutzer weitere Berechnungsergebnisse und
Qualitdtsinformationen (Pridiktionen) angezeigt. Fiir die Netzplanung sind hier das Sichtfeld
der automatischen Zielanvisierung, also die Verhinderung von Doppelpunkten im Suchfeld,
sowie die Planung der Einfallswinkel auf Prismen relevant. Zahlreiche Untersuchungen (Ldsler
et al., 2013; Lackner und Lienhart, 2016) haben gezeigt, dass je nach Einfallswinkel auf ein
Prisma mit Abweichungen im Millimeterbereich gerechnet werden muss. Insbesondere fiir die
Platzierung der Verkniipfungspunkte am Schalendach ist dies relevant, da diese von
unterschiedlichen Totalstationen gemessen werden.

Aufgrund der hier erforderlichen Genauigkeit scheiden 360°-Prismen fiir derartige
Anwendungen aus (Lackner und Lienhart, 2016). Es verbleibt die Mdglichkeit, sog. Prismen-
Arrays in unterschiedliche Richtungen einzusetzen (Abb. 4a), welche im Allgemeinen eine
praktikable, baustellentaugliche Losung darstellen. Jedoch wurde diese Methode fiir die
Planung von S21 verworfen, da ein vertikaler Offset zwischen den Prismen aufgrund der
Dachgeometrie (zumindest teilweise) nicht realisiert werden konnte und der grofere
Gesamtaufbau durch min. zwei Prismen das dsthetische Gesamtkonzept des Bauwerks stérker
beeinflusst hdtte. Aus diesem Grund wurde in Vorversuchen der zuldssige Einfallswinkel
(Abb. 4b) auf Miniprismen untersucht und ein Operationsbereich von +25° bestimmt, bei
welchem die Abweichungen aufgrund von variierendem Einfallswinkel > 1 mm betragen. Auf
Basis dieses Operationsbereiches und des limitierten Platzes fiir Visuren ergab sich ein
entsprechendes Netzdesign fiir das Grundlagennetz am Schalendach (Abb. 3b).



42 Monsberger & Bauer

() (b)

Abb. 4: Varianten zur Realisierung von Verkniipfungspunkten: (a) Prismen-Array in unterschiedliche
Richtungen und (b) Einzelkonfiguration mit zuldssigem Einfallswinkel

2.3 Finales Messkonzept

Im Rahmen der Konzeptphase wurden unterschiedliche Varianten mit zwei und drei
Totalstationen simuliert. Letztere bietet dabei den Vorteil einer wesentlich besseren Abdeckung
mit Objektpunkten im Gleisbereich.

Auf Basis der Voruntersuchungen und der Simulation wurde schlussendlich ein finales
Messkonzept mit jeweils einer Totalstation auf den Kelchstiitzen K25, K26 und K27 sowie acht
Verkniipfungspunkten am Schalendach erstellt, siche Abb. 5a. Unter jeder Konsole wurde ein
zusitzlicher Verkniipfungspunkt geplant, um Messungen zwischen den Konsolen zu erlauben
und somit ,,gegenseitige Visuren* in einem permanenten Setup im Netzausgleich zu realisieren.
Des Weiteren wurden Visuren zu den Verknilipfungspunkten so gewihlt, dass diese nicht durch
Besucher auf der Briicke gestdrt werden und Prismen vor Vandalismus geschiitzt sind.
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Abb. 5: Finales Messkonzept: (a) Gesamtnetz und (b) Anordnung der Objektpunkte von TS1 im
Gleisbereich
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Die Standpunkte der Totalstationen kdnnen a priori nicht als stabil angenommen werden, da
die  Stahlkonsolen thermalen Ausdehnungseffekten durch die Anderung der
Umgebungstemperatur unterliegen. Aus diesem Grund wird der Netzausgleich zu jeder Epoche
frei ausgeglichen, wobei auf den 8 Verkniipfungspunkten gelagert wird.

Im Bodenbereich misst jede Totalstation zu 14 Objektpunkten, wobei sich jeweils die Messlinie
einer Seite im Gleisbett und jene der anderen Seite an der Bahnsteigkante befindet (Abb. 5b).
Am Ende beider Messlinien wird ebenso ein Punkt im stabil angenommenen Bereich
angeordnet, um relative Deformationen entlang der Messlinie kontrollieren zu kdnnen. Diese
MafBnahme dient vor allem zur Absicherung, sollte es zu einem spéteren Zeitpunkt auch zu
einer Setzung im Dachbereich und somit im Referenznetz kommen.

3 Praktische Realisierung

3.1 Installation der Systemkomponenten

Zum Zeitpunkt der Erstellung dieser Veroffentlichung wurden alle drei Totalstationen inklusive
entsprechender Kommunikationseinheiten und Datenverbindungen sowie sdmtliche
Verkniipfungspunkte am Schalendach praktisch realisiert. Im Zuge einer Begehung vor der
Installation erfolgte eine Lagekontrolle sédmtlicher Einbauteile im Schalendach sowie die
Bohrungen zur Montage der jeweiligen Konsole im Baustellenkoordinatensystem. Die
Abweichungen von <lcm zum geplanten Netz bestitigen die hohe Genauigkeit der
Bauleistung und des digital unterstiitzten Bauprozesses und ermoglichten eine Installation
gemél Netzsimulation.

(b)
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Abb. 6: Installation der Systemkomponenten: (a) Totalstation Leica TS60 mit Einbauteil an der
Kelchstiitze und (b) Prisma mit Diibel am Schalendach

Abb. 6 zeigt eine der installierten Totalstation auf einer Konsole sowie einen realisierten
Verkniipfungspunkt am Schalendach. Infolge der Ableitung der Bohrpositionen aus der VR-
Simulation stimmen die tatsdchlichen Positionen der Prismenzentren auf wenige Millimeter mit
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der Netzsimulation iiberein. Im Bereich der Konsole musste die Hohe und Lage infolge eines
Instrumentenwechsels im Vergleich zur urspriinglichen Planung (Leica Typ TS60 anstelle
TS50) geringfiigig verdndert werden, um eine Kollision zwischen dem Display der Totalstation
und dem Konsolenarm zu verhindern. Die Auswirkung auf die Visuren zu sdmtlichen
Verkniipfungspunkten wurde vor Ort kontrolliert und keine signifikanten Auswirkungen
festgestellt.

3.2 Prismen Orientierung

Zur Umsetzung der zulédssigen Orientierung wurde in der urspriinglichen Planung (Bauer und
Lienhart, 2024) eine komplexe Zieltafel mit Markern vorgeschlagen. Diese sollte mittels der
On-Axis Kamera detektiert und aus der Aufnahme die relative Orientierung des Prismas
berechnet werden. Aufgrund des Fehlens kommerzieller Apps auf der Totalstation hat sich
diese Methode jedoch nicht als zielfithrend erwiesen. Aus diesem Grund wurde zur praktischen
Realisierung auf eine mechanische Hilfskonstruktion (siche Abb. 7a) zuriickgegriffen, welche
zwar demselben Grundprinzip folgt, jedoch wesentlich einfacher auf der Baustelle eingesetzt
werden kann. Hierzu wurde der Offnungswinkel von + 25° durch die beiden Aussparungen
links und rechts des Prismenzentrums physisch realisiert. Ist der Hintergrund aus Blickrichtung
der Totalstation durch die beiden Offnungen sichtbar, befindet sich das Prisma relativ zur
Totalstation im zugelassenen Betriebsbereich. Aufgrund der exzentrischen Positionierung der
Aussparungen und einer dadurch resultierenden Parallaxe muss das optische Mittel aus beiden
Aussparungen genommen werden. Diese Problematik ist aber indirekt proportional zur Distanz
und besitzt nur im Nahbereich einen signifikanten Effekt.

Der Vorteil dieser ,,analogen* Variante ist, dass dieses Vorgehen vom Installationsteam mit
dem Videostream der Totalstation ohne weitere Anpassungen der Software durchgefiihrt
werden konnte. Dazu wurde fiir jeden Verkniipfungspunkt das On-Axis Kamerabild (Abb. 7b)
von den jeweiligen Totalstationen betrachtet, die Ausrichtung des Prismas vorgenommen und
abschlieend das Prisma mittels Schraube fixiert. Das Bild dient aulerdem zur Dokumentation,
wodurch eine mogliche Verdnderung am Prisma selbst oder im Nahbereich zu einem spiteren
Zeitpunkt jederzeit liberpriift werden kann.

(2) (b)

Abb. 7: Planungsgetreue Orientierung der Prismen in der Praxis: (a) 3D-Druck gefertigter
Prismenadapter und (b) resultierendes On-Axis Kamerabild der Leica TS60
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4 Erste Auswertungen

Seit 11.11.2025 sind alle Konsolen sowie Konsolen in der endgiiltigen Konfiguration besetzt —
das System befindet sich in einem mehrmonatigen Testbetrieb. Zur Veranschaulichung der
ersten Messresultate sind in Abb. 8 die Auswertungen der Hohenkomponente bis inkl.
09.01.2026 dargestellt. Die Hohenverdnderungen aller drei Konsolenpunkte zentriert um den
Mittelwert (Abb. 8a) zeigen, wie zu erwarten, eine Variation im Millimeterbereich. Die
AuBentemperatur am Standpunkt TS1 in Abb. 8b zeigt im Beobachtungszeitraum eine
Variation zwischen -1°C und 10°C, wobei der Temperaturverlauf eindeutig mit der
Hohenvariation korreliert. Die Messwerte selbst werden durch die externen Sensoren
meteorologisch korrigiert, aulerdem ist im Messbereich nur wenig Refraktion zu erwarten.
Folglich kann davon ausgegangen werden, dass eine tatsdchliche Bewegung aufgrund der
thermischen Ausdehnung der Konsole stattfindet. Diese Aussage wird auch dadurch gestiitzt,
dass diese Systematik in keinem der Verknilipfungspunkte (Abb. 8c) zu erkennen ist.
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Abb. 7: Auswertung des ersten Testzeitraums von 2 Monaten: (a) Relative Hohenverénderung in den
Konsolenpunkten, (b) Temperaturverlauf in TS1 und (c) relative Hohenénderung in den
Verkniipfungspunkten
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S  Zusammenfassung & Ausblick

Konventionelle Methoden zur Planung automatisierter, geoditischer Uberwachungssysteme
stofen im urbanen Gebiet infolge komplexer Geometrien und einer Vielzahl von Einbauten
oftmals an ihre Grenzen. Zur Planung des geoddtischen Monitorings in der neuen Stuttgart-21-
Bahnsteighalle wurde daher eine eigene VR-Applikation realisiert, in welcher das Bauwerk
virtuell begangen und Vermessungskomponenten intuitiv gesetzt werden konnen. Neben einer
Kontrolle der geplanten Visurlinien kdnnen z.B. Stérungen durch mehrere Prismen im Sichtfeld
der Totalstation oder Kollisionen mit Einbauten interaktiv identifiziert und behoben werden.
Ebenso kann der Auftreffwinkel der Visur am Prisma berechnet und somit die Orientierung des
Prismas basierend auf Voruntersuchungen und/oder Erfahrungswerten in der Planung optimiert
werden. In weiterer Folge kann durch die Integration zeitlich variierender Beeinflussungen wie
z.B. Klimaanlagen ein lebendiger digitaler Zwilling fiir den Betrieb geschaffen werden.

Die Einbindung von geoditischen Objekten in den BIM-Prozess und damit eine Schaffung
einer interoperablen Schnittstelle zwischen BIM und Monitoring kann aktuell nicht als Stand
der Technik angesehen werden. Der interaktive Planungsprozess im Projekt S21 zeigt den
erheblichen Mehrwert insbesondere im Hinblick auf die spdtere praktische Umsetzung und
kann eine zuverldssige Grundlage fiir die Planung zukiinftiger GroBprojekte mit geoditischen
Monitoringsystemen bieten.

Die praktische Installation der geoddtische Komponenten am Schalendach konnte im Jahr 2025
erfolgreich abgeschlossen werden. Die ersten Erkenntnisse einer mehrwdéchigen Testphase
beweisen die Plausibilitit des Monitoringsystems anhand einer direkten Korrelation der
Hohenkoordinate der Konsolenpunkte mit der Umgebungstemperatur infolge einer thermischen
Ausdehnung des Konsolenarmes. Die Variation der Verkniipfungspunkte in einem
Wertebereich von etwa +1 mm {iiber den gesamten Beobachtungszeitraum demonstriert
auBerdem die hohe wiederholbare Genauigkeit des Systems.

Auf Basis des Bauzeitplans soll die Installation der Bodenpunkte im Gleisbett und am
Bahnsteig nach Fertigstellung der Schallabsorber im Gleisbereich im ersten Halbjahr 2026
realisiert werden. Das Gesamtsystem kann somit vor Inbetriebnahme des Bahnhofs ausreichend
getestet werden. Im spéteren Betrieb ist aktuell ein Messintervall aller Totalstationen von 15
Minuten sowie eine vollstindige Netzausgleichung alle 2 Stunden geplant. Die ausgeglichenen
Koordinaten werden automatisiert an das iibergeordnete Datenmanagementsystem {ibertragen,
in welchem die Messwerte simtlicher Sensoren des Monitoringsystems verspeichert sowie mit
festgelegten Warn- und Grenzwerten abgeglichen werden.
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1 Einleitung

Die Neubaustrecke (NBS) zwischen Dresden und Prag soll Europa nédher zusammenbringen
und die Reisezeit zwischen den beiden Stddten um mehr als die Hélfte verkiirzen. Die NBS
fiihrt zwischen Heidenau (bei Dresden) und der tschechischen Stadt Chabatovice durch einen
circa 30 Kilometer langen, grenziiberschreitenden Erzgebirgsbasistunnel (EGBT).

Die in diesem Beitrag beschriebene Studie der Hochschule fiir Technik und Wirtschaft Dresden
(HTWD) wurde von der Deutschen Bahn (DB InfraGO) beauftragt und in enger Absprache mit
der Projektsteuerung (Schii8ler-Plan Ingenieurgesellschaft und Vossing Ingenieurgesellschaft),
Sprava zeleznic (Eisenbahninfrastrukturbetreiber in Tschechien), der Technischen Universitit
Dresden (TUD) und Jaud IT durchgefiihrt.

Grundsitzlich ist die Erstellung eines einheitlichen Raumbezugs fiir Lage, Hohe, 3D-
Messungen und Schwere bei jedem Tunnelprojekt dieser GroBenordnung erforderlich und seit
Jahrzehnten erprobt und kodifiziert (MOSER, 2016; ZIMMERMANN & WUNSCH, 2023). Mit
Building Information Modelling (BIM) muss allerdings eine weitere digitale Methode integriert
werden. Alle relevanten Bauwerksdaten werden in BIM dreidimensional koordiniert. Fiir die
BIM-Software miissen die Koordinaten, Geodaten und Trassenelemente so umgeformt werden,
dass die Abweichung zwischen 3-D-Planung und Vermessung moglichst gering wird.

Der homogene, grenziiberschreitende Raumbezug fiir den geplanten Erzgebirgsbasistunnel
(EGBT) basiert auf Messungen des Dresdner Ingenieurbiiros Dr. Franke und den GNSS-
Netzausgleichungen der TUD (Prof. L. Wanninger). Diese Ergebnisse konstituieren das
geoditische Datum EGBT22, das fiir die einheitliche homogene Planung und Bauausfiihrung
verwendet werden soll. Auf deutscher und auf tschechischer Seite miissen die jeweiligen
Koordinatenreferenzsysteme der existierenden Bahninfrastruktur im Ubergangsbereich
eingebunden werden. Das projizierte Koordinatenreferenzsystem EGBT22/LDP ist eine
sogenannte Low Distortion Projection (LDP). Diese hat im Bereich der TunnelbaumalBBnahme
auf der Neubaustrecke Dresden-Prag eine minimale Mallstabsabweichung zwischen den in der
Ortlichkeit gemessenen/modellierten Horizontalstrecken und den projizierten Strecken, die aus
Koordinaten berechnet werden. Damit konnen diese georeferenzierten EGBT22/LDP

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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Koordinaten gut in BIM-Software verwendet werden, obwohl die im Bauwesen eingesetzten
Softwareprogramme (3D-CAD, BIM-Autorensystemen, BIM Koordinationsplattformen)
haufig keine geoddtischen Reduktionen anbringen konnen, weil sie urspriinglich fiir den
Hochbau, also nicht fiir langestreckte Anlagen, entwickelt wurden. Bei der Verwendung von
geodidtischen Koordinatenreferenzsystemen, deren Mafstab nicht fiir die BaumalBnahme
optimiert ist, konnen folgende systematische Abweichungen entstehen: Erstens Abweichungen
in der Mengenberechnung (Léngen, Flachen, Volumen), zweitens Abweichungen der
geoditischen Messungen zu einer Laserscan-Punktwolke (Mafistab=1) oder einem geplantem
Bauwerksmodell (BIM, Mallstab=1). Ggf. entsprechen abgesteckte Bauteile nicht den in 1:1-
3D geplanten Dimensionen. Um dieses Risiko zu minimieren, soll ein geodétisches
Koordinatenreferenzsystem angelegt werden, das im Bereich der TunnelbaumaBBnahme eine
systematische Maf}stabsabweichung von weniger als 10ppm, also weniger als 10mm/1km, hat.
Mit diesem optimierten Koordinatensystem konnen 3D-CAD, BIM-Autorensystemen und BIM
Koordinationsplattformen auch fiir groBe BaumaBnahmen eingesetzt werden. Fiir die
hochgenaue Transformationen von ingenieurgeoditischen Vermessungen der deutschen Bahn
oder Sprava zeleznic wird zusitzlich eine geozentrische Datumstransformation fiir das
EGBT22 spezifiziert, die zwischen dem tschechischen ETRS89/CZ und der deutschen
Realisierung ETRS89/DREF91 vermittelt. Weil eine einheitliche Transformation von
Punktkoordinaten, Geodaten/CAD-Modellen und BIM-Modellen besonders wichtig ist,
wurden in der Studie zwei Open Source Softwarepakete entwickelt.

2 Grundlagen aus Forschung und Praxis

Die Georeferenzierung von 3D-BIM-Modellen ist ein hochaktuelles Thema, wie die neueste
Metastudie von AZARI u. a. (2025) zeigt. Die spezifischen Probleme, die bei der Verwendung
globaler CRS fiir die 3D-Modellierung langgestreckter Strukturen (Eisenbahnen) auftreten,
wurden unter anderem in JAUD u. a. (2020) diskutiert. Die Autoren gehen speziell auf das
MafBstabsproblem ein und zeigen auch, wie falsch interpretierte Koordinaten die
Volumenberechnungen, beispielsweise von Erdmassen, beeinflussen. Einige spezifische
Untersuchungen zum IFC-Schema wurden von JAUD u. a. (2022) durchgefiihrt, wobei der
Schwerpunkt auf IFC-Entitédten fiir die Georeferenzierung und die Adressierung von CRS lag,
die als WKT, aber nicht mit einem EPSG-Code spezifiziert sind. Der kanonische britische
Snake-Grid-Ansatz (ILIFFE u. a., 2007) war fiir die NBS Dresden-Prag nicht geeignet, da ein
Snake-Grid nur mit sehr speziellen Softwarebibliotheken und nicht auf Trassierungselemente
angewendet werden kann. Die wissenschaftliche und technische Literatur enthélt jedoch
zahlreiche Methoden fiir lokale CRS, die alle darauf abzielen, Verzerrungen aufgrund der
Krimmung der Erde lokal zu minimieren. DENNIS (2016) zeigt, wie sich verschiedene
Projektionstypen auf verzerrungsarme Kartenprojektionen auswirken. Wichtige Argumente fiir
die Beriicksichtigung der Hohe bei der CRS-Gestaltung werden in élteren Studien zur
erforderlichen Hohenauflosung fiir die Bestimmung des Maf3stabsfaktors ko von BURKHOLDER
(2004) beschrieben. Wenn es um standardisierte Konzepte und den IT-Einsatz der
Georeferenzierung geht, sind die internationalen Normen ISO19111 ,,Koordinatenreferenz-
systeme* (ISO, 2019a) und ISO 19162 zur WKT-Darstellung von Koordinatenreferenz-
systemen (ISO, 2019b) maBgeblich. Fiir zuverldssige Formeln und die Umsetzung durch
Programmierung ist das Kompendium Coordinate Conversions & Transformationen
einschlieBlich Formeln (INTERNATIONAL ASSOCIATION OF OIL & GAS PRODUCERS (IOGP),
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2025) ein zuverldssiges Standardwerk. Die praktischen Auswirkungen der Anwendung von
Low Distortion Projections (LDP) Systemen auf Personenbahnhofe wurden in CLEMEN &
ROMANSCHEK (2025) und KALANTARI u. a. (2024) beschrieben.

Fiir das Verstindnis der Trassierungselemente, insbesondere verschiedener Ubergangsbogen,
sind die Ausfithrungen von SANDNER (2021) und NOTTBECK (2016) besonders hilfreich. In
letzterem wird zudem die Berechnung von Bloss-Kurven mittels Fresnelscher Integrale
(SCHUHR, 2007) einer Reihenentwicklung nach Taylor (SCHUHR, 1983) gegeniibergestellt. Die
Berechnung von Koordinaten fiir Klothoiden wird unter anderem von KIMIA u. a. (2003)
behandelt.

3 Transformation von Punkten

Die Optimierung der Parameter fiir die Mercator-Projektion erfolgte iterativ iiber die
Minimierung der Spanne (nicht der Summe!) des Maf3stabes (ppm) iiber die Variation der Lage
des Zentralpunktes Ao, @o und des MaBstabes ko zur Kompensation der Hohenreduktion. Dabei
wurde die im Datum DB_REF2016/GKS5 geplante Vorzugsvariante des Tunnels als Grundlage
verwendet und mit den bekannten Parametern DB REF->ETRS89/DREF91 und dem
Quasigeoid GCG2016 transformiert.

-7,0-5,2-3,5-1,8 0,0 1,8 3,5 5,2 7,0

M -
Abb. 1: Trasse (Norden links, Siiden rechts) nach PPM Werten eingefarbt, der schwarze Punkt ist das
Projektionszentrum. Farbskala der PPM Werte

Tabelle 1: Abschitzung der Hohenreduktion entlang der Trasse und auf der Gelandehohe
Ort Hohe hey gcer22 | Mafistab MafBstab
Tunnel

Min 164 m 1,000009 +9 ppm
Mittel 222 m 1,000000 -1 ppm
Median 231m 0,999998 -7 ppm
Max 265 m 0,999993 -Tppm
Geldnde

Min 150 m 1,000011 +11 ppm
Mittel 458 m 0,999963 -37 ppm
Median 447 m 0,999964 -36 ppm
Max 845 m 0,999902 -98 ppm
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Wie in Abb. 2 dargestellt erfolgt die Datumstransformation von den Gebrauchssystem der
Deutschen Bahn DB_REF/GKS5 und der SZ S_JTSK in zwei Schritten iiber das vermittelnde
ETRS89 in der jeweiligen nationalen Realisierung. Die Transformationsparameter zwischen
dem ETRS89 und dem vermittelnden EGBT22 sind nur translatorisch und <3mm — miissen also
nur bei hochgenauen Netzverdichtungen im Ubergangsbereich angewendet werden.

ETRS89/DREF91(R2016) nach ETRS89/EGBT22:
+proj=helmert +x=-0.0028 +y=-0.0023 +z=0.0029
ETRS89-CZ nach ETRS89/EGBT22:

+proj=helmert +x=0.0028 +y=-0.0023 +z=-0.0029

ETRS89_CZ ETRS89_CZ
Geocentric convert Geographic
(ellipsoidal)

EGBT22 EGBT22
transform Geographic convert EGBT_LDP
(DHHN2016) (DHHN2016)
iterative
transform
GCG2016
EGBT22 EGBT22
EGBT22_ convert Geographic convert EGBT_LDP
Geocentric e =
(ellipsoidal) (ellipsoidal)

transform

ETRS89_DREF91
Geographic

ETRS89_DREF91

ETRS89_DREF91 convert UTM33

Geocentric

(ellipsoidal) (ellipsoidal)
transform
GCG2016
ETRS89_DREF91 ETRS89_DREF91
Geographic convert UTMm33
(DHHN2016) (DHHN2016)
transform
DB_Ref DB_Ref
Geographic convert GK5
(DHHN2016) (DHHN2016)
iterative
transform
GCG2016
A 4
DB_Ref DB_Ref
DB_ReI’_ convert Geographic convert GK5
Geocentric S N
(ellipsoidal) (ellipsoidal)

Abb. 2: Umgesetzte Schritte zur Transformation und Umformung von Koordinatenwerten.
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Fiir die zukiinftige Transformation von Punkten und Geodaten wurden durch die Studie der
HTW Dresden folgende Werkzeuge zur Verfiigung gestellt:

4

CRS-Konfigurationsdateien fiir CAD und GIS-Software fiir das EBGT22/LDP
Gebrauchssystem (proj, WKT-CRS Dialekten und Autodesk Civil3d-XML) fiir die
BIM Koordination

Vereinfachte CRS-Konfigurationsdateien ohne (den geringen) Datumsunterschied
ETRS89->EGBT22/LDP fiir das Geodatenmanagement

Open Source Software egbt22trans fiir Transformation von Punktkoordinaten zwischen
den Datums DB REF, ETRS89/CZ, ETRS89/DREF91 und EGBT22 in
geographischen, kartesischen und projizierten Koordinaten (GK, UTM, LDP)

Transformation von Trassierungselementen

Die Datumstransformation und kartographische Umformung von Trassierungselementen
Gerade, Kreis, Ubergangsbogen und Gradiente ist in der nationalen Praxis eigentlich nicht
notwendig, weil die Trassierung, sowie die gleisgeometrische und fahrdynamische Priifung im
Koordinatenreferenzsystem der Deutschen Bahn oder Sprava Zeleznic durchgefiihrt werden. In
einem grenziiberschreitenden Projekt miissen aber vor allem im Ubergangsbereich die
Trassierungselemente in beiden Systemen vorliegen, damit z.B. eine parametrische
Modellierung mdglich ist. Fiir diesen Zweck wurde im Rahmen der Studie eine OpenSource
Software mit MIT-Lizenz entwickelt, die auch in kommerzielle ClosedSource eingebunden
werden kann. Die Anforderungen an die Funktionalitdt der trans.lib Software sind:

1.

Die iibergeben gra/tra Dateien im DB REF/GKS konnen eingelesen werden, die
Trassierungselemente werden (nach der Interpolation) in der tra.lib GUI tabellarisch
dargestellt und visualisiert. Die Software visualisiert Lage(2D), Richtung, Kriimmung,
Hohe, und Steigung.

Die tra.lib Software kann die Trasse im DB_REF/GKS interpolieren (z.B. max.
Abstand 1m und max. orthogonale Differenz zu Trasse 1mm) und eine csv-Datei mit
Stationswert, Eigenschaften des Trassierungselements und Koordinaten ausgeben.

Die TRA.Tool Software kann die Trassierungselemente ins EGBT22/LDP
transformieren, interpolieren und eine csv-Datei mit Station, Elementeigenschaften
und Koordinaten ausgeben.

Fiir das Ergebnis der Transformation der Geometrieelemente steht zusitzlich ein
Qualitiatskriterium zur Verfligung, das Auskunft liber die transformationsbedingten
Abweichungen der Geometrie gibt. Abweichungen in Lage und Stetigkeit werden durch
Warnungen ersichtlich gemacht, deren Schwellwerte definiert werden konnen.

Die TRA.Tool Software kann die transformierten Trassierungselemente in eine gra/tra
Datei schreiben. Dabei gibt es fiir den Umgang mit dem MaBstab verschiedene
Varianten, allerdings konnen nicht gleichzeitig die Stationswerte im DB REF
beibehalten und alle Stetigkeitsbedingungen im EGBT22/LDP erfiillt werden.

Die exportierten gra/tra Dateien (EGBT22/LDP) kénnen in die Software ProVI geladen
werden. Die transformierte Trasse kann in ProVI fiir die parametrische BIM
Modellierung genutzt werden.
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7. Der orthogonale Abstand zwischen der unabhéngig erstellten und transformierten 3D-
Polylinie (Civil3D) und der mit tra.tool transformierten Trassen betrdgt im CAD-
System max. 2mm

8. Eine im ,,Roundtrip® (DBREF/EGBT22/DBREF) transformierte Trasse (gra/tra) hat
maximale geometrischen Abweichungen <Imm zu der originalen Trassendateien.

Fiir Transformationen wird die oben beschriebene Bibliothek egbt22trans verwendet. Da mit
egbt22trans nur 2/3D-Koordinaten transformiert werden konnen, miissen die {ibrigen
Geometrieparameter Ldnge, Richtung und Radien separat gedndert werden. Die Erhaltung der
Stetigkeitsbedingungen und die Anpassung der Stationierung nach der Transformation ist eine
der Hauptfunktionen des TRA.Tool. Beachtet werden miissen der Malfistab und die
Meridiankonvergenz als zusdtzliche Einflussgrofen auf die Trassenparameter.

Aus dem lokalen Projektmalistab (Hohe, Abstand Mittelmeridian) wird eine Skalierung am
Start- und Endpunkt der Geometrieelemente berechnet. Diese wird angewandt:

e auf den Parameter Linge als Mittelwert der Skalierung am Start- und Endpunkt der
Elemente

e aufr & r2einer Kreisgeometrie als Mittelwert von Skalierung am Start- und Endpunkt
der Elemente.

e Fir Bloss-Kurve und Klothoide wird r; mit der Skalierung am Elementanfang
multipliziert und r» mit der Skalierung am Elementende.

Die Meridiankonvergenz vor und nach der Transformation wird als Delta von der
urspriinglichen Richtung subtrahiert:

headingnew = heading — (Vecpr22 — YpBRef)

Trotz dieser Korrektur bleiben systematische = Abweichungen zwischen den
Geometrieelementen in DB REF20116/GKS5 und EGBT22/LDP bestehen (Abb. 4).

Mot Xjm]

Heading rad) £
s

|

Abb. 4: Systematische Abweichungen durch die Meridiankonvergenz zwischen DB_REF20116/GK5
und EGBT22/LDP (ohne Optimierung)
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Fiir bessere Ergebnisse werden die zuvor modifizierten Geometrieparameter durch eine Art 2D-
Helmert-Transformation optimiert (Abb. 5). Dies ist standardméBig im Transformations-
algorithmus aktiviert, kann jedoch fiir Richtung und Lénge separat deaktiviert werden.
Zunichst wird die Richtung angepasst, um den Endpunkt der aktuellen Geometrien durch AT
optimal an den Startpunkt der nachfolgenden Elemente auszurichten. Dann wird der
Langenparameter um die verbleibende Abweichung AL skaliert. Eine Anpassung des
Léngenparameters variiert jedoch die Geometrie, was erneut zu einer Abweichung zum
Folgeelement fithren kann. Aus diesem Grund ist eine iterative Anpassung notwendig, wobei
aber in den meisten Fillen der Standardschwellenwert 0,1 mm innerhalb der ersten Iteration
erreicht wird. Dadurch kdnnen die Abweichungen deutlich reduziert werden, wie Abb. 6 zeigt
(die Abweichungen sind hier deutlich hoher skaliert als in Abb. 4).

Abb. 5: Abweichungen bzgl. der Stetigkeit in der Lage zum Folgeelement werden durch eine lokale
Helmert-Transformation optimiert.

g pull

Abb. 6: Stark {iberzeichnete Abweichung zwischen den einzeln ins EGBT22/LDP transformierten
Interpolationspunkten und einer Gerade im DB_REF20116/GKS5 nach der Optimierung.
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Durch die Optimierung in Bezug auf die Stetigkeit der Anschlusspunkte (Abb. 5), kann es durch
die Richtungsanpassung zu Abweichungen in der Richtung zwischen dem letzten interpolierten
Punkt (Endpunkt) und der Startrichtung der Nachfolger kommen. Abb. 6 zeigt den Extremfall
eines 5,6 km langen Trassierungselements. Die Richtungsabweichung (Knick) betrdgt nach der
Transformation 0.8".

Neben der eigentlichen Transformation ist es wichtig, Aussagen iiber die Qualitdt der
transformierten Geometrie treffen zu konnen. Durch Interpolation der Punkte der
urspriinglichen Geometrie werden diese als Polylinie zusammen mit der parametrisierten
Geometrie transformiert. Im Zielkoordinatensystem werden dann die Punkte der
transformierten Polylinie auf die neue, parametrisierte Trasse projiziert und die verbleibenden
Abweichungen konnen als Qualitétsindikator verwendet werden. Fiir den genannten Extremfall
aus Abb. 6 betrdgt die mittlere Abweichung 3,5 mm. Fiir alle iibrigen Trassierungselemente
sind die Abweichungen aufgrund der geringeren Elementldnge deutlich geringer.

Die Bibliothek ermoglicht den Export in die Formate .gra/.tra, .csv und .dxf. Der als Ergebnis
der Transformation erhaltene Maf3stab kann nicht direkt in TRA gespeichert werden, da es im
Dateistandard kein entsprechendes Feld gibt. Fiir den Export nach TRA stehen daher
verschiedene Optionen zur Verfiigung:

e Verwerfen: Der Maf3stab wird ignoriert, die Lange behélt ihren urspriinglichen Wert.
Dies fiihrt zu Koordinatenunterschieden zwischen den Geometrieelementen. Die
Bedingung Stationswert + L = Stationswert des Folgeelements ist erfiillt.

e Multiplizieren: Die Linge wird mit dem Mafstab multipliziert. Die Stationswerte der
Elemente werden nicht angepasst. Die Bedingung Stationswert + L = Stationswert des
Folgeelements wird NICHT erfiillt.

e KSprung hinzufiigen: Die Linge wird mit dem Malstab multipliziert. Um die
Bedingung Stationswert + L = Stationswert des Folgeelements zu erfiillen, werden bei
Bedarf zusitzliche KSprung-Elemente hinzugefiigt (dies fiihrt meist zu einer TRA-
Datei mit KSprung-Elementen zwischen jeder Geometrie). Aufgrund von
Berechnungsungenauigkeiten konnen einige der hinzugefiigten KSprung-Elemente
aufgrund ihres Lingenparameters die Toleranz fiir Stationsabweichungen iiberschreiten
und in der Datei verbleiben.

S  Auswirkungen auf die Praxis

Derzeit wird in einer Bachelorarbeit (Phil Abel, Studiengang Infrastrukturmanagement, HTW
Dresden) die Transformation mit dem erstellenten TRA.lib Tool und der in die
Planungssofware ProVI integrierten Transformationslosung fiir parametrisierte Trassen
untersucht. Erste Ergebnisse zeigen erwartungsgemaif, dass manuelle CAD-Verfahren, wie das
Verschieben, Drehen und/oder Skalieren der Trassen oder IvL-Pldne, zu starken
Lageabweichungen fiihren. Deswegen ist eine softwaregestiitzte Transformation von
Trassierungselementen unbedingt erforderlich. Ziel der Koordinatentransformation ist vor
allem die Beibehaltung der Stetigkeitsbedingungen und Anpassung der Stationierungswerte als
Grundlage fiir eine parametrische BIM-Modellierung.
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Die bis jetzt durchgefiihrten numerischen Auswertungen zeigen, dass die untersuchten
Transformationsverfahren trotz unterschiedlicher mathematischer Ansdtze im Lageplan
vergleichbare geometrische Ergebnisse liefern. Kleine (<3,5mm) Unterschiede werden vor
allem in den Hauptpunktkoordinaten, Stationierungen und Richtungswinkeln (mittel 0,004gon)
der Achselemente sichtbar. Bei den ProVI-internen Transformationsvarianten erweist sich
insbesondere die Variante mit beibehaltenen Radien als praktikabelste Losung fiir die Entwurfs-
und Ausfiihrungsplanung. Sie erzeugt eine konsistente und gut interpretierbare Achsgeometrie,
die lagebezogen eine ausreichende Genauigkeit aufweist und gleichzeitig die
Anschlussfahigkeit an etablierte planerische Workflows gewihrleistet. Radien stellen eine
zentrale geometrische Grofle der Entwurfsplanung dar und bilden die Grundlage fiir weitere
Berechnungen, etwa zur Uberhdhung oder zur Bemessung von Ubergangsbogenlingen. Eine
Verdnderung dieser Parameter hat zur Folge, dass die Berechnungen und Nachweise zur
Einhaltung der Regelwerte (wie maximale Seitenbeschleunigung, zuldssige Vmax,
Uberhéhung/sfehlbetrag) neu durchgefiihrt werden miissen, ohne im Lageplan einen
erkennbaren Mehrwert zu bieten.

Die mit TRA.Tool durchgefiihrte Transformation weist im Vergleich zur ProVI-
Transformation insgesamt geringere numerische Abweichungen gegeniiber der
Referenztransformation auf. Fiir die Planungspraxis ist jedoch weniger die maximal erreichbare
numerische Genauigkeit entscheidend als vielmehr die geometrische Konsistenz der Achse und
ihre Eignung fiir integrierte planerische Prozesse
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1 Introduction and Motivation

Permanent Laser Scanning (PLS) enables the near-continuous acquisition of three-dimensional
scenes from a fixed or re-mountable sensor position and has become an established approach
for the monitoring of time-dependent changes in engineering and natural environments
(LINDENBERGH ET AL., 2025). In contrast to campaign-based terrestrial laser scanning (TLS),
PLS produces dense four-dimensional datasets (3D + time), which provide new opportunities
for analyzing complex temporal changes of object surfaces, while at the same time imposing
fundamentally different requirements on data handling, processing, and interpretation
(CZERWONKA-SCHRODER, 2023).

A process-oriented view in PLS is required for two main reasons. First, the permanent and high-
frequency operation of PLS results in large volumes of point cloud data, which necessitate a
structured and consistent measurement and processing concept. Second, the dense temporal
sampling inherent to PLS makes systematic influences in the data explicitly visible. PLS is
affected by systematic influences, such as atmospheric effects or the movement of the scanner
platform, which have been documented in several studies (e.g. FRIEDLI ET AL., 2019;
KUSCHNERUS ET AL., 2021; VOORDENDAG ET AL., 2022; SCHRODER ET AL., 2022;
YANG ET AL., 2025). In campaign-based TLS applications, the same effects are also present,
but they are often less apparent or implicitly reduced by selecting favorable measurement
epochs, survey configurations or by campaign-wise geo-referencing.

Atmospheric effects and platform motion directly affect the captured point clouds, which serves
as the primary data product for subsequent analysis. If such systematic influences are not
adequately considered, misinterpretations of multitemporal PLS data are unavoidable. To
consistently relate multitemporal epochs within a common reference frame and to account for
effects acting approximately homogeneously on the scene, the estimation of interepochal
transformation  parameters, comprising translations and rotations, is required
(KUSCHNERUS ET AL., 2021). A robust, purely data-driven approach for estimating these
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transformation parameters and for the targetless registration of multitemporal point clouds has
been presented by YANG AND HOLST (2025). This provides a reliable methodological basis for
consistently aligning dense PLS data in a common reference frame and simultaneously
delivering the optimal transformation parameter time series.

In this contribution, point cloud registration is not solely regarded as a corrective processing
step, but as an integral component of the measurement concept in PLS. The transformation
parameters estimated during registration are interpreted as observations rather than auxiliary
results. Their temporal variability reflects the influence of system-related and environmental
effects acting on the measurement setup. By analyzing these parameter time series, dominant
systematic influences can be identified and separated. This perspective shifts the role of
registration from a purely technical necessity towards a source of information on data quality
and system behavior. The paper, therefore, focuses on the interpretation of registration-derived
transformation parameters to better understand and assess high-frequency PLS time series.

2 Study Area and Data

The study site is the Trierer Augenscheiner, a rock slope located along the Mosel River at the
northern periphery of Trier (Rhineland-Palatinate, Germany). The site is subject to gravitational
mass movements and poses a direct hazard to adjacent transport infrastructure. The site
represents a real-world scenario for continuous, near-real-time monitoring of unstable rock
slopes using PLS. The test site was selected within the framework of the AImon5.0 research
project (CZERWONKA-SCHRODER ET AL., 2025). On 26 January 2023, a rockfall with an
estimated volume of approx. 135 m? occurred, causing substantial damage to the vineyard
below. The event highlights the necessity of 4D data to capture the temporal evolution of
rockfall processes.

A permanent monitoring installation was operated from 13 December 2023 to 24 August 2025
as an experimental reference setup for assessing the capability of PLS. The installation was
implemented on the opposite side of the river at the municipal swimming pool facilities,
resulting in an average sensor-to-object distance of approximately 250—-300 m. The core sensor
of the system is a RIEGL VZ-2000i terrestrial laser scanner. The scanner operates in an
automated mode and acquires one point cloud per hour with an angular resolution of 17 mgon,
complemented by an additional scan every six hours with an angular resolution of 6 mgon.

For independent reference observations, a total station measures 22 prisms at an hourly interval.
The prisms are detected also by the laser scanner; nevertheless, they are not used to improve
the laser scanning data to be independent from those observations. Two inclination sensors
monitor the stability of the pillar at a 15-second sampling interval. Environmental parameters
are recorded by a weather station. All analyses presented in this study are performed in the
scanner’s own coordinate system (SOCS). The SOCS is defined as a right-handed coordinate
system with the X-axis aligned with the scanner’s main ranging direction, which is illustrated
in Figure 1 (X-axis (green), Y-axis (red) and Z-axis (blue)). An overview of the study site and
sensor configuration is shown in Figure 1. This study analyzes a subset of the PLS time series
covering the period from 17 to 27 August 2024.
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Fig. 1: Overview of the test site at the Trierer Augenscheiner and the monitoring installation.
(a) Three-dimensional overview of the test site including the applied sensor technology
(background map data: © GeoBasis-DE / LVermGeoRP 2025). (b) Mechanical coupling and
inclination sensor installation between the laser scanner and the pillar at the Trier study site.

3 Methodology

This chapter describes the methodological components used to analyze multitemporal PLS data
and to account for systematic influences affecting the resulting time series. The applied
approach combines several complementary methods, each addressing a specific aspect of the
measurement system or its environment, to enable a structured and reproducible investigation
of influencing factors.

First, a target-free registration approach is applied to transform all epochs into a common
coordinate frame, providing a consistent spatial reference for temporal analysis (Sec. 3.1).
Independent geodetic reference observations based on a prism network are then introduced to
enable external verification of scanner-based results (Sec. 3.2), complemented by scanner-
based prism detection allowing comparative analyses using identical 3D points (Sec. 3.3). To
capture orientation changes of the scanner and pillar independently of the point cloud data,
inclination sensors are incorporated (Sec. 3.4). Finally, atmospheric effects are considered
through external correction based on local meteorological observations to reduce systematic
range distortions (Sec. 3.5).

Together, these methodological components form a coherent framework for isolating and
analyzing different sources of systematic effects in high-frequency PLS time series.

3.1 Estimation of multitemporal transformation parameters

To register PLS point clouds into a unified frame, a reference epoch should be first selected,
and the scans of all other epochs are aligned with the scan in this reference epoch. The typical
strategy is to calculate the transformation parameters by using artificial targets (e.g., signalized
planar boards and prisms) fixed at stable positions in the scanned areas. However, several
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downsides of this target-based registration strategy are evident despite its superiorities of high
reliability (YANG AND SCHWIEGER, 2023), such as the limited number and distribution of
targets, the necessity to access the monitored areas, and the possible instability of targets’
positions due to unexpected interferences. Therefore, registration methods without using
artificial targets should be used to simplify data acquisition and reduce measurement costs. To
tackle these challenges, an efficient target-free registration scheme for 4D point clouds, called
Piecewise-ICP, is adopted (YANG AND HOLST, 2025). This method can accurately register 4D
data from the PLS system based on automatically identified stable areas and is thus robust to
unexpected changes and deformations during monitoring.

In Piecewise-ICP, point cloud time series are input and organized according to their time
information. The 4D data registration is then decomposed into multiple pairwise registrations,
where the pair sequence is determined by assessing the approximate overlap ratio for each
potential pairing. Assuming minimal movement of the PLS platform during the monitoring
period, all scans are regarded as coarsely aligned. Thereby, a fine registration is directly
performed for each pair of point clouds using an efficient and robust method based on a patch-
based segmentation strategy, yielding transformation parameters including three rotation angles
and three translation components for each pairwise registration. By defining a reference epoch
(e.g., the first epoch) and applying the pair sequence information, the final transformation of
each point cloud to the reference scan can be computed. Further methodological details can be
found in YANG AND HOLST (2025).

3.2 Geodetic reference observations using prisms

The total station measurements are employed to establish an independent geodetic reference
frame for the methodological evaluation of PLS-derived quantities. The suitability of this
reference frame depends on the temporal stability of the observed prism network and is
therefore subject to a formal deformation analysis.

A detailed deformation and stability analysis of the total station prism network (LEICA GPR1
points in Fig. 1) at the Trierer Augenscheiner is presented by SCHULTE ET AL. (2025). The
analysis is based on a least-squares adjustment of the original observations and applies
established congruence and hypothesis testing procedures to identify stable reference points
and potential object point displacements. Reference points that do not satisfy the statistical
stability criteria are iteratively excluded from the datum definition, resulting in a consistent and
statistically validated reference frame.

For the observation period relevant to this study, the results reported by SCHULTE ET AL. (2025)
demonstrate that the prisms remain stable within the sensitivity limits of the applied
deformation analysis. On this basis, the total station-derived coordinate time series constitute a
methodically verified external reference for the subsequent interpretation of PLS-based
analyses.

3.3 Scanner-based prism detection

The detection of corner cube prisms within the laser scanning data is a manufacturer-specific
functionality. This capability is based on a dedicated measurement and processing concept that
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allows reflective prisms to be identified within a scan and subsequently re-measured using
adapted scanner settings. The methodological implementation is described in detail by
CZERWONKA-SCHRODER (2023). The achievable accuracy of scanner-based prism detection
was evaluated in a test field with prism distances of approximately 900-1,200 m. The
longitudinal component shows an accuracy of 1.3 mm, while the transversal components
exhibits an accuracy of 18.0 mm. The resulting prism coordinates are provided as separate
coordinate lists in the SOCS and can be directly used for subsequent analyses and
visualizations.

3.4 Inclination sensors and mechanical coupling

Inclination sensors are used to record the relative orientation of the laser scanner in all spatial
axes during multitemporal data acquisition. Two inclination sensors (Position Control) are
mounted at the interface between the PLS and the supporting pillar. The sensors are integrated
using a mechanically rigid coupling element designed based on CAD models of the scanner
geometry. One sensor is aligned parallel to the X-axis and the second sensor parallel to the
Y-axis of the SOCS, allowing rotations about both horizontal axes to be recorded. The sensor
mounting and mechanical integration at the Trier study site are shown in Figure 1(b).

The inclination measurements represent relative orientation changes between successive
epochs. For the subsequent analysis, the inclination values are incorporated by combining them
with the scan data using a rotation matrix, accounting for rotations about the X- and Y-axes of
the SOCS. A detailed description of the sensor configuration, mechanical coupling, alignment,
and data handling is provided in CZERWONKA-SCHRODER (2023).

3.5 Atmospheric data and distance correction

Atmospheric conditions influence the propagation velocity of electromagnetic waves and
therefore affect range measurements in laser scanning systems. Variations in air density caused
by changes in temperature, pressure, and humidity lead to systematic deviations of measured
distances (BRUNNER, 1984). The resulting influence primarily manifests as a scale effect.
Effects related to beam deflection are not explicitly considered in this study. In PLS, these
effects are expressed as structured temporal patterns in multitemporal point cloud series and
can exceed the expected measurement accuracy (CZERWONKA-SCHRODER, 2023).

Local atmospheric conditions are recorded by a weather station installed at the scanner site and
are used to characterize the atmospheric state for each scan epoch. Based on these
measurements, atmospheric effects are accounted for by applying a scale correction derived
from the refractive properties of air, following the IAG-recommended formulation
(ESCHELBACH, 2009; JOECKEL ET AL., 2008).

The internal atmospheric scale correction of the RIEGL laser scanner is disabled, as the
integrated sensor does not represent the atmospheric conditions along the laser beam path.
Instead, an external refraction-related scale correction based on meteorological parameters
recorded by a weather station installed at the scanner site is applied prior to multitemporal
registration to ensure consistent correction of range measurements.
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4 Results and Analysis

We analyze the prism observations of the PLS without registration first (Sec. 4.1), before
estimating multitemporal transformation parameters based on this data (Sec. 4.2), afterwards
applying them to the PLS data (Sec. 4.3). To evaluate those results, we focus on atmospheric
refraction effects (Sec. 4.4), the influence of platform inclination (Sec. 4.5) and estimated
transitional parameters (Sec. 4.6).

4.1 Prism observations without registration

Figure 2 shows the scanner-based coordinate time series of prism O06 for the analysis period.
A data gap is present in the time series between 22 August 2024 at 06:00 and 24 August 2024
at 09:00, caused by a temporary software-related issue affecting only the prism detection. The
acquisition of the laser scanning data itself was not interrupted. The prism was selected as a
representative example, as comparable temporal patterns are observed consistently for multiple
prisms. The total station observations confirm stability during the selected period.

In contrast, the prism coordinates derived from PLS exhibit temporal variations. Despite the
scanner being installed on a fixed pillar, the time series does not reflect the stability indicated
by the total station. The most pronounced variations occur in the Z-component, where periodic
deviations with amplitudes of up to approx. 12 cm are observed. Additional periodic variations
with amplitudes of approx. 2—3 cm are present in the Y-component, oriented transverse to the
line of sight towards the rock slope. Variations in the X-component remain confined to the
millimeter range.

The occurrence of these patterns across multiple prisms indicates that the observed effects are
not caused by a prism motion itself. Instead, the unregistered prism observations reveal
systematic influences affecting the PLS data, originating either from the scanner setup itself or
from effects acting along the laser beam propagation path. These results demonstrate that
unregistered PLS data are affected by systematic effects and that a registration-based alignment
is required, which is applied in the subsequent analysis.
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Fig.2: Scanner-based prism coordinate time series of prism 006 (X, Y, Z) prior to registration for
the analysis period from 17 to 27 August 2024.
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4.2 Multitemporal transformation parameters

After performing distance correction on the PLS data based on meteorological parameters, 4D
point clouds captured during the selected period are all registered to the scan in the reference
epoch (August 17th, 00:00) using Piecewise-ICP. Figure 3 shows the identified stable patches
utilized for estimating the transformation parameters of one epoch. Most of the stable areas (as
highlighted in blue) are located on the surface of nearly vertical rocky cliffs and the vineyard
below. These patches ensure that registration remains unaffected by deformed or low-quality
areas (such as vegetation regions containing substantial noise). The diversity in patch
orientations also enhances the alignment accuracy of the point cloud in all directions.

Fig. 3: Identified stable patches by Piecewise-ICP used for registration (blue) in the scanned areas
of one monitoring epoch.

The time series of estimated transformation parameters are presented in Figure 4, which exhibits
significant variations during the selected period. Specifically, the rotation angles along the Y-
axis exhibit a strong diurnal periodicity, varying up to 30 mgon, while the rotation angles
around the X- and Z-axes show significantly smaller fluctuations, ranging within 10 mgon.
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Fig. 4: Time series of estimated transformation parameters for the analysis period.
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For the translation, variations in both the X and Y axes are on the order of millimeters and
exhibit pronounced randomness. Conversely, the Z-axis translation has undergone significant
changes since August 19th, displaying a noticeable periodicity. In particular, Z-axis translation
fluctuated within approximately +1 cm during the first two days. Starting from the third day, it
exhibits an overall downward trend, decreasing by 2—3 cm. Furthermore, from the second day
onward, the daily variation also increases, with an average amplitude up to 3 cm. Consequently,
the maximum Z-axis translation change relative to the reference epoch reached 4-5 cm. A
detailed analysis of these phenomena will be provided in Section 4.6.

4.3 Evaluation of the registration by prisms

Figure 5 shows the scanner-based coordinate time series of prism O06 after applying
registration-derived transformation parameters. Compared to the unregistered results presented
in Section 4.1, the prism coordinates derived from the registered PLS data exhibit a substantially
improved temporal behavior.

The most significant change is observed in the Z-component, where the pronounced periodic
signal identified prior to registration is effectively minimized and no longer visible. Residual
variations remain present, but their magnitude corresponds to the expected accuracy of scanner-
based prism detection. Occasional increased amplitudes can still be observed, indicating short-
term effects that are neither spatially homogeneous nor temporally persistent and therefore
cannot be described by the estimated transformation parameters. The X- and Y-components are
also effectively stabilized by registration. While the X-component shows only minor residual
variations, the Y-component exhibits slightly increased noise, which can be attributed to the
characteristics of the prism detection technique and the measurement geometry. After
registration, the scanner-based prism time series are consistent with the confirmed stability by
the total station observations, indicating its effective compensation of dominant systematic
effects.
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Fig.5: Scanner-based prism coordinate time series of prism 006 (X, Y, Z) after registration for the
analysis period from 17 to 27 August 2024.

4.4 Atmospheric scale effects

Following registration, the transformation parameters are analyzed to identify systematic
influencing factors. This section focuses on the effect of distance correction by comparing
results with and without external atmospheric correction.
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The laser scanner is calibrated for standard laboratory conditions (12 °C, 1000 mbar, 60 %
relative humidity). As the internal atmospheric correction was disabled, deviations from these
conditions introduce systematic effects that primarily manifest as a scale change of distance
measurements.

Figure 6 compares the transformation parameters obtained with and without applying an
external atmospheric correction. While the rotation parameters and the translations in Y and Z
show only minor and largely random differences, the translation component along the X-axis
exhibits higher magnitudes and a pronounced periodic trend. This behavior reflects the
acquisition geometry, as the scanner’s ranging direction is predominantly aligned with the X-
axis and the measured distances of most points are similar in the rockfall areas. Thereby, scale-
related effects due to atmospheric effects are primarily absorbed by the X-translation.

The observed differences, amounting to several millimeters in the X-direction, can be attributed
to changes in the propagation velocity of the laser signal caused by varying atmospheric
conditions. However, compared to the magnitude and temporal structure of the variability
observed in Section 4.2, the refraction-related effects are of subordinate importance and do not
represent the dominant source of the observed temporal patterns.
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Fig. 6: Difference of estimated transformation parameters before and after atmospheric correction.
Rotations (X, Y, Z) and translations in Y and Z show no significant differences and are
displayed transparently. A systematic effect is only observed for the X-translation (blue).

4.5 Influence of platform inclination

The pronounced variations in rotation angles along the X and Y axes in Figure 4 indicate that
the deviations in PLS data are probably related to the tilt of the scanner platform. To investigate
the contribution of the pillar's inclination to estimated transformation parameters, raw PLS data
are firstly corrected by the filtered measurements from two inclination sensors as depicted in
Section 3.4. The corrected 4D point clouds are then registered to the reference scan by
Piecewise-ICP, deriving different transformation parameters as shown in Figure 7.

Overall, the translation values show negligible differences compared to the results without
inclination correction, whereas the re-estimated rotation angles exhibit significant changes—
particularly the greatly reduced Y-axis rotation angle (compared to Figure 4). This indicates
that the tilt of the supporting pillar is the main cause of variations in the horizontal rotation
angles estimated by point cloud registration. However, this does not imply that the pillar's tilt
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can be fully captured by the registration parameters, as noticeable diurnal angular variations
can still be observed from the re-estimated rotation angles in Figure 7. Specifically, the rotation
along the X-axis exhibits greater variation after inclination-based correction. This may be
attributed to the inclination data in this direction over-compensating for the pillar's tilt, which
is ultimately corrected through registration. Meanwhile, the residual Y-axis rotation may arise
from three sources: 1) under-compensation of inclination data; 2) systematic laser beam
deflection caused by atmospheric refraction; 3) partial absorption of the Y-axis rotation angle
by the Z-axis translation parameter. Alternatively, it could result from the combined effects.
The role and contribution of these factors require further investigation.
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Fig. 7: Time series of estimated transformation parameters after inclination correction for the
analysis period.

4.6 Analysis of estimated Z-translations

As observed in both Figure 4 and Figure 7, significant Z-translations in the transformation
parameters show variations up to 4 cm with a strong daily periodicity, though the estimated
translations along the X and Y axes are minimal and random. The first possible explanations
are the height changes of the monitoring platform or the bending effect of atmospheric
refraction on the laser beams. However, based on the analysis of total station measurements,
both of these effects are very minor, with variations of at most a few millimeters.

To further analyze the impact of different error sources, Figure 8 shows the scanner-based
coordinate time series of prism O06 after applying the inclination-based correction. While the
residual X-component shows minimal variations owing to the atmospheric distance correction,
the Y- and Z-components still exhibit noticeable changes. The observed periodicity in
Y-component can be explained by the diurnal rotational behavior of the pillar around the Z-axis.
This Z-rotation cannot be captured by the inclination sensors and consequently remains after
applying the inclination correction. However, this can be effectively compensated through the
adopted registration approach, which explicitly estimates Z-rotations (rf. Figure 4). Although
the remaining Z-components (within 2 cm) after inclination correction are slightly larger than
those after applying registration (rf. Figure 5), they are significantly reduced by 2—6 cm
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compared to those without registration or inclination correction (rf. Figure 2). This indicates
that the dominant error source causing vertical shifts in PLS data is the tilt of the pillar. The
residual Z-components may result from incomplete tilt correction and/or atmospheric
refraction. Further causes will be investigated in future work.
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Fig. 8: Scanner-based prism coordinate time series of prism 006 (X, Y, Z) corrected by inclination
sensors for the analysis period from 17 to 27 August 2024.

Upon observing the strong correlation between the Z-translation and Y -rotation in the estimated
registration parameters (see Figure 4 and Figure 7) and considering that the primary error source
originates from the rotational behaviors of the pillar, we attribute the significant Z-translation
primarily to the residuals of estimated rotation angles. To verify this assumption, we calculate
the vertical translations derived from the measured distance (approx. 320 m) and the differences
in Y-axis rotations measured by the inclinometer (blue) and those estimated by registration
(green), as demonstrated in Figure 9.

The Z-translations obtained from these two methods are nearly identical, indicating that the
Z-translations estimated based on registration are mainly used to compensate for an incomplete
estimate of Y-axis rotations to achieve optimal point cloud alignment. Other error sources like
atmospheric refraction or instrument-related instability may play a minor role in the estimation
of Z-translations.
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Fig. 9: Difference between the Z-translations from estimated parameters by registration and from
the offsets between inclination angles and Y-rotation estimated by registration.
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5 Conclusion and Outlook

This contribution demonstrates how point cloud registration parameters and multi-sensor data
can be utilized to comprehensively analyze systematic errors in PLS point cloud, taking the
PLS data from the Trierer Augenscheiner as an example. The results further confirm that the
Piecewise-ICP provides a reliable and precise method for the registration of multitemporal PLS
point clouds and can be effectively integrated into continuous monitoring workflows.

First, the Piecewise-ICP algorithm is applied to accurately register the 4D PLS point cloud after
distance correction and to derive time series of transformation parameters. These parameters
are not only used for data correction, but also serve as an integral part of the PLS measurement
concept. They reveal pronounced systematic errors in the point clouds with a clear diurnal
periodicity. By identifying stable prism center coordinates, the registration method is validated
and shown to significantly reduce systematic errors in the PLS data. A comparison with
inclination-based corrections indicates that the dominant systematical errors originate from
platform tilts. Both registration-based and inclination-based corrections effectively mitigate
pillar’s rotation-induced systematic errors. However, torsion around the vertical axis remains
uncompensated by limited inclination data, whereas registration can successfully extract pillar’s
rotation around this direction and further reduce the residual errors. In addition, a mutual
compensation effect between rotation angles and translation components is observed in the
registration parameters. This indicates that, in certain cases, the estimated transformation
parameters may not fully represent the true physical quantities causing point cloud rotation or
translation. Nevertheless, the registration-based approach can account for multiple error sources
and effectively reduce resulting deviations.

Overall, the analytical methods and result interpretations presented in this study provide
valuable insights for understanding and analyzing the composition of PLS systematic error
sources and their respective contributions. At the same time, the presented interpretations
should be understood as site- and setup-specific. While this study identifies relevant influencing
factors and illustrates their impact on PLS data, systematic effects must always be evaluated
individually with respect to the specific measurement configuration and environmental
conditions. As the mathematical registration model is not directly coupled to the underlying
physical processes, different monitoring sites may exhibit different dominant effects and
parameter interactions.

Future work will focus on analyzing data from extended time periods and on developing
quantitative models to describe atmospheric refraction effects on laser beam bending.
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Abstract

Terrestrial laser scanning (TLS) intensity values can provide meaningful information about
scanned surfaces. Most reported TLS-based material probing attempts rely on deriving a
reflectance constant per individual object surface, assuming that this reflectance primarily
depends on the surface material properties. However, surface reflectance cannot be fully
represented by a scalar value. Each surface exhibits complex reflectance patterns that can be
represented by a characteristic bidirectional reflectance distribution function (BRDF), which
encodes further material properties, surface roughness, and microstructure. While TLS data do
not allow retrieval of the full BRDF, they do permit derivation of a special case thereof,
corresponding to the configuration where illumination and observation directions coincide. We
refer to this as the material-dependent angle-of-incidence compensation function (AOICOF).

We demonstrate that estimating the AOICOF from point clouds enables material identification.
We achieve this by compensating the intensities for range dependence, segmenting the point
clouds of a scene into surface patches, jointly processing patches with common material
properties, and estimating AOICOF for each such group of surface patches. The AOICOFs
estimated from the scans of the scene are then compared to a catalogue of reference functions
obtained from laboratory measurements of various materials. We evaluate the agreement
between in-situ and laboratory data by comparing their AOICOF and representative reflectance
constants. Results demonstrate that obtained AOICOFs align closely with laboratory
references, effectively allowing the distinction of material classes. While the shape of the
AOICOF serves as a filter for narrowing down potential materials, we find that combining it
with a representative reflectance constant helps distinguish between materials with similar AOI-
dependent reflectance response. With these results, we demonstrate that reusing radiometric
compensation functions enables extended material probing, providing a more comprehensive
characterization of surfaces than a reflectance constant alone.

1 Introduction

Terrestrial laser scanning (TLS) is widely used in geodesy, surveying, and engineering
applications to acquire dense and accurate 3D representations of real-world scenes. In addition
to geometric information, TLS instruments record the intensity of the backscattered laser signal,
which primarily depends on the scanner, the measurement configuration and the physical
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properties of the illuminated surface. As a result, TLS intensity has attracted interest as a source
of information for surface characterization, segmentation, and material-related analyses, such
as moisture content estimation (Jin et al., 2021; Laasch et al., 2023) or roughness quantification
(Lang, 2009).

To make TLS intensities independent of measurement configurations, numerous studies have
focused on the radiometric compensation of distance and angle of incidence (AOI) effects (e.g.,
Kashani et al., 2015; Kaasalainen et al., 2011; Tan and Cheng, 2016; Jin et al., 2020; Laasch et
al., 2025). In these approaches, the AOI dependence of the backscattered signal is explicitly
modeled and compensated for, to subsequently retrieve a scalar that corresponds to the material-
dependent reflectance at a predefined reference geometry — typically a fixed AOI (often
perpendicular incidence). After this compensation, each point is assigned a single reflectance
constant, which is then used for further processing or interpretation. This constant characterizes
the material specifically at the scanner's operating wavelength. For ideal Lambertian surfaces,
this single scalar is indeed sufficient to fully describe the reflectance behavior.

While this strategy has proved effective for improving radiometric consistency and enabling
comparisons between scans taken at different locations, it implies that for non-Lambertian
surfaces the AOI-dependent reflectance response itself is largely discarded once compensation
is applied. From a physical perspective, however, AOI-dependent reflectance response is not
merely a measurement artifact but reflects intrinsic surface properties. In optical remote
sensing, AOI-dependent reflectance responses are commonly described by bidirectional
reflectance distribution functions (BRDFs) that capture how reflectance varies with
illumination and observation geometry. The BRDF is known to encode information about
material composition, surface roughness, and microstructure (Cook and Torrance, 1982), and
therefore, if such information can be retrieved, it can be used for extended material probing.

In TLS, the illumination and observation directions coincide due to the scanner's monostatic
configuration. Consequently, the full BRDF cannot be observed. Instead, measurements are
constrained to the backscattering direction, where the observation vector aligns with the
illumination vector. By varying the incidence angle across the scene, TLS effectively samples
a partial BRDF — specifically the intensity in the backscattering direction as a function of the
AOQIL. This response is known to be strongly influenced by the surface material as well (Cook et
al., 1982).

This material- and AOI-dependent reflectance response has been demonstrated in numerous
studies. Laboratory experiments have shown that different materials exhibit distinct and
reproducible AOI-dependent reflectance responses under controlled conditions (e.g.,
Kaasalainen et al., 2018). Similar AOI dependencies have also been observed in application-
driven TLS studies, where AOI effects were estimated directly from field-acquired point clouds
(in-situ) as part of radiometric compensation workflows (e.g., Li et al., 2023; Laasch et al.,
2025). These studies consistently show that the AOI-dependent reflectance response reflects
intrinsic surface characteristics.

In this paper, we build on these findings and investigate how material- and AOI-dependent
reflectance responses can be exploited beyond radiometric compensation. Rather than treating
the AOI effect solely as a systematic error to be removed, we investigate whether the material-
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dependent AOI compensation functions derived during radiometric calibration can serve as
informative descriptors for material identification. We interpret these functions as a partial
BRDF corresponding to the backscattering configuration inherent to TLS and refer to them as
AOI compensation functions (AOICOFs). Importantly, this interpretation does not replace
established radiometric compensation workflows but extends them by reusing the estimated
AOICOFs as material signatures.

This motivates the central question addressed in this paper: Given the challenges of in-situ data,
is it feasible to use AOICOFs estimated from in-situ TLS point clouds for material
identification? To answer this question, we estimate AOICOFs from real-world TLS scenes by
first compensating intensities for range dependence, segmenting the point cloud into surface
patches with similar material properties, and estimating the AOICOFs for each of those patches.
We denote these field-estimated functions as in-situ AOICOFs. They are then compared to a
catalogue of laboratory-derived reference AOICOFs for different materials. Similarity between
functions is quantified, enabling a direct assessment of whether material-specific AOI-
dependent reflectance responses can be recognized in the in-situ acquired TLS data and used
for the enhanced material identification.

The remainder of this paper is structured as follows. Section 2 details the methods, including
the description of the TLS datasets, the framework for estimating AOICOFs from point clouds,
and the acquisition of independent laboratory reference measurements. It also defines the
metrics used to evaluate both the AOICOF similarity and the reflectance constant similarity.
Section 3 presents the results of the comparison between in-situ and laboratory data, analyzing
the similarity of AOICOFs and of reflectance constants separately, and discusses the
implications for material identification. Finally, Section 4 concludes the study and provides an
outlook on the potential of AOICOFs for material identification.

2. Methods

2.1 In-situ acquired TLS dataset

This study uses the TLS datasets previously introduced in Laasch et al. (2025). The datasets
were acquired using a Z+F Imager 5016 operating at a wavelength of 1550 nm. Prior to each
acquisition, the scanner was warmed up for approximately one hour to reduce temperature-
related intensity drift effects (Laasch et al., 2023). All data were collected in outdoor urban
environments under stable meteorological and illumination conditions.

Two scenes were scanned (see Figure 1). Dataset 1 represents a contemporary urban
environment comprising primarily plaster and wooden facades, complemented by vegetation,
pavements, vehicles, and other urban elements. Dataset 2 corresponds to a historical urban
setting dominated by a sandstone cathedral and surrounding streets, as well as vegetation and
urban objects. Both scenes were acquired from a dense network of scan stations with an average
inter-station spacing of approximately 5 m, resulting in a high degree of scan overlap. This
dense acquisition geometry ensures that most surfaces were observed from multiple viewpoints
and under a wide range of distances and AOIs. The datasets comprise approximately 30 scan
stations per scene; detailed scan statistics are reported in Laasch et al. (2025).
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For the present analysis, the datasets were manually segmented into homogeneous surface
regions corresponding to individual materials. In Dataset 1, regions belonging to plaster and
wooden facades were segmented. In Dataset 2, sandstone facades were segmented. Although
these regions can be spatially disjoint, we group all points belonging to the same material into
a single dataset for processing. In the remainder of this paper, we refer to this aggregated point
set as a material segment.

Fig. 1: Point clouds of the acquired datasets colored by raw intensity. Left: Dataset 1; Right: Dataset 2.

2.2  AOICOF estimation from in-situ point clouds

The estimation of AOICOFs follows an in-situ radiometric calibration framework, as described
in Laasch et al. (2025). The key principle is to exploit the redundancy provided by overlapping
TLS observations to estimate radiometric compensation functions directly from the acquired
point clouds, without requiring dedicated laboratory measurements. The radiometric calibration
is decomposed into a scanner-specific distance compensation function and a material-
dependent AOICOF. The distance compensation function is assumed to be independent of
material properties and is therefore estimated globally using the entire dataset. In contrast, the
AOICOF is inherently material-dependent, as different surfaces exhibit distinct angular
scattering behaviors. Consequently, AOICOFs are estimated separately, but simultaneously, for
each material segment extracted from the point clouds (see Section 2.1).

Following the notation of Laasch et al. (2025), the raw recorded intensity values I, are modeled
as a product of a scanner constant k,, a material- and AOI-dependent term f(;ﬁat (), i.e., the

AOICOF, a scanner- and distance-dependent term gz (R), and a material reflectance constant
mat.

p<Po
I =K - fq;:)lat ((P) 'glgo(R) ) Pgloat, (1)

where ¢ is the AOI, R is the distance, and ¢, and R, are chosen reference AOI and distance.
Due to the coupling between distance and AOI effects within the raw intensity data, Laasch et
al. (2025) employed an iterative estimation scheme for radiometric calibration. It alternates
between estimating the global range dependence gz (R) and all material-dependent, local,

AOICOFs f(;ﬁat (¢) until convergence is reached. The AOICOF is normalized such that
fon* (@o) = 1. In this work, we selected ¢, = 45°, mitigating the influence of specular

reflection and macroscopic surface roughness effects, which primarily affect reflectance at very
low and very high AOIs, respectively.
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To allow sufficient flexibility in modeling a wide range of angular reflectance behaviors, we
employed smoothing splines to represent the AOICOFs f;* (¢). This non-parametric
approach avoids imposing a restrictive parametric form and enables the AOICOF to adapt to
both diffuse and more complex angular scattering characteristics observed in real-world
materials. As a result, a separate AOICOF is obtained for each manually predefined material
segment, capturing its characteristic AOI-dependent reflectance response. By decoupling the
range dependence and the AOI effects from the raw intensity, the method explicitly recovers

the material reflectance constant scaled by the scanner constant (i.e., kg - pgloat).

2.3 Laboratory reference AOICOFs

To obtain a catalogue of independent reference AOICOFs, we conducted laboratory-based AOI
experiments under controlled conditions with the same laser scanner (Z+F Imager 5016). We
measured a total of five material types: sandstone, concrete, wood, plaster, and Spectralon. This
selection comprises three materials that were also segmented within Datasets 1 and 2 to allow
for direct comparison, and two non-matching materials that serve as controls. For each material,
two distinct samples (small rectangular panels) were measured to capture intra-material
variability. For the Spectralon, two panels with nominal reflectance values of 5% and 80% were
used. All laboratory samples were externally sourced; they were chosen to be representative of
the material types in the in-situ scenes (see Section 2.1), but were not physically extracted from
the site.

Measurements were performed by systematically varying the AOI between the laser beam (line
of sight) and the target surface (85° in 1° steps) and recording raw intensities while keeping
other acquisition parameters constant. To ensure that the derived functions were independent
of distance effects, measurements were repeated at three different distances (12m, 20m, and
30m). For each sample, the recorded intensities captured at all three distances were first
compensated for the known distance effect, combined, fitted with smoothing splines, and
normalized so that f(;’gat (o) = 1at @, = 45°. This resulted in a separate laboratory reference
AOICOF for each sample (5 materials x 2 samples). To establish a representative reference for
each material type, these sample-specific functions were subsequently averaged (see Section
2.4).

2.4 AOICOFs similarity and reflectance constant similarity

To evaluate the correspondence between the in-situ and laboratory materials, we performed a
similarity analysis based on the estimated AOICOFs and the reflectance constants.

AOICOF similarity

The similarity of the AOICOFs was assessed by comparing the AOICOFs f;% (¢) derived
from in-situ data with laboratory reference AOICOFs. All AOICOFs were discretized on a
common AOI (¢) grid with a step size of 0.001 rad (arbitrarily chosen, dense to assure good
function approximation). To obtain a representative reference for each material type (5
materials), we computed the mean of the two laboratory AOICOFs belonging to that class (1
material x 2 samples). The similarity between the in-situ AOICOF and the averaged laboratory
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reference AOICOF was quantified using the root mean square error (RMSE) and the median
absolute error (MAE), computed pointwise over the discretized AOI domain. The RMSE
emphasizes larger deviations and is sensitive to localized mismatches, while the MAE provides
a more robust measure of central deviation. Together, these metrics characterize the agreement
of the AOICOFs, independent of absolute reflectance, as the functions are normalized to unity
at the reference angle ¢, = 45°.

Reflectance constant similarity

In addition to the shape-based similarity, we evaluated the similarity of the reflectance constants
ppt. Since the system constant ks can be unknown, we cannot derive the reflectance pgi®t
directly. However, because all datasets (in-situ and laboratory) were acquired with the same
scanner, Kgis constant across all measurements. We therefore use the measurement
configuration independent intensity Iy;c;, which we introduced in Laasch et al. (2025). It

represents the intensity compensated for distance and AOI effects:

I, 2)
I — = K. - mat
Ml = pmat (o) gs (R) o Peo

The relative difference D,.; between the in-situ {5 and laboratory 1142 is calculated as:

g i ®

D 1 = r—
W+ LD /2

In this ratio, the system constant kg cancels out, making D,,; a valid metric for comparing
reflectance constants. Like for the AOICOF similarity analysis, we averaged the laboratory
samples of the same materials for this metric.

3. Results

3.1 Shape-based similarity of AOICOFs

Figure 2 shows the AOICOFs derived from the in-situ TLS data (dashed) alongside the
corresponding laboratory reference AOICOFs (solid) for three materials present in the in-situ
TLS data. Visually, the in-situ AOICOFs exhibit a high degree of similarity to the laboratory-
derived functions of the same material, indicating that the angular reflectance behavior
estimated from in-situ point clouds is consistent with controlled laboratory measurements.

This observation is quantitatively supported by the AOICOF similarity metrics summarized in
Table 1. For the plaster in-situ segment, the lowest RMSE and MAE values are obtained when
it's AOICOF is compared to the laboratory plaster reference, allowing for a correct distinction
form other materials. However, the difference to the 2" most similar lab reference AOICOF
(sandstone), is also small. The wood in-situ segment shows an even clearer distinction, with the
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Fig. 2: AOICOFs - f(p"olat (¢), of three different materials estimated using the in-situ acquired TLS point
clouds and their corresponding averaged lab AOICOFs.

smallest deviation regarding the laboratory wood reference, whereas comparisons to other
materials result in substantially larger values of RMSE and MAE.

For the sandstone in-situ segment, material identification is more challenging. While the
smallest deviation is observed for the Spectralon with 5% reference, the laboratory sandstone
and plaster AOICOFs also exhibit low difference values. This indicates that multiple materials
can exhibit very similar angular reflectance behavior, demonstrating that more information than
just the AOICOF is needed to identify the material correctly.

Table 1: AOICOF similarity between the in-situ AOICOFs and averaged lab reference
AOICOFs. The best metrics for each in-situ segment are highlighted in bold.
Lab\In-situ Plaster Wood Sandstone
RSME MAE RSME MAE RSME MAE

Sandstone 0.04 0.04 0.63 0.37 0.06 0.05
Concrete 0.17 0.10 0.47 0.29 0.24 0.18
Plaster 0.02 0.02 0.61 0.35 0.08 0.07
Wood 0.46 0.33 0.22 0.16 0.53 0.41
Spectralon 5% 0.11 0.10 0.67 0.43 0.03 0.02
Spectralon 80% 0.16 0.14 0.52 0.31 0.25 0.02

3.2 Reflectance similarity

In addition to AOICOF similarity, the reflectance constant similarity between in-situ segments
and laboratory samples was evaluated as a second means for material separation. The similarity
1s computed using the relative difference (D,..;) of the I, values (see Section 2.4). The results
are summarized in Table 2.
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Table 2: Reflectance similarity (D,.;) between in-situ segments and lab samples. The highest

similarity (lowest difference) for each in-situ segment is highlighted in bold.

Lab\in-situ Plaster Wood Sandstone

Sandstone 0.42 1.54 0.00

Concrete 0.65 1.43 0.24

Plaster 0.49 1.80 0.87

Wood 0.01 1.69 0.43

Spectralon 5% 1.50 0.50 1.28

Spectralon 80% 0.53 1.81 0.90

The reflectance-based comparison reveals substantial variability across material combinations.
For several materials, large discrepancies between in-situ and lab reflectance values are
observed, even when both belong to the same nominal material class. This is particularly
evident for the wooden in-situ segment: the in-situ surface exhibits considerably lower
reflectance than the laboratory wood samples. This arises simply because the specific varieties
of material differ between the two settings: the wood in the in-situ scene is dark and glazed,
whereas the laboratory samples are uncoated. A similar discrepancy in material composition is
observed for the plaster.

In contrast, the sandstone material shows a close agreement between in-situ and lab reflectance
values. We assume this is the case because the laboratory samples represent the same sandstone
type found in-situ. Moreover, both the laboratory samples and the in-situ surfaces feature a raw,
cut finish, ensuring similar surface properties. Consequently, for this material, the reflectance
similarity resolves the ambiguity observed in the AOICOF similarity. For instance, while the
sandstone AOICOF is very similar to Spectralon 5% and plaster, the reflectance comparison
confirm the sandstone match and excludes the other two candidates.

As expected, these results indicate that reflectance similarity alone is not a reliable indicator for
material identification, as it is a measure of absorption of the surface that is influenced by the
material and the surface finishes (e.g., coating). Nevertheless, the reflectance constant carries
undoubted value as a complementary metric, supplementing the AOICOF-based identification.
Since both the reflectance constant and the AOICOF are derived simultaneously from the same
data, they can be effectively integrated to support a more robust, multi-parameter material
identification.

4. Conclusion

In this work, we investigated the potential of reusing radiometric calibration functions as
physical descriptors for material probing and identification in terrestrial laser scanning (TLS).
Standard radiometric compensation typically treats angular intensity variations as artifacts to
be corrected. In contrast, we demonstrated that these variations encode intrinsic material
properties that can be recovered from in-situ acquired point clouds. By estimating material-
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dependent angle-of-incidence compensation functions (AOICOFs) — which approximate a
partial bidirectional reflectance distribution function (BRDF) specific to the scanner's
monostatic geometry — we showed that TLS data contains latent material information that
supports material probing without requiring additional sensors.

Our experimental results confirm that in-situ AOICOFs derived from urban scenes align well
with a catalogue of reference functions derived from controlled lab measurements, validating
the approach for material identification. The analysis reveals that although the shape of the
AOICOF serves as a strong feature for distinguishing materials, it is not unique; different
materials with similar surface properties can exhibit similar AOICOFs. However, our results
indicate that complementing the AOICOF similarity with reflectance similarity can improve
material identification.

Despite the informational gain, neither the AOICOF nor the reflectance constant guarantees
definitive identification in isolation. Different materials with similar surface properties can
yield indistinguishable angular signatures, and materials with similar absorption can exhibit
identical backscatter strengths. Therefore, the estimated AOICOFs serve to narrow down
potential material candidates rather than providing a single, absolute classification. The
effectiveness of combining these metrics depends on the complexity of the specific use case.
While our study demonstrates the potential of this combination, determining the optimal
mathematical framework to fuse angular shape and radiometric magnitude remains a subject
for future work. Furthermore, in complex scenes with high material diversity, these geometric
and radiometric cues should be supplemented with additional data sources as hyperspectral
measurements (Han et al., 2023; Ray et al., 2024). Future research should investigate integrating
AOICOFs with RGB color information, texture analysis, semantic scene context, or multi-
spectral intensity data to resolve remaining ambiguities.

By shifting the perspective from removing angular effects to analyzing them, this work
establishes a foundation for more semantically rich point cloud processing. It demonstrates that
simultaneous geometric acquisition and physical surface characterization are feasible, offering
a new dimension of information for remote sensing applications.
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1 Introduction

Robot arms are designed primarily for repetitive tasks such as handling, welding and spraying.
Therefore, the most important specification for robot arms is repeatability. However, robot arms
also have great potential for other machining tasks, such as drilling, milling and grinding (Wang
et al.,, 2023). These are high-precision robot manufacturing processes which also require
absolute pose accuracy. Traditionally, these tasks are performed using CNC machining.
Nevertheless, the lower cost, greater flexibility and better adaptability of robot arms make them
an attractive alternative. Specific applications of robot machining include drilling in the
production of automotive (Ferreras-Higuero et al., 2020) and aerospace (Frommknecht et al.,
2017; Diaz Posada et al., 2016) components, as well as milling tasks (Schneider et al., 2015).
The main limitations of robot machining identified so far are weak stiffness, instability, and
low accuracy in robot arm position (Wang et al., 2023). Schneider et al. (2013) point out that
many more applications could be addressed if the accuracy of robot arms were increased.
Achieving accuracies in determining the position of a workpiece in the robot frame of
approximately 0.1 mm is challenging due to errors accumulating throughout the process, from
referencing and imperfections in the robot arm to calibrating tool center points (lever arm) and
process-specific deviations (Diaz Posada et al., 2016). This article focuses on referencing and
determining the lever arm component. Thus, contributing to the above mentioned challenging
aspects of robot machining.

According to Frommknecht et al. (2017), there are three types of referencing: global, semi-local
and local. Global referencing requires precise knowledge of the absolute pose of the robot arm
and the workpiece in relation to a common coordinate frame. Semi-local referencing also uses
a precise global reference, as well as an additional measurement system mounted on the robot
arm. Thereby, any discrepancies in the global referencing and in the robot arm positioning are
compensated. Local referencing mainly relies on an measurement system mounted on the robot
arm. Only a rough global reference is needed. The main difference between the methods is the
level of precision of the global reference and whether an internal measurement device is used.
This article focuses on global referencing. The position of the robot arm and the
workpiece/object must refer to the same reference frame, which is realised by an external
measurement device. To achieve this, the object is measured, and the transformation between
the measurement coordinate frame and that of the robot arm must be determined. Some
literature deals with estimation methods for these parameters (Dornaika and Horaud, 1998,
Strobl and Hirzinger, 2006, Tabb and Ahmad Yousef, 2017, Ulrich and Hillemann, 2021).
These methods originated in hand-eye calibration (Tsai and Lenz, 1989), where the hand
represents the robot arm and the eye corresponds to the camera. Zhuang et al. (1994) extended
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this method to the simultaneous determination of the robot-world and tool-flange calibration.
Further publications on this topic are Ernst et al. (2012) and Wu et al. (2016). Dornaika and
Horaud (1998) were the first to perform a simultaneous robot-world and hand-eye calibration
based on a non-linear least squares estimation. However, these approaches do not take
stochastic information into account. Ulrich and Hillemann (2021) provide a hand-eye
calibration of uncertain robots. They consider data uncertainties in their estimation procedures
and additionally estimate the accuracy level of the robot arm poses. The accuracy of global
referencing or robot-world transformation depends on the pose accuracy of the robot arm. Due
to an insufficiently determined robot arm model, the positional accuracy of robot arms is usually
only a few millimeters. In this contribution the simultaneous estimation of the robot-world and
tool-flange transformation according to Horvath and Neuner (2019) is used.

This contribution aims to quantify the limitations of the global referencing process and its
effects on a machining task. The impact of an insufficiently determined robot arm on the
transformation, and consequently on the achievable robot position in the global reference frame
is analysed. For this purpose, the transformation poses and the position of the measurement
device are varied. These investigations are based on exemplary measurements on a
collaborative robot arm.

2 System design

To process a workpiece with a robot arm, the object must be measured by an external measuring
device and referenced in the robot arm system by means of a transformation. Consequently, the
present system consists of the robot arm, the measuring device, the control system for both, the
transformation method and the environment. The important methodical components of this
system and the concept for the evaluation are described in the following.

2.1 Robot arm

A robot arm consists of a series of rigid bodies connected by rotary joints. Based on six variable
rotary joints 8; and further constant geometric robot parameters (a;, a;, d;) any pose TR can
be reached within the robot arm’s working area. The robot pose (tXr, [w, ¢, k]) is expressed as
a homogeneous transformation matrix TR, consisting of the position tX and the orientation
RR. The geometric robot parameters originate from the Denavit-Hartenberg model (Denavit
and Hartenberg, 1955). This model concatenates six single transformations T and each
transformation is based on four parameters (a, @, d, 8), as indicated in Eq. 1.

[ R te| = TTITITITATS = f(a,0.d,60) n
Insufficiently determined robot parameters result in deviations in the pose of the robot arm.
These deviations can be categorised as either geometric or non-geometric. Geometric
deviations include all those that can be attributed to insufficiently determined geometric
parameters. The latter category includes all time-dependent dynamic influences that change in
magnitude during manipulator operation (Schneider et al., 2013). These include joint
compliance, gear backlash, gear friction, deflection of the arms, and component heating
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(Mooring et al., 1991). Additionally, to robot-dependent deviations Schneider et al. (2013)
distinguish between system-dependent and process-dependent deviations. System deviations
arise from insufficiently defined robot-dependent parameters, sensor measurement imprecision
and deviations in control implementation. Process-dependent deviations are mainly caused by
machining forces. The system-dependent deviations are in the focus for further evaluation.

2.2 Transformation

For referencing the robot arm for machining applications (see Sec. 1), two components need to
be determined - the reference frame transformation between the measurement device (LT) and
the robot arm TR, as well as the estimation of lever arm components between the end-effector
(P) and the robot flange (RF) thr. A possible approach to this task is treated in Horvath &
Neuner (2019) and is used herein. To determine these two transformations, the functional
relationship given in Eq. 2 is established. The position of the robot arm tX; can also be
expressed based on the measured pose (t57, [r;, 1y,7;]). Therefore, the lever arm thr is added

to the measured pose T5' and then transformed to the robot arm frame T%;. The functional
model (Eq. 2) is adjusted in the Gauss-Helmert model. The lower left part in Figure 1 illustrates
the transformation chain. The approach formulated in Horvath & Neuner (2019) is built on a
measured orientation of the robot arm. If the orientation is not measurable or not available, it is
also possible to formulate the functional relation on basis of the robot arm. The robot arm
provides orientation information. It is also possible to reach the measured probe position t5 by
adding the lever arm t&F to the robot pose TRy and then transform it to the measurement device
frame TLT (Eq. 3).

the| = pr . pur . [tRe 2
- LT P ( )
1 1
tLT tRF
HELEINH ®

The two transformations TR, (Eq. 2) and T4 (Eq. 3) are connected by its inverse: TR, = T& ™"

2.3 Concept of evaluation

The evaluation of robot referencing is accomplished on the one hand by direct comparison of
different transformation results. On the other hand, additional independent measurements are
realised by the external measurement device. In Figure 1, a sketch of the evaluation setup is

presented. In the left part of the figure, the transformation routine out of Section 2.2 is included.
To evaluate these results, additional measurements tf)T'Z taken by a second station are required.
The transformation between the two laser tracker stations T2 is established using permanent

net point measurements. Equation 4 shows how the evaluation is set up. The net measurements

used to derive TEE2 are added to the transformation in Eq. 3. This closes the loop, making it
possible to compute the deviations AtE™? from the measured position £57204s.
)= [ -] i (]
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a) Ly b)

Fig. 1: a) Evaluation setup for the referencing of the robot arm. It includes the transformation as
defined in Eq. 2 (solid lines) and complements it by an additional measurement station LT2
(dashed lines). b) The robot arm with the T-Probe mounted on the robot flange is shown in the
4D measurement laboratory while measuring with the laser tracker AT960-MR.

3 Evaluation

Before presenting the initial findings, the measurement setup is described, comprising the robot
arm, the measuring device and the associated equipment. The first practical step is to test the
robot arm on repeatability and accuracy according to ISO 9283. This is followed by the initial
referencing results.

3.1 Measurement setup

The measurements are carried out in the 4D measurement laboratory of the Department of
Geodesy and Geoinformation at the TU Wien. The laboratory offers stable atmospheric
conditions and a highly precise measurement net comprising consoles and ground points with
magnetic adapters for 1.5-inch reflectors. The universal robot URSe is exemplary used for the
investigations. Due to its collaborative nature, it does not fulfill the stiffness criteria for robot
machining. It is designed for use alongside people and therefore meets different criteria. The
external measurement device is a Leica Absolute Tracker AT960-MR. It exhibits an accuracy
in position of 0.02 mm (Hexagon, 2021) It is used in combination with 1.5-inch corner cube
reflectors (CCR), 1.5-inch super cateye (SCE), which enables ultra-wide acceptance angle of
+75° from vertical around a full 360-degree field of view, and a probing device Leica T-Probe
(P), which uses a 0.5 inch tooling ball reflector (TBR). Important specifications are the
centering of optics for the various reflector types (<+0.003 mm, <£0.005 mm, <¢0.01 mm —
CCR, SCE, TBR) and the standard deviations of the ADM constant (£0.003 mm, £0.005mm,
+0.03mm). The probing device also provides orientation information. The standard deviation
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is defined as 0.01°. The corner cube reflector (CCR) is used for the measurements to the net
points. The Super Cateye (SCE) is used to measure the position of the robot arm because it
enables larger possible incident angles than the CCR (acceptance angle +30°). The whole robot
pose can only be derived by the probing device.

3.2 Robot arm testing

To determine the quality of the URSe robot arm, we follow the procedure outlined in ISO 9283.
We compute the relative pose error or repeatability (RP) and the absolute pose error or accuracy
(AP). It 1s derived for the SCE and the probe. As the ISO 9283 proposes, the robot arm
approaches five cube poses 30 times and the laser tracker measures them. By this generated
data set, a statistical evaluation is applied and the repeatability is derived. In order to determine
the absolute pose error, the transformation between the measurement system and the robot arm
must be established. These results are included in Table 3 and will be discussed in detail in the
next sections. The results of RP and AP are summarised in Table 1. The table includes the
average repeatability in position RP; and in the three orientation axes RP,, RPj, RP. as well
as the accuracy AP averaged over five cube points. Figure 2 provides detailed information about
AP in the different coordinate components. The z component is the direction with the least
accurate determination. The URS5e's position repeatability according to ISO 9283 amounts to
+25 um. The manufacturer specifies it as 30 um. The repeatability in orientation is computed
to 0.004°. The orientation standard deviation of the probing device is specified with 0.01°.
Consequently, the determined repeatability in orientation cannot be considered statistically
proven.

Table 1: Reached average RP and AP by the evaluation of the URSe according to ISO 9283
(v=10% and 100% and m=600g (SCE)/1.1 kg (Probe)).
RP, RP, | RP, | RP. | 4P,
SCE | 0.025 mm 0.4 mm

Probe | 0.023 mm | 0.0044° | 0.0031° | 0.0038° | 0.4 mm

= 04 —p
é 0.2F X
~ 0
ey y
< -0.2 z
-04 L . L !
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Fig. 2: AP of the URSe computed on basis of probe measurements. It shows the accuracy (AP) in the
single coordinate components (X, y, z) as well as its magnitude (p) for the five cube points.
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3.3 Referencing results

This section presents the first results of the global referencing process. The transformations are
computed based on the methodology described in Section 2.2. The aim is to demonstrate the
effects of different transformations on the absolute positioning of robot arms.

To illustrate a realistic scenario, we begin with two transformation settings that differ
considerably. Thus, two different reflectors (SCE/probe), different transformation poses (see
Fig. 3), and a different number of poses (17/38 poses) are used. While the SCE data set (Fig. 3,
left) has only a few transformation poses with good spatial distribution, the probe data set (Fig.
3, right) offers many poses, mainly on the side aligned with the laser tracker. Compared to the
probing device, the SCE does not provide orientation information. Therefore, we use the robot
arm's orientation information and compute the transformation chain according to Eq. 3. For
comparing the results of Eq. 2 (%p;) and Eq. 3 (Zs), the results of Eq. 3 are inverted (Rsc ¢r),
as described in Section 2.2. Table 2 presents the results of the rotational (w, ¢, k) and the
translational (tfr,, tfr,, tir,) component of TF; and the lever arm components

P 4P P
(trFx tRF,y tRF,2)-

Fig. 3: Transformation poses of the first two data sets — SCE (left), P1 (right). While the SCE data set
has few transformation poses with good spatial distribution, the probe data set offers many
poses, mainly on the side aligned with the laser tracker.

The transformation parameters determined on basis of the measurements on the super cateye
(SCE) are more precise in the translational component (6,x ) despite the small number of

transformation poses (17 poses) compared to the measurements to the probe (P1). The rotation
component (w, ¢, k) and the lever arm ¢, are determined more precisely by the probe data set,
which is probably due to the large number of poses. Comparing the transformation parameters
Xscr. and Xp, reveals large differences A%; in the rotation angles w, ¢ and in ¢, ,, which cannot

be explained by the standard deviations of the parameters g, 0,6,z . The deviation of 0.035°

over an average measurement distance of 5 m results in 3 mm, which corresponds to the value
of tf., . The derived angle k differs due to a stationing insufficiency in the software used. The
computed lever arms of the SCE and probe are not comparable. The spatial distribution of the
points may be one reason for the deviations. It appears that the deviations between the two
transformations are mainly caused by the probe data set.
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Table 2: Various transformation results belonging to laser tracker station 1. One transformation
result consists of the parameters x, the standard deviations & as well as deviations A to
Xsceer- The dark grey cells are not comparable because of no direct relation. The first
two transformations are discussed in Section 3.3, the last two in 4.1.

w (0] K thr th,y thr, P £P P
P el ] ml | fml | Dl |
[’I] [I’] [I’] [mm] [mm] [mm]

Xsce.er -0.5508 0.4389 37.9550 -5.0764 -0.3488 0.6309 -1.1 65.3 86.9

Xsce 0.1627 | -0.6859 -37.9518 4.2247 -2.8453 -0.5886 1.1 -65.3 86.9

Orscr 22 26 21 0.12 0.09 0.06 | 0.06| 006 0.12
Ry -0.5139 | 04730 | 234.4406 | -5.0764 |  -0.3481 06337 | -0.7] -162 | -113.1
B, 18 18 18 0.09 0.41 041 003| 003| 0.08
Ax, | -0.0369 | 0.0341 - - 0.0007 |  -0.0028 -—
Ry -0.5471 | 04633 | 2344483 | -50761 | -0.3488 | 0.6333 | -0.7| -16.1|-113.1
B, 34 38 23 0.29 0.58 0.97 | 0.09 0.1 031
Ax, | -0.0037 | -0.0244 - -0.0003 -] -0.0024 -—

Xp1p -0.4509 | 0.3893 234.5386 -5.0754 -0.3563 0.6261 -0.9 | -163 | -113.2

Grprs 368 355 388 2.0 8.9 83| 06| 05| 21

Axqy -0.0999 | 0.0496 -l -0.002 0.0075 0.0048

For independent control of the derived robot base frame, robot poses are measured from a
second laser tracker station, as suggested in Sec. 2.3. The second laser tracker station has been
transformed into the first laser tracker station based on measurements to net points offered by
the measurement lab. The laser tracker station was chosen quite opposite to the first station.
Closing the transformation chain and comparing to the additional measured pose from laser
tracker station 2 (Eq. 4), shows the difference vector of [0.1 -0.3 2.6] mm. It corresponds to the
differences in the transformation Ax; according to Table 2. The largest difference exhibits in
the z-component ¢, by approximately 3mm.

With this example, we demonstrate quite considerable differences between transformations and
wish to emphasise the necessity of a well-considered approach to planning the poses and the
transformation setup. For this reason, the individual effects will be discussed in the next section.

4 Inference on the global referencing performance

The performance of the referencing depends on the following influences: the number and
distribution of poses, the stationing of the measurement device, the reflector type and its
mounting. So far, the reflector, the number and distribution of poses are considered in this study.
In this section, some of the influences will now be separated in order to better understand their
effects.
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4.1 Variations in geometry

If a data set of probe observations with a small number of poses but good spatial distribution is
available (P2 - Fig. 4, left), the result Xp, in Table 2 is reached. The data set contains only 9
poses. This increases the standard deviations, especially in the translational z-component o,z .

The deviations change only slightly in most parameters (in comparison to Ax, ) despite the small
number of poses (see Tab. 2). The improved configuration of transformation poses has a strong
impact on the discrepances of omega, which decrease by one order of magnitude.

By reducing the data set P1 from 37 poses to 9 poses, the data set P1b is achieved (Fig. 4, right).
The aim here is to see the effect of poor spatial distribution in combination with a small number
of poses and to compare this with z,, (small sample size, but good spatial distribution). The
results are also presented in Table 2. They show a poor transformation — the deviations of the
translation parameters increase dramatically, especially for the translation components in y- and
z-direction, which increase to around 7 and 5 mm respectively. There are two possible reasons
for the poor performance of the %;,, data set: firstly, the spatial distribution of the poses in the
working space of the robot arm (see Fig. 4, right) and secondly, the lower variation in the
orientation of the robot pose. These two results (Xp, and %p,,) show that the combination of
few transformation poses and an insufficient spatial distribution of the poses leads to poor
precision and most probably also to poor accuracy of the parameters. The poorer the spatial
distribution of the poses in the working space of the robot arm, the more important it is to use
more transformation poses.

Fig. 4: Transformation poses of one further chosen dataset of probe observations Xp, and the
subsampled one Xp;;, from Table 2 —%,, (left), Xp,, (right). Both exhibit only 9 transformation
poses. Clearly, the X5, data set has a much better spatial distribution than Zp,,.

4.2 Influence of reflector type

When comparing the standard deviations of the SCE and P1 transformation results (Table 2),
despite the additional 20 poses measured, the values for the probe are quite large. To separate
the two influences on that, by configuration and by the employed reflector, subsequently a
particular focus of the evaluation is set on the reflector type.

Therefore, the same distribution of poses from the P1 data set is measured by the second laser
tracker station with SCE and probe. The distribution of the 37 poses is presented in Fig. 3
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(right). This builds our third data set and is denoted as e.g. SCE3. To determine the role of the
applied model (Eq. 2 or Eq. 3), the probe is treated as reflector (TBR) and the orientation
information is neglected. The obtained data set is denoted as P3,TBR. The results of the three
different transformations (SCE3; P3; P3,TBR) are included in Table 3.

The smallest standard deviations are achieved by the SCE. Again, the probe with Eq. 2 achieves
poorer translational precision g,z , the rotational standard deviations o are only slightly

wpk
worse and the lever arm components g,» are estimated similarly well. Using only the position
measurement to the tooling ball reflector of the probe delivers slightly higher standard
deviations for the rotation and the lever arm. However, the translation is estimated much more
precise in case of %375z (Without considering the measured orientation). In comparison to the
SCE results, the less precise manufactured, less accurate determined ADM constant as well as
a lower allowable incidence angle may be reasons for the worse performance of the TBR.

Table 3: Various transformation results belonging to laser tracker station 2. One transformation
result consists of the parameters x, the standard deviations & as well as deviations A to
Xscrser- All three transformations are based on the same pose distribution as presented
for P1 measured on laser tracker station 1 (Fig. 3, right). Hence, 37 poses are considered.
The dark grey cells are not comparable.

w (0] K thrx tfr,y tir, ¢P P P
[°] [°] [°] [m] [m] [l | o | pee] | prom)
[H] [H] [H] [mm] [mm] [mm]

Rscgaer | -0.1307 | 0.1261 | 304662 | 32733 | -2.1783 | 0.6266 | -14| 63.7| -86.9

R 0.0487 | -0.1750 | -30.4660 | -1.7150 | 3.5378 | -0.6288 | 14| -63.7| 86.9

G 15 15 15 0.06 0.07 0.04| 002| 002] 007
Rps -0.1300 | 0.1271 | 30.4662 | 32734 | -2.1783 | 0.6265| -05| -162| -113.1
B, 16 17 17 0.18 0.25 029 0.02| 002| 007
Axs 0.0007 | -0.0010 - | -0.0001 - | 0.0001

Xp3TBR 0.0520 | -0.1743 | -30.4617 -1.7150 3.5378 -0.6289 0.0| -16.7 113.0

O s ron 19 19 20 0.08 0.09 005 | 0.03| 003 009

AX3rpR -0.0043 | -0.0007 | -0.0043 - - 0.0001

These effects have not yet been fully clarified. For these investigations, a priori standard
deviations of 0.01° are assumed for the robot arm orientation and the probe. The only varying
a priori standard deviation is the translational component of the robot arm, which compensates
for inconsistencies of the measurement data with respect to the transformation model. For most
transformations, the average a priori standard deviation of the robot arm position is
approximately 0.18 mm in order to pass the global test of adjustment. Further investigations
will include a variance component estimation in order to obtain reasonable results for the
orientations as well.

Regarding the influence of the pose distribution discussed in 4.1, one notices for this
configuration that only small differences between the estimated transformation parameters
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occur for the three cases shown in Table 3. The differences in the translational components
reduce from several mm (see Table 2) to few hundredths of mm (see Table 3). Similarly, the
differences in the rotational components reduce by two orders of magnitude. Thus, it can be
concluded that the high differences between the SCE and probe-based estimations encountered
in Table 2 are mainly driven by the extremely different configuration of the measured poses.
Beyond the geometric configuration aspect this difference leads also to different influences on
the actual pose of the robot arm of non-geometric parameters (see Sec. 2.1).

4.3 Define limitations of global referencing

This section consolidates the results and aims to identify the limitations of global referencing
for robot arms. It shows so far, that the greatest influence comes from the pose distribution. As
presented in Section 3.3, deviations of up to 3 mm arise between the SCE- and probe-based
transformations due to the selected pose distribution (see Table 2). Pursuing this insight further,
we created an extended data set with 24 poses (SCE4) which is measured using both, the probe
as well as the SCE. This data set should reflect a best case scenario for the global referencing.
The distribution of the poses is given in Figure 5. The obtained results for the best-case
transformation (Tab. 4) confirm the conclusions of the previous sections: using the SCE instead
of the probe leads to lower standard deviations of the estimated transformation parameters (see
also Sec. 4.2, G .., VS. Oy,,). This applies especially to the translation. When observing the
same poses with both reflector types the estimated parameters are almost similar with
discrepancies Ax; for the translational components in the range of one tenths of a mm. Also the
discrepancies Ax; and Ax, behave similarly. The results are presented in Table 4 and relate to
Table 3 due to the same laser tracker station. Comparing the translation results Xg¢z; ., (Table
3) and Rgcg, . (Table 4), results in a deviation of 1.7 mm. Opposing this deviation (4x;,, Table
4) with Ax, in Table 2, a decrease of the discrepancies can be noted. Thus, by increasing the
number of transformation poses, the deviations between independent transformation results
decrease. Further measurements and investigations are required to prove the limit of the
discrepancies in global referencing, which will be probably limited by the accuracy of the robot
arm.

Fig. 5: Transformation poses for the SCE4 and P4 transformation. It bases on the pose distribution of
data set SCE (Fig. 3, 16 Poses) and is extended by 8 poses.
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All investigations so far have been accomplished for one specific collaborative robot arm and
need to be derived for different ones. While the aforementioned magnitudes of the results will
not apply to other robot arms, this is likely to be true with regard to the classification of
influences according to their importance.

Table 4: Transformation results of spatial well distributed poses belonging to laser tracker
station 2. One transformation result consists of the parameters ¥, the standard deviations
o as well as deviations A to Xscg4 .. The transformations are based on the extended data
set of SCE (Fig. 5). Hence, 24 poses are considered. The dark grey cells are not
comparable. Ax; 4 relates to Xscg3 ., out of Table 3.

w ¢ K thrx tfr,y tir, ¢P P P
[°] [° [°] [m] [m] [l | | pee] | promy
[H] [H] [H] [mm] [mm] [mm]

Rscearr | -0.1071 | 0.1464 | 304783 | 32737 | -2.1776 | 0.6251 | -14| 635| -86.9
Rscra 0.1348 | 0.1214 | -30.4785 | -1.8358 | -3.4761 | -0.6294| 14| -63.5| 869
O rocms 18 18 15 0.07 0.11 0.05| 0.05] 005| 0.12

Xps -0.1078 | 0.1456 | 30.4790 | 32736 | -2.1776 | 0.6251 | -0.1 | -16.0 | -112.8
s, 19 21 17 0.21 0.26 035| 0.05| 005| 0.14
Ax, 0.0007 | 0.0008 | -0.0007 |  0.0001 - -
Axs, -0.0236 | -0.0203 | -0.0121 | -0.0004 | -0.0007 |  0.0015

The biggest limitation in global referencing for robot arms is the distribution of the
transformation poses. As shown in Table 2 (P2 vs P1), nearly nine well-distributed poses
determined by probe measurements deliver the same result as 37 poorly distributed poses. This
demonstrates the importance of geometry. A sufficient number of transformation poses ranges
between 17 to 24. This depends on the distribution of poses and on the reflector type. Starting
with 15 poses achieves a precision of up to 0.1 mm for a robot arm with positional accuracy of
0.4 mm, ensuring good spatial distribution and a super cat eye reflector. Due to the larger
standard deviations reached by probe measurements (see Tab. 3), more poses are needed to
achieve a precision of 0.1 mm for the translational parameter.

Applying these investigations to another (type) robot arm will demonstrate how dependent the
transformation results are on the accuracy of the robot arm. For the used URSe, we derived an
average positional accuracy expressed as deviation from the nominal position of 0.4 mm
according to ISO 9283 (see Tab. 1). During the adjustment process to estimate the
transformation parameters, the a priori standard deviation in the position of the robot arm is in
average 0.2 mm. Passing the global test indicates that chosen functional and stochastic models
are in accordance with the data set. As the deviations obtained from the ISO lie within the 2-
sigma interval of the standard deviation resulting from the adjustment, the two results are
consistent, and it is feasible to claim a standard deviation of the robot arm of 0.2 mm. To
calculate the standard deviation based on a defined procedure and in accordance with all
measurement types, the variance component estimation proposed in Section 4.2 can be used.
The standard deviation for the transformation parameters lies in the same order of magnitude.
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However, the deviation between independent transformation sets ranges from 3 tol.5 mm.
There is still a fairly large difference, which we need to take into account. This can be mainly
attributed to influences due to the geometric distribution of the poses as well as systematic
deviations of the robot arm coming from both geometric and non-geometric components.

5 Conclusion and outlook

Accurate referencing of workpieces to robot arms enables robot manufacturing processes such
as drilling, milling and grinding. This article deals with quantifying the influences on
determining transformation parameters through global referencing using laser tracker
measurements. The influences discussed in detail are the distribution and number of poses, and
the reflector type. The distribution of the poses was identified as the most limiting influence. It
was found that the Super Cateye performs better than the probe, achieving lower standard
deviations, particularly when translating the laser tracker frame to the robot arm frame. An
appropriate number of poses is between 17 and 24. This depends on the pose distribution,
reflector type, and targeted precision. Future research will investigate the differences in
transformation performance when using the probe or the SCE, subsequently focusing on the
SCE. Variance component estimation can contribute to our understanding of these differences.
Additionally, it can be beneficial for adequately quantifying the precision of the robot arm.
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1 Motivation and challenge

A novel green-band Light Detection and Ranging (LiDAR) system specifically for underwater
metrology, termed Underwater LiDAR (ULi) system, has recently been developed by the
Fraunhofer Institute for Physical Measurement Techniques (IPM). The system is based on
Time-Of-Flight (TOF) ranging and is capable of achieving millimeter-level ranging
performance underwater. Multiple studies have already demonstrated that this LIDAR exhibits
reliable performance in underwater scenarios (see Section 2). In the present use case, the sensor
is operated at the waterline, so that its performance in the medium air is of particular interest.
Additionally, the ULi system is applied for waterline data acquisition in underground adits with
an approximate height of 2.25 m. Given a typical water surface-to-crown clearance of about
1.75 m and an in the medium air LiDAR field of view (FOV) of ~60°, this study evaluates the
ULi system performance over distances from 2 to 5 m in the medium air to support reliable
mapping of the adits environment.

The main challenge associated with this system is that its performance characteristics in air are
up to now not deeply investigated, despite the fact that its underwater performance has been
validated in several studies (see Section 2). Because the LiDAR 1is customized explicitly for
underwater operation, its optical design and system parameters may not directly transfer to
measurements that involve a significant path in air. For the targeted waterline application, it is
therefore necessary to thoroughly characterize and quantify the in-air performance of the
sensor. Only by doing so it can be ensured that millimeter-level ranging performance is
maintained when the LiDAR is used in configurations that deviate from its original underwater
design conditions. Based on this, the measurements of ULi system in the medium air is
evaluated using the terrestrial laser scanner (TLS) Zoller+Frohlich (Z+F) IMAGER 5016A
(IMAGER) (Zoller+Frohlich 2026) as a reference. For the ULi, the point cloud density
distribution, precision, and bias are analyzed in this work.

In this paper, Section 2 reviews related work on the ULi system. Section 3 describes the
methods used to assess the ULi system, focusing on precision and systematic bias. Section 4
presents the experimental design and the results. Finally, Section 5 summarizes the results and
describe the future work.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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2 Literature review

The Fraunhofer IPM developed a submersible ULi system in a pressure-resistant housing for
deployment on stationary or mobile platforms to support underwater topography and
infrastructure inspection. Initial tests in controlled water environments produced point clouds
with promising resolution, accuracy and acquisition speed, indicating good potential for precise
subsea mapping and inspection applications (Werner et al. 2023; Fraunhofer IPM, 2025).
According to Walter et al. (2025), the ULi system was systematically tested in two laboratory
scenarios and one real-world scenario to assess its suitability for high-resolution monitoring of
underwater infrastructure. In a close-range static tank experiment under clear water conditions
(NTU = 0), the ULi system was able to detect man-made and organic structures down to
2.36 mm at a close range (< 0.56 m), demonstrating millimeter-scale level of detail. A second
static laboratory experiment from 1.03 m to 8.03 m, using a Boehler star target, showed that arc
segments of 2.95 mm could be fully resolved at distances up to 8.03 m. In contrast, the field
trial in the river Elbe yielded no meaningful reflections from infrastructure targets, leading the
authors to conclude that the ULi system was not suitable for operation in water bodies with
turbidity = 6 NTU (or Secchi depth < 1.10 m). Heffner et al. (2025) applied static scans of a
Boehler star, spheres and metal plates at different ranges and for varying turbidity levels.
Repeated measurements on a metal plate were used to derive precision and accuracy metrics.
Additionally, they reported a range precision of 1.95 mm and a mean relative range accuracy
of 6.01 mm. Further they demonstrated that small objects such as shells and water plants can
still be clearly identified in low-turbidity conditions.

3 Methodology
3.1 Plane-based precision

Spatial variations in point density are common in LiDAR-based point clouds. Importantly,
density anomalies may indicate issues in the point cloud and can lead to errors in derived
products (Petras et al. 2023). Accordingly, analyzing the spatial distribution of the point density
in point clouds is crucial. First, the center of the 4-fold and BOTA-8 targets are estimated
according to the method of Janfen et al. (2019). Subsequently, the Helmert 3D transformation
is applied to estimate a rigid transformation (R, #) between IMAGER and ULi system and the
scale is set to be 1 (Paffenholz & Bae 2012).

XyLik = RXimacerk +1 (1)

Let k = 1 to K, where K indexes the corresponding target centers. Here, R is the rotation
matrix and t is the translation vector between the frame of IMAGER and the ULi system.
X1maGeR k 18 the coordinate from IMAGER. Using the registration targets, the alignment quality
is assessed from the residuals at these control points after applying the estimated rigid
transformation. The overall registration error e, is quantified as the mean 3D misclosure
magnitude after transformation. Here, the point density of the IMAGER and ULi system is
compared after alignment, with a voxel size of 0.1 m X 0.1 m X 0.1 m for sampling. The
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resulting voxel occupancies enable a direct comparison of how uniformly the ULi system
samples the scene relative to the IMAGER reference.

For the precision evaluation, the focus is on the random component of the 3D point cloud
uncertainty and quantify it from orthogonal point-to-plane residuals. The plane parameters are
estimated within a Gauss-Helmert adjustment, where observation corrections are applied to the
measured 3D points to satisfy the planar condition. In the absence of point-wise covariance
information, all observations are assumed uncorrelated and of identical precision, which
reduces the adjustment to a standard orthogonal-distance plane fit solved by a singular value
decomposition (SVD) based formulation. The analysis is conducted at the point level using a
planar target as a controlled reference geometry (Schaffrin et al. 2006; Neitzel, 2010).
Additionally, to mitigate the influence of potential board warping, the target surface is
partitioned into 100 small patches (0.1 m X 0.1 m) and exclude patches affected by occlusions
(e.g., screws). The size should keep the local surface approximately planer and ensure enough
points per patch for stable precision statistics. The plane is fitted for each patch and expressed
as:

n"xy;+d=0]|n|=1 ()

Where n denotes the unit normal vector of the plane. Let x;; denotes the coordinate in the ULi
frame and d is the plane offset. To avoid inflating the precision estimated by boundary-related
effects, points potentially affected by edge effects are excluded by intensity-based filtering.
Random point dispersion is then quantified from the distribution of orthogonal residuals to the
fitted plane (see Eq.3). The spread of these normal-direction residuals provides a direct
estimation of the point-level precision under the given measurement conditions. Where i is the
number of repeated scans and p is the point index in the patch. For each point xy;; j, in the
selected patch j, the signed orthogonal residual is:

Tijp =R Xypiijp+d 3)

The plane-fit residual dispersion is summarized as (Dewez et al. 2016):

(4)

Where N; ; is the number of points in the patch j for repetition i and it is used to compute the
plane residual 6; ;. Multiple repetitions at each scanning distance enable the assessment of

range-dependent repeatability, reported as the distribution of the residual-dispersion metric
across repeats.

3.2 Bias analysis

The systematic bias of the green-wavelength ULi system is assessed via the IMAGER by
selecting a hybrid board that combines a ChArUco pattern with dedicated geometric targets
(e.g., 4-fold target) (see Fig. 1). The rigid body transformation is estimated by using the well
distributed targets (see Section 3.1). Subsequently, the alignment of the IMAGER and ULi
system point cloud is given. The bias estimation is performed using the Multiscale Model-to-
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Model Cloud Comparison (M3C2) distance using CloudCompare v2.14.beta (Dec. 28 2025)
(Lague et al. 2013). The IMAGER point cloud within the selected patch on the hybrid board
are used as core points to ensure a stable reference sampling. To mitigate edge effects or
mixed-pixel effects caused by dense black and white transitions target borders and hole rims,
the patches which located away from these regions are manually extracted from the hybrid
board (see Fig. 7). The local surface normals are estimated at the selected core points, and the
M3C2 distances are then computed as the separation between the two point clouds along these
normals using a projection cylinder and robust statistics.

4 Experiments

4.1 Precision of the 3D point cloud of the ULi system
3D point cloud density evaluation of the ULi system

The ULIi system is different from traditional TLS. According to the pulse settings, it produces
100,000 pts/s (skipped pulses = 0). To accommodate 3D LiDAR scanning on a mobile platform,
the motor speed is set to 25 Hz and the scan pattern is circular (spiral-shaped circle) so each
revolution generates 4,000 pts/s (Fraunhofer IPM, 2025). The density of the point cloud will
differ from that of a traditional TLS, from which the point cloud exhibits a regular, raster-like
distribution, but the point cloud density of the ULi system varies with the scanning radius. In
theory, the radius change speed can be increased arbitrarily, however, to balance the inter-ring
spacing to the millimeter range and to avoid overheating the ULi system during airborne
operation, the radius change speed is set to 0.002 Hz. The laser class in the medium air is set to
be 2M which is the lowest power of the ULi system. The configuration of the ULi system is
shown in Table 1.

Table 1: Configuration of the ULi system in airborne operation.

Configuration Value

Motor speed (Hz) 25

Filter type (Laser class) Adjustment (2M)
Scan pattern Circle

Radius change speed (Hz) 0.002

Medium refractive index 1.0003

Skip pulse 0

The setup of the IMAGER and ULi system is shown in Fig. 1. Out of the in the experimental
scene available targets, 7 well-distributed targets are chosen for the mutual point cloud
registration. The ULi system is positioned nearly perpendicular to the object board, so the
incidence angle is 9012 degree with respect to the board plane.



Uncertainty assessment of a green-wavelength LiDAR in laboratory environments 99

Hybrid board
i

(a) (b)

Fig. 1: (a) Setup of the IMAGER and ULi system; (b) Setup of the targets for mutual point
cloud registration.

To provide a qualitative overview of the acquired data, Fig. 2 shows an intensity-colored point
cloud of the experimental scene. ULi’s spiral center is the ULi scan starts at the location
corresponding to the minimum scan radius.

Fig. 2: Intensity-colored point cloud acquired by the ULi system, illustrating the spiral
scanning pattern on the planar target and surrounding scene.

In comparison, the IMAGER used the ultra-high-resolution setup, in which the point spacing is
1.6 mm @10 m. In this setup, the two point clouds are mutually registered using 7
corresponding targets. The overall registration error is ep,g = 1.7 mm. According to
Section 3.1, the IMAGER point cloud is transformed into the ULi system coordinate frame.
The result of the spacing comparison is shown in Fig. 3.



100 Lan et al.

ULi density IMAGER density Density ratio: IMAGER/ULi

>= 100000 >= 100000

50000-100000 50000-100000

40000-50000 40000-50000

30000-40000 30000-40000

2 2
20000-30000 S 20000-30000 S

Density ratio

g g
1000020000 £ 10000-20000 £

5000-10000 5000-10000

1000-5000

1000-5000 F2
N
500-1000 500-1000
05-0.8x
0500 0500 0.0-0.5%

Fig. 3: Point cloud density of (a) the ULi system and (b) the IMAGER as well as (c) the
density ratio map of IMAGER and ULi system.

Fig. 3 compares the voxel-based sampling density for the ULi system and the IMAGER in a
common reference frame, reported as the number of points per voxel (Fig. 3(a) and (b)). The
ULi system shows a pronounced acquisition imprint with spatially non-uniform point counts
and characteristic spiral patterns, consistent with its rotating scan trajectory and the resulting
range-dependent spatial sampling. The IMAGER exhibits a more homogeneous, raster-like
distribution over the same volume. The voxel-wise density ratio map in Fig. 3(c), defined as
(density of IMAGER)/(density of ULi system), makes this contrast explicit: ratio =1 indicates
comparable sampling, ratio < 1 (ULi is denser) and ratio > 1 (IMAGER is denser) occur in
different regions, demonstrating that the density advantage is strongly location-dependent. It
can be clearly observed on the hybrid board @5 m that the ULi point density is highest near the
spiral center (see Fig. 2). As the scan radius increases, the points become sparser, and the ULi
density drops below that of the IMAGER. This motivates restricting subsequent cross-sensor
comparisons to the common overlap and explicitly accounting for density-related effects.

Precision analysis of the point cloud of the ULi system

A 1 m X 1 m white board made of Resopal panel (Walter et al. 2025) is used to evaluate the
precision (repeatability) of the ULi system (Fig. 4). The spiral scan center is aligned with the

geometric center of the board.
|i - L] - : lrﬁ

? * v
e
=

s 3 '] % _.i.;;

Fig. 4: The measurement board used for the repetition evaluation.
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The spatial variability of point-level precision on the planar reference board is visualized using
a patch-wise analysis and is shown in Fig. 5. The board surface is subdivided into a regular grid
of squared patches, and patches affected by occlusions (e.g., screws), boundary effects are
excluded (blank cells). The values reported in the heatmaps in Fig. 5 are the mean values /16].

of 6; for each patch computed from measurements acquired at distances of (a) 2 m, (b) 3 m, (c)
4 m and (d) 5 m, using an identical color scale to enable direct comparison. In addition, each

patch is assigned a corresponding index above the ;2?,]..
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Fig. 5: Mean values ﬁaj per patch averaged over 10 repeated scans in the board local

Overall, Fig. 5 shows that within each distance, slightly larger ﬁaj values tend to occur near the
outer regions or in areas with reduced data support, which might be consistent with residual

edge effects, local incidence-angle differences or lower sampling density.

coordinate system for distances ranging from (a) 2 m to (d) 5 m.
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Comparing distances, the absolute [25}. level decreases from 2 m to 4 m: at 2 m most patches

are around ~1.13 to 1.23 mm, whereas at 3 m they are typically ~0.91 to 1.02 mm, and at 4 m
mainly ~0.86 to 0.98 mm. At 5 m, [25}. remains in a similar range for most patches (~0.87

tol.13 mm). Overall, the patch-wise ﬁaj remains on the order of ~1 mm from 2 m to 5 m. In

principle, one would expect the precision to degrade with increasing distance due to growing
ranging uncertainty. However, the observed ;23]. values show the opposite trend, which suggests

that the patch-wise residual dispersion is not influenced by intrinsic range noise alone but is
strongly influenced by the sampling geometry. In these measurements, the ULi point density is
strongly non-uniform across the board (higher near the spiral center and lower toward larger
scan radius). With increasing distance (3 to 5 m), the effective board coverage contracts toward
the spiral center, thereby changing the local point cloud density and biasing the analysis toward
a smaller, centrally sampled subset. Consequently, the observed trend should be interpreted in
the context of distance-dependent coverage and point cloud density, rather than taken as direct
evidence of improved sensor precision.

In Fig. 6, the repeatability of the patch-wise precision estimate is assessed across repeated scans.
For each distance from 2 to 5 m, the heatmap reports the standard deviation of @, across
repetitions for each patch. Lower values indicate that the estimated precision is stable across
repeats, whereas higher values reveal patches where the precision estimate is more variable.

Repeatability map Oyepunit: [mm]

0.05
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Fig. 6: Heat map of the ULIi system repeatability.

Overall, Fig. 6 indicates that the repeatability of the precision estimate is high, as most patches
show gy, values in the order of only a few hundredths of a millimeter (~0.01 to 0.05 mm).

This suggests that the patch-wise ﬁaj values reported are not driven by random fluctuations

between scans but are largely reproducible under identical acquisition conditions.

A clear range-dependent pattern is visible: at 2 m, most patches exhibit low variability
(predominantly green to yellow), with only a few isolated patches showing elevated g, ;. At
3 m and 4 m, the variability generally increases, indicating that the precision estimate becomes
more sensitive to local sampling conditions as distance grows. At 5 m, many patches reach the
upper end of the displayed scale, implying that repeatability is most challenging at the 5 m
distance. This behavior is consistent with the reduced sampling density and signal strength at
larger distances, where small changes in point density and distribution and local incidence angle
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distribution can cause stronger fluctuations in the estimated /16]. from scan to scan. Additionally,

a spatial pattern is observed: at 2 m, patches closer to the spiral center exhibit relatively higher
Orep,j Values, whereas with increasing distance this centrally elevated trend becomes less
pronounced. This likely reflects the high sampling density and small footprint at short distances,
which make the patch-wise residual metric more sensitive to subtle scan-to-scan changes in
local sampling geometry. However, further experiments are needed to verify which factor(s)
primarily drive this effect.

4.2 Preliminary sensor bias estimation

Bias evaluation is carried out on the hybrid board by defining 5 planar analysis patches (Patch 1
to Patch 5, each with a size of 0.1 X 0.1 m) on the board surface @5 m and acquiring nine ULi
system point clouds under identical static conditions (Fig. 7). A single IMAGER point cloud
serves as the core points (Fig. 1). The IMAGER point cloud is aligned with the ULi system
frame using the previously determined rigid alignment from the targets in the laboratory. Then
all bias-related quantities are computed patch-wise and summarized across the nine point clouds
to obtain a repeat-averaged systematic offset and its repeatability for each patch.

Fig. 7: Sampling patch in the hybrid board.

The used configuration for the M3C2 calculation using CloudCompare is shown in Table 2.

Table 2: Configuration of M3C2 calculation.

Configuration (mm) Value
Normal scale 30
Search scale 10
Subsample radius 3.2
Search depth 30
Registration error 1.7
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In Fig. 8, the patch-wise M3C2 bias between the aligned point clouds is summarized for five
representative planar patches extracted from the common overlap. For each patch, the
distribution of M3C2 distances is reduced to two location measures, the mean (red) and median

(green).

IMAGER vs ULi system bias: Mean and Median
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Fig. 8: Mean and median of M3C2 distances per patch.

Across all five patches, both the mean and the median M3C2 distances are consistently
negative, indicating it might have a systematic offset between ULi system and IMAGER. With
the IMAGER selected as the core point, the reported distances represent signed separations
measured along the IMAGER-derived normals toward the compared ULi cloud. Under this
condition, the predominantly negative values imply that the ULi system surface is, on average,
shifted in the negative normal direction relative to the IMAGER surface. The patch-wise means
are on the order of approximately —0.3 to —0.8 mm, while the medians span roughly —0.6 to
—1.3 mm. Medians are systematically more negative than means, suggesting an asymmetric
distance distribution and supporting the median as the robust estimator of the central tendency
for bias reporting. Patch-to-patch differences are visible, with Patch 2 exhibiting the strongest
negative median and Patch 3 showing the smallest magnitude of negative bias.

These patch-level bias estimates should be interpreted in conjunction with the estimated
registration error, as a systematic M3C2 offset can arise from a combination of sensor-related
bias and alignment effects. The IMAGER-to-ULi M3C2 distance from different epochs is
analyzed. Fig. 9 reveals a clear time-dependent drift (with the IMAGER as the core point and
the first ULi system epoch defined the temporal baseline, i.e., time are reported relative to the
first epoch) across epochs that is coherent over all patches.



Uncertainty assessment of a green-wavelength LiDAR in laboratory environments 105

All patches median M3C2 distance vs time
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Fig. 9: Median M3C2 distances per patch over time.

As shown in Fig. 9, the patch-wise M3C2 distances between the IMAGER reference and the
corresponding ULi system epochs are summarized as epoch-level medians and plotted against
the cumulative time since the first epoch of the ULi system. Over the ~16 min measurement
sequence, the offsets exhibit a largely coherent temporal evolution across all patches: values
shift from initially positive or near-zero levels to predominantly negative levels at later times,
reaching approximately —1 to —3 mm towards the end of the sequence. The strong inter-patch
coherence indicates that the dominant contribution is a global and time-dependent component
affecting the ULi to IMAGER relative geometry. Superimposed on this overall trend, a
short-lived positive peak is visible around ~8 to 9 min (epoch four) and patch-specific
deviations from the overall trend occur (e.g., Patch 4 around ~10 min to 11 min), which may
reflect incidence-angle and sampling-density differences. In Fig. 9, the result is comparable to
the single-epoch precision scale (ﬁaj ~ 1 mm from Section 4.1.2) and remains within roughly

~3,123]. (=3 mm).

A potential contributing factor is the ULi system’s spiral acquisition geometry: because the
spiral radius is intentionally set to change slowly (radius-change speed 0.002 Hz) to maintain a
comparable point density with the IMAGER, each epoch spans a comparatively long
acquisition window, meaning that different patches are effectively observed at different times
within the same epoch. In particular, Patch 4 is located closer to the spiral center and may
therefore be sampled under a distinct timing and geometry condition, which could explain its
intermittent deviations from the common trend. Moreover, the sequence consists of repeated
start and stop acquisitions without prolonged settling or an uninterrupted continuous run.
Therefore, the observed short-lived non-monotonic deviations may be consistent with start-up
and re-initialization transients and momentary changes in effective observation conditions,
finally superimposed on an overall time-dependent offset. It has to be mentioned that in these
experiments, the spiral radius change of the ULi system was intentionally set to a quite slow
value to maintain a comparable point density with the IMAGER.
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5 Conclusion and outlook

This study provides a laboratory (air medium) uncertainty assessment of a special
green-wavelength underwater LIDAR aka ULi system. Compared with the IMAGER used as
reference sensor, the ULi system exhibits strongly non-uniform spatial sampling due to its spiral
scan pattern, which must be considered when selecting evaluation patches and interpreting
geometry-based metrics. Across ten repeated static scans at 2 to 5 m, plane-fit residuals remain
at the millimeter level, indicating stable precision under controlled conditions. Across the
usable interior of the board, the patch-wise precision is spatially homogeneous, with only
slightly higher values near the outer areas, consistent with residual edge effects and local
sampling or geometry differences. From 2 to 4 m the ﬁaj level decreases (=1.2 mm at 2 m and

~(0.9 mm at 3 m and 4 m), while at 5 m it remains similar for most patches but shows a few
localized increases. The decrease of ﬁajwith increasing distance does not indicate improved

intrinsic ranging noise, largely reflects the changing point-density distribution and reduced
effective board coverage at longer distances, which bias the statistics toward a smaller, centrally
observed subset with more consistent point density and distribution and reduce the influences
of incidence angle and sampling geometry. Repeated scans confirm high repeatability of the
/23]. estimate, although the variability increases with distance and is most challenging at 5 m.

Bias analysis based on IMAGER-referenced M3C2 distances reveals consistently negative
patch-wise offsets, with typical medians in the order of sub-millimeters to about ~1 mm and
occasional values reaching ~1 to 2 mm. Beyond this cross-sensor offset, the epoch-wise
medians exhibit a largely coherent time-dependent evolution across all patches, punctuated by
short-lived non-monotonic peaks and occasional patch-specific deviations from the overall
trend. The strong inter-patch coherence indicates a dominant global, time-dependent
component affecting the relative ULi to IMAGER geometry during the acquisition sequence.
This behavior is probably amplified by repeated start and stop the ULi between epochs and by
the slow spiral scan, which couples elapsed time with observation geometry, particularly for
patches located close to the spiral center. Consequently, the offsets may be best interpreted as
the ULi system’s internal drift. Further experiments with continuous acquisitions and increased
radius-change speed are required to reduce time-geometry coupling and to confirm the
magnitude and cause of the offsets.

Future work will focus on: (i) impact of sampling density on ULi precision estimates; (ii) reduce
registration error between the reference TLS and the ULi system; (ii1) conduct uninterrupted
continuous scans without epoch restarts and increase the radius-change speed to reduce the
coupling between elapsed time and observation geometry, which may help disentangle
time-dependent acquisition effects from alignment-related effects and better constrain the
magnitude and origin of the observed time-dependent offsets; (iv) assess the ULi’s resolution
capability at 2, 3, 4 and 5 m using the Boehler star (Boehler et al. 2003). Following Schmitz et
al. (2020), for each web-gap segment, the foreground and background planes are fitted, classify
points into foreground/background/transition based on residual thresholds. Then projecting the
points into the foreground plane, and quantifying the resolution capability as the minimum
distance between the foreground and background convex hulls.
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1 Kurzfassung

Im Bereich Deformationsmonitoring und Schadensbegutachtung gibt es bisher nur wenige
Ansitze fiir prazise Methoden unter Wasser. Akustische Sensoren eignen sich auf Grund ihrer
limitierten Auflosung im Zentimeterbereich nur fiir gro3skalige Schadensdetektionen, optische
Messmethoden hingegen versprechen eine detailreichere Auflosung. Das neuartige Underwater
LiDAR System ULi bietet eine aktive optische Messmethode in Form eines Unterwasser
Laserscanners zur 3D-Erfassung von Unterwasserstrukturen. Mit bis zu 100.000 Messpunkten
pro Sekunde ist ULi vergleichbar zu terrestrischen Laserscannern und bietet das Potenzial fiir
hochaufgeldstes Zustandsmonitoring von z.B. Unterwasserbauwerken. Inwiefern sich ULi auch
fiir den kombinierten Einsatz mit einem verteilten faseroptischen Messsystem (DFOS) fiir
Deformationsmonitoring eignet, wird in diesem Beitrag untersucht.

Zu diesem Zweck werden zundchst Messungen in einer kontrollierten Laborumgebung
durchgefiihrt, um die temperaturbedingten Messeigenschaften der Sensorik zu untersuchen.
Damit verifiziert dieser Beitrag die optischen Brechungsindizes aus der Literatur anhand
empirischer Untersuchungen in unterschiedlichen Temperaturbereichen fiir einen Unterwasser
Laserscanner. Es lésst sich eine temperaturunabhéngige Messprézision in den Punktwolken im
Submillimeterbereich nachweisen (£0,6 mm), jedoch verbleibt ein temperaturbedingter
Tiefenfehler im Millimeterbereich, welcher noch nicht einwandfrei erklart werden kann. Im
Anschluss wird untersucht, inwiefern ULi zur Deformationsdetektion geeignet ist. Hierzu
werden flachige Messungen auf eine Hartplastikplatte durchgefiihrt, welche in einzelnen
Schritten kontrolliert deformiert wird. Zudem wird die Messvorrichtung mit terrestrischen
Scanmethoden in Ausgangs- und Deformationslage als Vergleichsmessungen erfasst. Es lassen
sich in allen Temperaturzustinden eindeutig Deformationen von weniger als einem Zentimeter
mit einer mittleren Genauigkeit von 0,7 mm beobachten. Somit eignet sich ULi als Sensorik fiir
Unterwassermonitoring, insbesondere als Ergénzung zu und im kombinierten Einsatz mit
kontinuierlichen Messverfahren.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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2 Motivation und Zielsetzung

Das prizise und hochaufgeloste Beobachten von Wasserbauwerken wie Hafenanlagen und
Briickenbauwerken ist seit Jahrzehnten Gegenstand geoditischer Forschung. Um
Deformationen auch unterhalb der Wasserkante monitoren zu kommen, kommen dabei
kontinuierliche Messverfahren wie Stangenextensometer und Inklinometer zum Einsatz. Die
Hamburg Port Authority setzt zudem Inklinometerwagen ein, um die Neigungen und
Verschiebungen von Stahlspundwinden prézise zu erfassen (FEINDT & JESSEN 2024). Dariiber
hinaus wurde eine Pilotstudie fiir den Einsatz von Faseroptischen Sensoren (FOS) im
Hamburger Hafen vorgestellt, welche zeigt, dass FOS grundsitzlich fir das
Unterwassermonitoring von Kaimauern eingesetzt werden konnen (SCHEIDER et al. 2023).
SEMMELROTH et al. (2025) entwerfen darauf aufbauend ein Messkonzept unter Einsatz eines
verteilten Faseroptischen Messsystems (DFOS) mithilfe verteilter Dehnungs- und
Temperaturmessung fiir ein Structural Health Monitoring der Kaimauern. Anstelle dieser
kontinuierlichen Messmethoden kommen fiir riumlich hoch aufgeloste Analysen jedoch nur
direkte 3D Messungen in Frage: unter Wasser werden 3D Daten mittels Facherecholotsystemen
oder mit photogrammetrischen Methoden erhoben (z.B. JOST et al. 2025). Die Verwendung von
Fécherecholotsystemen eignet sich fiir die Detektion von vertikalen Objekten von mindestens
fiinf Zentimetern Grofe und bieten eine Auflosung abhéngig von der Aufzeichnungsentfernung
von den Hafenanlagen im Zentimeter Bereich (ZHU et al. 2020). Damit kénnen grof3skalige
Deformationen von Wasserbauwerken im Dezimeter Bereich detektiert werden (RONDEAU &
PELLETIER 2013). Eine detailreichere Auflosung versprechen hingegen optische
Messmethoden, wobei die Unterwasser Photogrammetrie als passive Messmethode stark von
den Sichtverhiltnissen unter Wasser limitiert ist. Vielversprechend werden deshalb aktive
Lasermessmethoden durch Unterwasser Laserscanner beschrieben, welche ein Prizisions- und
Auflésungsvermogen im Millimeterbereich ermdglichen (z.B. WERNER et al. 2023, NIEMEYER
et al. 2019).

Der vom Fraunhofer Institut fiir Physikalische Messtechnik (IPM) entwickelte Underwater
LiDAR System ULi ist ein Unterwasser Laserscanner basierend auf der Time-of-Flight (ToF)
Messmethode mittels eines griinen gepulsten Lasers. Bisherige Untersuchungen zu ULi fanden
ausschlieBlich in SiiBwasser unter verschiedenen Triibungsbedingungen statt (HEFFNER et al.
2025, WALTER et al. 2025, WERNER et al. 2023). Diese Versuche zeigten vergleichbare
Punktwolken Qualitdten zu terrestrischen Laserscannern auf kurze Messdistanzen, obwohl das
Medium Wasser deutliche Herausforderungen an optische Messmethoden stellt. Der Einfluss
von Temperatur und Salzgehalt im Wasser wurde jedoch bis dato nicht untersucht. Um das
Potential nun fiir Unterwassermonitoring von Bauwerken in z.B. Héfen bewerten zu kénnen,
fehlen Analysen in salzhaltigem Wasser und zu unterschiedlichen Temperaturzustanden.

Dieser Beitrag mdchte einen Uberblick iiber den Einfluss von Temperatur und Salzgehalt im
Wasser auf die Messergebnisse eines Unterwasser Laserscanner geben. Dafilir werden die
theoretischen Brechungsindizes anhand empirischer Untersuchungen in unterschiedlichen
Temperaturbereichen verifiziert und somit der Einfluss der Wassertemperatur auf die
Punktwolke quantifiziert. AnschlieBend wird untersucht, inwiefern ULi zur Detektion von
Deformationen im Millimeterbereich quer zur Objektoberflache geeignet ist. Auf dieser Basis
kann ULi auf Genauigkeit und Praktikabilitét fiir Unterwassermonitoring bewertet werden.
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3 Einfluss von Temperatur und Salzgehalt im Wasser

In der Berechnung der Punktwolke eines ToF-Lidar kommen &hnliche geometrische Modelle
zum Einsatz wie in der Mehrmedienphotogrammetrie (MAAS 2014). Diese Modelle
beriicksichtigen die Brechung im Strahlverlauf des Laserlichts am Ubergang von Luft zu Glas
(im Inneren der Scanner-Einheit) und von Glas zu Wasser (bzw. dem Zielmedium). Aus der
Richtungsinderung am Ubergang von zwei Medien resultiert eine radiale Verzerrung der
abgebildeten Punktwolke nach dem Brechungsgesetz von Snelllius, falls dieser Effekt nicht mit
Hilfe korrekter Brechungsindizes der jeweiligen Medien korrigiert wird. Neben der Richtung
andert sich im Wasser auch Ausbreitungsgeschwindigkeit von Laserpulsen abhingig von den
Dichteeigenschaften des Mediums. Generell gilt: je dichter das Medium, desto langsamer die
Ausbreitungsgeschwindigkeit. Und aus einer verdnderten Ausbreitungsgeschwindigkeit
resultiert ein potentieller Tiefenfehler. Daher ist die Kenntnis und korrekte Anbringung der
Brechungsindizes von grofler Bedeutung fiir eine korrekt abgebildete 3D Punktwolke.

Héaufig wird der Brechungsindex im Wasser mit 1,33 angegeben, daraus leitet sich mittels der
Lichtgeschwindigkeit in der Luft eine Ausbreitungsgeschwindigkeit im Wasser von ca.
2,25-10% m/s ab. Der Brechungsindex im Wasser hiingt aber sowohl von den Eigenschaften des
Wassers (Temperatur, Salinitdt und Druck) als auch von der Wellenldnge des verwendeten
Lasers ab. Fiir die Berechnung des Brechungsindex des Wassers finden sich in der Literatur
empirischen Formeln. Eine géngige Berechnung erfolgt nach HOHLE (1971):

ny = 1,338 +4x107° % (486 — 1 —T + 0,003 D + 5 5) (1)

n,: Brechungsindex Wasser

A Wellenlénge des Lasers in [nm]
T: Temperatur im Wasser in [°C]
D: Messdistanz im Wasser in [m]
S Salinitit im Wasser in %o

Eine neuere Modellierung des Brechungsindex im Wasser nach PARRISH (2020) bezieht in die
Funktion lediglich Wellenlinge und Temperatur ein und interpoliert die Salinitdt linear
zwischen SiiBwasser und Meerwasser (Salzgehalt von 35 %o). Die beiden empirischen Ansétze
(Hohle und Parrish) unterscheiden sich fiir Berechnungen der Brechungsindizes eines griinen
Lasers (Wellenlidnge von 532 nm) bei 21 %o salinen Wasser in der vierten Nachkommastelle.

In wie weit sich eine Nichtberiicksichtigung des Brechungsindex von Luft zu Wasser auswirkt,
wird beispielhaft in Abbildung 1 dargestellt. Diese zeigt dieselbe Punktwolke im Aufriss (a)
und frontal nebeneinander (b), einmal mit korrekt angebrachtem Brechungsindex (berechnet
nach Formel 1) im Wasser und einmal mit falschen Brechungsindex fiir Luft statt fiir Wasser.
Deutlich zeigt sich, dass einerseits ein Tiefenfehler von bis zu 35 cm in Z-Richtung auf Grund
falsch angenommener Ausbreitungsgeschwindigkeit entsteht, und sich andererseits eine
deutliche radiale Verzerrung vom Faktor 1,8 erkennen lésst.

Insgesamt bewirken Temperatur und Salinitit bei gleichbleibender Wellenldange signifikante
Anderungen des Brechungsindex, MAAS (2014) quantifiziert diese mit 0,00004 je °C
Temperatur und 0,002 je % Salinitdt. Daraus wird ersichtlich, dass ein realistischer
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Temperaturunterschied im Wasser einen wesentlich gro8eren Einflussfaktor darstellt als die
Verdnderung des Salzgehaltes (variiert im Meerwasser zwischen 10 und 35 %o). Eine 20 °C
Temperaturdifferenz im Wasser bedeutet somit eine theoretische Verdnderung in der
Distanzmessung im Submillimeterbereich auf einen Meter Messdistanz. Relevanter wird dies
ab Messdistanzen von Zehn Metern, dann kann ein nicht korrekt angebrachter Brechungsindex
sich im Millimeterbereich in der Tiefe auswirken.

Fiir Terrestrische Laserscanner iiber Wasser wurde der Einfluss von atmosphérischen
Bedingungen bereits untersucht: HOLST et al. (2016) fassen zusammen, dass die atmosphérische
Refraktion nur auf lange Scandistanzen {iber einige Hundert Meter eine signifikante Rolle
spielt. FRIEDLI et al. (2019) stellten bei Messungen mit Kilometerdistanzen Abweichungen im
Dezimeter Bereich auf Grund von meteorologischen Verdnderungen fest. Die Einfliisse auf das
jeweilige Medium und damit auf die resultierenden Messergebnisse sind also theoretisch
dhnlich. Fiir Unterwasser Laserscanner gibt es bis dato jedoch noch keine verdffentlichten
empirischen Untersuchungen zu den Einfliissen von Temperatur und Salzgehalt im Wasser.

raw_z

7 =
1446 e 1.446

'
1.430 1.430

1423

1.415

1.407

1399

139

1376

1.368

1.360

1352 1352

1.345
\ 1.337
1321 1.321

(a ) — _| ( b ) L

065

1345

1337

Abb. 1: Darstellung derselben unter Wasser aufgezeichneten Punktwolke auf einen Meter Messdistanz
mit korrekt angebrachtem Brechungsindex im Wasser (graue Punktwolke) und mit falschem
Brechungsindex von Luft statt Wasser (gefarbte Punktwolke) im Aufriss (a) zur Visualisierung
des Tiefenfehlers und frontal nebeneinandergelegt (b) zur Visualisierung der radialen
Verzerrung.

4 Erfassung von 3D Punktwolken einer Deformationsvorrichtung
in unterschiedlichen Temperaturbereichen

Um die theoretisch beschriebenen Auswirkungen von Temperatur und Salzgehalt auf die
Messeigenschaften eines Unterwasser Laserscanners zu iiberpriifen, werden anhand von
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ermittelten Brechungsindizes unterschiedlichen Detailgrades Messungen in verschiedenen
Temperaturbereichen in salzhaltigem Wasser durchgefiihrt.

Das Max-Planck-Institut fiir Meteorologie und die Forschungsgruppe Meereis des Instituts fiir
Meereskunde der Universitdt Hamburg betreiben ein Eislabor mit einem Wassertank in einer
Gefrierkammer. Durch Regelung der Lufttemperatur in der Gefrierkammer kann das Wasser
im Tank auf unterschiedliche Temperaturen zwischen gut 20 °C und knapp unter 0 °C
(abhdngig von der Salinitét des Wassers) gebracht werden. Der gldserne Wassertank ist 194 cm
lang, 66 cm breit und zu Beginn der Experimente mit Wasser bis zu einer Hohe von etwa 93
cm gefiillt. Zwei kleine Pumpen an den unteren Seitenwédnden des Tanks sorgen fiir eine
kontinuierliche Wasserbewegung, um eine Schichtung der Wasserséule zu vermeiden. Die
initiale Salinitidt des Wassers im Tank betragt 21 %eo.

4.1 Verwendete Sensorik

Der Unterwasser Laserscanner ULi ist ein ToF Scanner, der mit einem griinen gepulsten Laser
(Wellenldnge 532 nm) fiir Unterwasserabtastungen optimiert wurde. Vorangegangene
Untersuchungen zeigen eine Messprizision im Millimeterbereich und maximale Messdistanzen
im Bereich der einfachen bis eineinhalbfachen Sichtweite bis maximal 19 m in klarem Wasser
(HEFFNER et al. 2025). Mit einer Abtastfrequenz von bis zu 100.000 Punkten pro Sekunde und
einem Sichtfeld (FoV) von 44° ermoglicht das System die Erfassung dichter Punktwolken in
statischen wie dynamischen Anwendungen (FRAUNHOFER IPM 2024).

Das Laserscanmuster kann iiber zwei rotierende Keilprismen linear, kreisformig oder planar
zur gesamten Erfassung des FoV eingestellt werden. Der Scanner verfiigt iiber zwei Lasermodi:
Laserklasse 2M im gefilterten Modus und Laserklasse 3B im stérkeren ungefilterten Modus.
Dartiber hinaus kann in der starken Laserklasse noch ein Medium-Filter ausgewahlt werden,
der insbesondere fiir Messungen auf kurzen Distanzen eine Ubersteuerung des Signals
vorbeugt. Obwohl der Scanner fiir den Unterwasser Einsatz optimiert ist, kann ULi auch in der
Luft messen — jedoch limitiert fiir kurze Zeit auf Grund der Gefahr der Uberhitzung.
Abbildung 2 (a) zeigt die Scaneinheit im Wassertank, Abbildung 2 (b) visualisiert den Einsatz
von ULi im Geodétischen Labor der HafenCity Universitdt Hamburg.

Um die Temperaturen im Wassertank kontinuierlich iiber die Versuchsreihe zu monitoren,
wurden ein T-Stick und eine Conductivity-Temperature-Depth (CTD) Sonde verwendet. Beim
T-Stick handelt es sich um ein Array von 16 Temperatursensoren (Genauigkeit +0,2 °C),
welche in Zwei Zentimeter Abstidnden vertikal iibereinander an einem Plastikstab montiert sind.
Ubermittelt werden die Temperaturdaten in Echtzeit iiber eine USB-Schnittstelle an den
angeschlossenen Computer au3erhalb der Gefrierkammer, gemessen wurde mit einer Frequenz
von 1 Hz. Der T-Stick wurde vom Eislabor der Universitit Hamburg entwickelt und fiir die
Messungen zur Verfligung gestellt. Bei der CTD handelt es sich um eine SBE 37-SM
MicroCAT, welche Leitfahigkeits- und Temperaturdaten ebenfalls in Echtzeit iiber eine RS-
232-Schnittstelle an den Laborcomputer ausgeben kann, gemessen wurde mit einer Frequenz
von 0,1 Hz. Die CTD leitet aus der Leitfahigkeit die Salinitit des Wassers in %o ab und kann so
zur Beobachtung von sowohl Salzgehalt als auch Temperatur im Wasser verwendet werden.
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Abb. 2: Das Underwater LIDAR System ULi (a) im Wassertank des Eislabors der Universitét
Hamburg und (b) im Geoditischen Labor der HafenCity Universitit Hamburg.

4.2 Versuchsaufbau

Zur Uberpriifung der Auswirkung auf die Messeigenschaften des Unterwasser Laserscanners
ULi werden Messungen in unterschiedlichen Temperaturzustinden durchgefiihrt. Dafiir wurde
ein Versuchsautbau konzipiert, der reproduzierbar flachige Scans auf eine fixierte Vorrichtung
im Wassertank mit mehreren Messepochen in Fiinf Grad Schritten der Wassertemperatur
ermdglicht. Der Versuchsaufbau ist in Abbildung 3 dargestellt. ULi wurde an einer Halterung
aus ITEM-Profilen an der Riickseite des Glastanks in der Gefrierkammer des Eislabors
montiert. In einer Entfernung von einem Meter wurde eine Messvorrichtung bestehend aus
einer 8 mm starken Riickplatte und zwei 3 mm starken Vorderplatten am Tankrand mittels
Schraubzwingen fixiert. Diese Messvorrichtung ermdglicht das kontrollierte Deformieren der
linken Vorderplatte durch eine von der Riickplatte durchgeschraubten Schraube, wohingegen
die rechte Vorderplatte als undeformierte Kontrollplatte dient. Die Deformationsplatte ist
lediglich an den Ecken der 140 cm langen und 23 cm breiten Hartplastikplatte mit Schrauben
und einem Abstand von 2 cm an die Riickplatte fixiert, sodass sie sich durch die
Deformationsschraube auf 70 cm Hohe in der Mitte der Platte eine maximale Deformation quer
zur Objektoberfliche von 12 mm ergeben kann. Im weiteren Versuchsverlauf wurde die
Schraube durch eine ldngere Variante ersetzt, sodass noch eine zweite Deformationsstufe von
maximal 24 mm erreicht werden kann. Die Wahl des Materials fiel auf weille Kompaktplatten,
um optimale Riickstreudaten des ULi zu erzielen (Walter, 2025).
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Abb. 3: Versuchsaufbau im Wassertank mit ULi, T-Stick und Messvorrichtung.

Mittig im Tank wurde der T-Stick platziert, sodass die ersten zwei Sensoren iiber Wasser, die
anderen vertikal iibereinander die Temperatur in den oberen 28 cm der Wassersdule messen.
Die CTD wurde neben dem ULi in die untere Wassersdule gehingt, sodass kontinuierlich
Salinitdt und Temperatur knapp liber dem Boden des Tanks gemessen wurde.

Mit diesem Versuchsaufbau wurden insgesamt sieben Messepochen durchgefiihrt. Eine
Messepoche besteht innerhalb eines Temperaturzustandes aus einem flachigen Scan der
Messvorrichtung in Neutralstellung und einem zweiten Scan nach Deformation der
Deformationsplatte. Alle hier vorgestellten Messungen erfolgten im Medium-Filter-Modus des
Lasers. Es wurden folgende Messepochen wihrend des Kiihlvorgangs des Wassers hinweg
aufgenommen: Ausgangsmessung (Dokumentation des Ausgangszustandes bei 19,4 °C), 20 °C
Messepoche, 15 °C Messepoche, 10 °C Messepoche, 5 °C Messepoche, 0 °C Messepoche
(jeweils Messungen der Neutralstellung und ersten Deformationsstufe) und eine zweite 0 °C
Messepoche (Messung der Neutralstellung, ersten Deformationsstufe und zweiten
Deformationsstufe).

Zudem werden nach Abschluss der Messungen im Wassertank Kontrollmessungen in der Luft
im Geoditischen Labor der HafenCity Universitdt Hamburg durchgefiihrt, um einerseits die
Reproduzierbarkeit der Ausgangsstellung zu kontrollieren und vor allem um mit einem Leica
Absolut Scanner (LAS) AT960 Vergleichswerte fiir die Deformation zu ermitteln.

4.3 Auswertung der erhobenen Daten

Zuerst werden die Temperaturdaten mittels Python analysiert. Die am Laborrechner
aufgezeichneten T-Stick und CTD Daten werden kontrolliert sowie Mittelwerte der
Temperaturzustinde zu den Zeitpunkten der Messungen berechnet. Abbildung 4 zeigt den
Temperaturverlauf der Sensoren im Wasser. Deutlich zu erkennen ist, dass alle
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Temperaturmessungen eng beieinander liegen und sich mit den Messungen der CTD decken.
Deshalb kann von einer guten Durchmischung der Wassersdule ausgegangen werden und eine
Schichtung von unterschiedlichen Temperaturbereichen im Wasser kann ausgeschlossen
werden. Die Salinitdt des Wassers steigt leicht iiber den gesamten Versuchsdurchlauf um
0,15 %o vom Ausgangswert 21,15 %o. Auf Basis der erhobenen Temperaturmittelwerte und der
gemessenen Salinitdt des Wassers werden anschlieBend anhand Formel 1 Brechungsindizes fiir
die jeweiligen Temperaturzustdnde berechnet.

Temperaturverlauf im Wasser Uber Zeit
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Abb. 4: Temperaturverlauf im Wasser der T-Stick Sensoren 3 bis 16 und der CTD.

Die erhobenen Scandaten werden in Pulsalyzer und CloudCompare verarbeitet. Die proprietire
Software Pulsalyzer wird verwendet, um die aufgezeichneten Rohdaten in 3D-Punktwolken
umzuwandeln. In diesem Schritt werden die entsprechenden Brechungsindizes angebracht.
AnschlieBend werden die Punktwolken exportiert und in der Open-Source-Software
CloudCompare weiterverarbeitet und zu analysiert. Dort werden zuerst die einzelnen
Punktwolken der Messvorrichtung segmentiert. AnschlieBend werden Punkte geringer
Intensitdten an den Kanten der Platten und dem Abschattungsbereichen gefiltert. Das Ergebnis
einer segmentierten und gefilterten Punktewolke ist in Abbildung 5 (a) zu sehen.

Fir die weitere Analyse der Temperaturabhidngigkeit und der Deformationen in der
Versuchsvorrichtung werden zwei sechs auf sechs Zentimeter grof3e Ausschnitte auf Hohe der
maximal erwarteten Deformation auf der Deformationsplatte und &quivalent auf der
Kontrollplatte ausgeschnitten (vgl. Abbildung 5 (b)). Diese Ausschnitte werden dann aus den
unterschiedlichen Temperaturzustdnden und Deformationsstellungen genutzt, um Abstinde
mittels des Cloud-to-Cloud (C2C) Verfahrens zu berechnen. Laut den Untersuchungen von
HoLST (2017) ergeben sich bei Messungen mit einem Terrestrischen Laserscanner und einem
dhnlichen Messautbau mit kleinen Deformationen quer zur Objektrichtung keine Unterschiede
zum Cloud-to-Mesh (C2M) Verfahren. Zur Ermittlung der Deformation innerhalb eines
Temperaturzustande werden jeweils die Ausschnitte in Deformationsstellung gegen
Neutralstellung verglichen. Zur Ermittlung des Verhaltens iiber die Temperaturbereiche
hinweg, werden die Ausschnitte der einzelnen Temperaturzustinde gegen die
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Ausgangsmessung verglichen. Um des Streuverhalten der Punktwolken und die Messprézision
von ULi bewerten zu kdnnen werden zudem in die Ausschnitte Ausgleichsebenen eingepasst.
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Abb. 5: 3D-Punktwolke der gescannten Deformationsvorrichtung der Ausgangsmessung nach
Segmentierung und Filterung, eingefdrbt (a) nach Intensitit und (b) Tiefe in Z-Richtung
(Scanner basiertes Koordinatensystem). Die blauen Rahmen stellen die Platten der
Messeinrichtung dar. Zusitzlich sind in (b) die Lage der Vergleichspatches in orange auf der
linken Deformationsplatte und der rechten Kontrollplatte visualisiert.

4.4 Ergebnisse

Die ausgewerteten Punktwolken weisen eine temperaturunabhingige gleichbleibende Qualitét
auf. Die Dichte der Punktwolken sind abhingig vom Abtastmuster dquivalent, es sind zudem
keine Verdnderungen im Rauschverhalten auf den Platten zu beobachten. Auffillig ist jedoch,
dass die Messungen an der Luft deutlich besser die Kanten abbilden und unter Wasser
insgesamt mehr Fehlreflexionen aus dem Medium detektiert werden. Die Messprézision in Z-
Richtung ist durch die Temperaturdifferenzen nicht beeinflusst und liegt (sowohl im Wasser als
auch an der Luft) bei 0,6 mm.

Die Deformation der linken Platte ist in allen Temperaturzustinden eindeutig detektierbar.
Abbildung 6 (a) zeigt exemplarisch die Null-Grad-Messung in der zweiten Deformationsstufe.
Im Aufriss in Abbildung 6 (b) sind beide Deformationsstufen vor der Neutralstellung eindeutig
identifizierbar. Jedoch ist die detektierte Deformation nicht {iber alle Messepochen einheitlich,
sie weichen sowohl vom theoretischen Soll (12 mm Erste Deformationsstufe, 24 mm zweite
Deformationsstufe) als auch von den Referenzmessungen an der Luft (9,3 mm Erste
Deformationsstufe, 23 mm Zweite Deformationsstufe) ab. Insbesondere die detektierten
Deformationen der zweiten Deformationsstufe zeigen deutlich kiirzere Distanzen (im Wasser
und in der Luft). Im Mittel weichen die detektierten Deformationen der ersten
Deformationsstufe um -0,7 mm von der Vergleichsmessung durch den LAS ab. Die
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Kontrollplatte deformiert sich im Deformationszustand ebenfalls leicht in gegensétzliche
Richtung, allerdings nur im Mittel 0,9 mm. Einen Uberblick verschafft Abbildung 7.
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Abb. 6: 3D-Punktwolke der gescannten Deformationsvorrichtung der 0 °C Messung, (a) eingeférbt
nach C2C Distanz zwischen Neutralstellung und Deformationsstellung und (b) im Aufriss
eingefarbt nach Intensitdt mit deutlich erkennbaren Deformationen in Z-Richtung (Links:
Neutralstellung, Mitte: erste Deformationsstufe, Rechts: dritte Deformationsstufe).
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Abb. 7: Per C2C ermittelte Deformationen je Messepoche der Deformationsplatte (blau) und der
Kontrollplatte (orange). Die gestrichelten Linien zeigen in dunkelrot je die Vergleichs-
deformation und in der Farbe der Platten den Mittelwert der ersten Deformationsstufe. Die
Fehlerbalken bilden jeweils den RMSE der ermittelten Deformationen ab.
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Beim Vergleich der Scans iiber die verschiedenen Temperaturbereiche hinweg fallen zwei
interessante Beobachtung auf: einerseits werden die ermittelten Distanzen gegeniiber der
Ausgangsmessung systematisch ldnger und zweitens spielt der Detailgrad des verwendeten
Brechungsindex eine Rolle, erklirt aber nicht den zuerst beschriebenen Effekt. Es entsteht der
Eindruck, als wiirde sich die Deformationsvorrichtung vom Scanner wegbewegen je kilter das
Wasser wird. Abbildung 8 zeigt diesen linearen Effekt sowohl in der Kontrollplatte als auch in
der Deformationsplatte in jeweils Neutralstellung gegeniiber der Ausgangsmessung. Insgesamt
werden die Messdistanzen iiber die Temperaturspanne von -20 °C bis zu 7 mm langer.

Ermittelte Distanzen gegenuber Ausgangsmessung
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Abb. 8: Emmittelte Distanzen in Z-Richtung der Kontrollplatte (orange) und Deformationsplatte
(Orange) jeweils gegeniiber der Ausgangsstellung. Die Fehlerbalken bilden jeweils den RMSE
der mittleren Distanzen ab.

Es werden dieselben Berechnung erneut mit einem Brechungsindex auf die vierte statt auf die
zweite Nachkommastelle genau nachgerechnet, dabei féllt auf, dass dies einen Unterschied von
-0,8 mm auf die bestimmten Distanzen bei -20 °C Temperaturdifferenz ausmacht. Dies
bedeutet, dass ein detailierterer Brechungsindex fiir beide Temperaturzustinde die gemessenen
Distanzen etwas verkiirzt, jedoch keine mehrere Millimeter Distanzunterschied. Auf die
Deformationsbestimmungen innerhalb eines Temperaturbereichs hat der Detailgrad des
Brechungsindex hingegen keine Auswirkung.

5 Evaluation und Diskussion der Ergebnisse

Die ersten Genauigkeitsuntersuchungen von ULi in salzhaltigem Wasser in unterschiedlichen
Temperaturbereichen zeigen deutlich, dass vergleichbare Messprézision in den Punktwolken
erzielt werden wie in den vorangegangenen SiiBwasseruntersuchungen. Die Prizision in Z-
Richtung ist durch die Temperaturdifferenzen nicht beeinflusst und liegt bei £0,6 mm. Somit
konnen die Hersteller getdtigten Untersuchungen von WERNER (2023) bestitigt werden.

Die Deformationen quer zur Objektoberfliche sind eindeutig mit im Mittel unter einem
Millimeter Genauigkeit detektierbar. Es fillt auf, dass je fortgeschrittener die Messungen iiber
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den Experimentverlauf stattfinden, desto geringer werden die detektierten Deformationen. Die
zweite Deformationsstufe wird von ULi weder im Wasser noch in der Luft anndhrend detektiert,
sondern deutlich unterschétzt.

Ein Faktor, der die abgeleiteten Deformationen beeinflusst, ist die Platzierung des Ausschnitts
der Punktwolken am maximalen Deformationspunkt. Es gestaltet sich duflerst schwierig, die
exakte Hohe der Deformation verursachenden Drehschraube auf der Vorderseite der
Deformationsplatte zu lokalisieren, da weder Plattenful noch Plattenoberkante in den
Unterwasserscans erfasst wurden. Der gewéhlte Ausschnitt wurde entsprechend der sichtbaren
Verformung der Vorderplatte entlang der Z-Richtung mittig auf der Deformationsplatte
platziert. Da hinterther eine kaum hohere Streuung der Ausgleichsebene im
Deformationsausschnitt gegeniiber der Neutralstellung oder der Kontrollplatte sowie bis auf
maximal ein Grad abweichende Normalen festgestellt werden konnte, ist von einer ausreichend
guten Positionierung auszugehen.

Die Beobachtung der Kontrollplatte zeigt, dass auch diese sich im Deformationszustand leicht
verformt, jedoch in die gegensitzliche Richtung, im Mittel um 0,9 mm. Auch geht die
Deformationsplatte nach der Verformung nicht in die exakte Neutralstellung zuriick. Vergleicht
man die Ebenen der Deformationsplatte mit der Kontrollplatte in Z-Richtung im jeweiligen
Temperaturzustand, variieren die Plattenabstinde um +2 mm. Dies ist jedoch in der Beurteilung
der Deformationen je Temperaturzustand nicht weiter relevant, da eh pro Messepoche gegen
die jeweilige Neutralstellung verglichen wird. Aus demselben Grund beeinflussen auch die
beobachteten ldngeren Messdistanzen in kélteren Temperaturzustinden nicht die
Deformationsbestimmungen,  sofern  die  Neutralstellung, gegen  welche  die
Deformationsstellung verglichen wird, im selben Temperaturzustand aufgezeichnet wird.

Fiir den beobachteten Effekt der bis zu 7 mm ldngeren Messdistanzen in 20 °C kélterem Wasser
gibt es bisher noch keine eindeutige Erklarung. Es konnen jedoch folgende Einflussfaktoren als
mogliche Griinde ausgeschlossen werden:

e Bewegung des Sensors (fixierte Halterung an Tankriickwand)

e  Unzureichende Akklimatisierung des Sensors bzw. Effekte auf Grund von
Warmlaufen der Scanvorrichtung (Sensor befand sich durchgiingig im Wasser, es
wurden in jedem Temperaturzustand vorab andere Messungen durchgefiihrt)

e Verformung der Halterung auf Grund des Temperaturunterschieds (Edelstahl
Dehnungskoeffizient verursacht iiber 20 °C Temperaturdifferenz lediglich eine
Verformung im Submillimeter Bereich)

e Verformung der Deformationsvorrichtung auf Grund des Temperaturunterschieds
(das Material ist laut Hersteller temperaturbestindig, zudem wire eine 7 mm
Verformung bei einer 3 mm Platte aufgefallen)

Nicht génzlich auszuschlieffen ist eine Bewegung der Deformationsvorrichtung durch das
manuelle Schrauben der Deformationsschraube von der Riickplatte gegen die diinnere
Vorderplatte. Die klar linear zunehmende Entfernung statt eines unregelméfigen Verhaltens
spricht jedoch dagegen. Eine Verkippung der Deformationsvorrichtung ist nach Analyse der
Punktwolken auszuschlieBen.
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Ebenfalls gidnzlich auszuschlieBen ist eine unzureichende Anbringung des Brechungsindizes.
Tatsdchlich ist die Annahme, der 20 °C Temperaturunterschied begriindet direkt die 6 mm
gemessener Entfernungsunterschied, verlockend, aber nicht ausreichend. Zwar passt die
Richtung iiberein (in kélterem Wasser wird die Ausbreitungsgeschwindigkeit im Vergleich
iiberschétzt, wodurch ldngere Entfernungen als in Realitit abgeleitet werden), aber keine der
Modelle zur Berechnung von Brechungsindizes erlaubt einen derart groflen Betrag bei
gleichbleibender Salinitit. Wie in Kapitel 3 theoretisch erldutert und in Kapitel 4 demonstriert,
verursacht eine 20 °C Temperaturdifferenz und die damit einhergehende Anderung der
Brechungsindizes auf einen Meter Messdistanz lediglich einen Distanzunterschied im
Submillimeterbereich. Um einen Distanzunterschied von 7 mm zu verursachen, miisste sich der
Brechungsindex von 1,34 auf 1,33 reduzieren, was dem Siilwasser satt Salzwasser
Brechungsindex entspriche. Da fast alle anderen Faktoren wie dargestellt ausgeschlossen
werden konnen, liegt die Vermutung nahe, dass der temperaturbedingte Tiefenfehler mit
sensorinternen Prozessen zu tun hat und bleibt somit Gegenstand fiir weitere
Folgeuntersuchungen.

6 Schlussfolgerungen und Ausblick fiir kombiniertes
Unterwassermonitoring

Der Unterwasser Laserscanner ULIi ist geeignet zur Detektion von Deformationen geringer als
ein Zentimeter quer zur Objektoberfliche mit im Mittel unter einem Millimeter Genauigkeit.
Damit ist er sehr gut geeignet fiir flachige 3D Aufzeichnung von Oberfldchen unter Wasser, die
einer Verformung ausgesetzt werden. Zu beachten gilt dabei jedoch, dass unterschiedliche
Temperatur und Salzgehalt des Wassers einen quantifizierbaren Einfluss auf das Messergebnis
haben. Die vorliegenden Untersuchungen zeigen, dass eine genaue Kenntnis der Temperatur
und der Salinitit des Wasser Voraussetzung fiir die Berechnung des Brechungsindex ist.
Wenngleich der Brechungsindex von 1,34 eine gute Annahme fiir den Temperaturbereich von
20 °Cund 21 %o darstellt, zeigen die Ergebnisse, dass die Verwendung des Brechungsindex bis
auf die vierte Nachkommastelle einen Einfluss im Submillimeterbereich auf einen Meter
Messdistanz ausmacht. Folglich sind auf zehn Meter Messdistanz bereits Auswirkungen im
Millimeterbereich zu erwarten. Deshalb empfiehlt sich in jedem Fall eine exakte Berechnung
und Anbringung des Brechungsindex, insbesondere wenn Messungen aus verschiedenen
Temperaturbereichen miteinander verglichen werden sollen bzw. Messepochen von Objekten
in unterschiedlichen Wasserbedingungen gemessen werden. Dariiber hinaus miissen weitere
Untersuchungen zu dem identifizierten Tiefenfehler von 7 mm in kélteren Temperaturbereichen
vorgenommen werden.

Diese Schlussfolgerung zeigt aber bereits das hohe Potential eines Unterwasser Laserscanners
fiir Unterwassermonitoring Aufgaben. Im Vergleich zu den bisherige Messmethoden zur
Uberwachung von Wasserbauwerken bietet ULi eine hohe riumliche Auflésung (abhingig von
Scanmuster und Messdistanz) und eine Prédzision im Submillimeterbereich unter
Beriicksichtigung korrekter Temperatur und Salzgehaltkorrektur. Dies hebt ihn deutlich {iber
die traditionellen akustischen 3D Messverfahren unter Wasser. Limitiert ist ULi im Vergleich
zu verbauter Sensorik jedoch mit Blick auf die Kontinuitit der Uberwachung. Wihrend z.B.
verbaute Lichtwellenleiter eine kontinuierliche Uberwachung einer Kaimauer ermdglichen
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wirden, erhebt ULi diskrete Messungen von Einzelzustinden mit einem jeweils deutlich
erhohten Mobilisierungsaufwand. Deshalb ist vor allem ein kombinierter Einsatz denkbar, wo
mit kontinuierlichen Messmethoden (z.B. DFOS) kritische Deformationsbereiche eines
Unterwasserbauwerks identifiziert werden konnen und anschlieBend mit hochauflésender 3D
Sensorik wie einem Unterwasser Laserscanner die tatsdchliche Deformation detektiert werden
kann.
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1 Motivation und Zielsetzung

1.1 Terrestrisches Laserscanning in der Ingenieurgeodisie

Das Terrestrische Laserscanning hat sich als Messverfahren in der Ingenieurgeodisie
durchgesetzt. Aufgrund der zeiteffizienten, non-taktilen und hochaufgelosten 3D-
Datenerfassung wird TLS sowohl in klassischen ingenieurgeodétischen Anwendungen, etwa
im Structural Health Monitoring, als auch bei der Bearbeitung geowissenschaftlicher
Fragestellungen eingesetzt (Lipkowski et al. 2019; Teng et al. 2022). Spezielles Interesse fallt
dabei auf die Erfassung und Analyse geomorphologischer Prozesse wie Erosion,
Sedimentumlagerungen oder die Ableitung von Oberflichenrauheiten natiirlicher Bdden
(Eltner 2013; Kenner et al. 2014; Harmening et al. 2022; Czerwonka-Schroder et al. 2025).

Insbesondere im Kontext der Erfassung natiirlicher Oberflichen mit TLS ist dabei mit
systematischen Messabweichungen zu rechnen; so kdnnen bspw. materialabhéngige Effekte
sowie die Interaktion zwischen Laserstrahl und Objektoberfliche zu systematischen
Distanzabweichungen fiihren (Linzer et al. 2022). Weiterhin spielt die GroBe des
Laserfootprints eine zentrale Rolle, denn die resultierende Entfernung bei der reflektorlosen
Distanzmessung reprisentiert nicht einen diskreten Punkt, sondern ein intensitdtsgewichtetes
Mittel innerhalb des Footprints. Treten innerhalb des Footprints Hohenunterschiede auf, wie
das bei natiirlichen rauen Oberflachenflachen der Fall ist, kann dies zu Glattungseffekten fiihren
(Brown et al. 2013; Wieser et al. 2019). Frithere Untersuchungen zeigen, dass TLS vornehmlich
fiir die Erfassung von Rauheitsstrukturen im Zentimeterbereich geeignet ist, da der Einfluss des
Laserfootprints bei zunehmender Feinheit der untersuchten Strukturen zu deutlichen
Glattungseftekten fiihrt (Milenkovi¢ et al. 2015). Weisen natiirliche Oberfldchen eine
variierende Kornstruktur sowie diffuse Reflexion auf, konnen diese Effekte zu einer
systematischen Unterschitzung der Oberflachenrauheit fithren (Linzer et al. 2022).

1.2 Forschungsfragen und Struktur des Papers

Im Fokus der Arbeit stehen zwei Fragestellungen: Zum einen wird analysiert, wie sich die
GroBe des Laserfootprints auf die erfassbaren Rauheitsstrukturen unterschiedlicher
Bodenproben auswirkt. Zum anderen wird die Leistungsfahigkeit verschiedener TLS-Systeme
mit unterschiedlich umgesetzten Streckenmessverfahren hinsichtlich der Abbildung feiner
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Oberflachenstrukturen untersucht. Die Analyse erfolgt durch einen qualifizierten Vergleich von
TLS-Daten mit hochauflosenden Referenzmessungen eines industriellen Lichtschnittsystems
unter kontrollierten Laborbedingungen. Ziel ist es, die beobachteten Abweichungen mit
relevanten Bodeneigenschaften sowie instrumentellen Parametern in Beziehung zu setzen und
daraus Erkenntnisse fiir die TLS-basierte Erfassung natiirlicher Oberflichen abzuleiten.

Kapitel 2 fiihrt in die theoretischen Grundlagen ein und beleuchtet dabei insbesondere die Rolle
des Footprints. Kapitel 3 gibt einen Uberblick iiber den Versuchsaufbau und die eingesetzten
Messsysteme. In Kapitel 4 wird die Weiterverarbeitung und Auswertung der erfassten
Messdaten ausgefiihrt. AnschlieBend gehen Kapitel 5 und Kapitel 6 ndher auf die Ergebnisse
ein und diskutieren diese kritisch. In Kapitel 7 folgt eine Schlussfolgerung sowie ein Ausblick
auf weitere Arbeiten.

2 Theoretische Grundlagen

Die Erfassung natiirlicher Oberflichen mit terrestrischen Laserscannern unterliegt
systematischen Einfliissen, welche einerseits aus dem zugrundeliegenden Messverfahren und
andererseits aus der Wechselwirkung zwischen Laserstrahl und Objektoberflidche resultieren
(Schwarz 2018; Wieser et al. 2019). Die in TLS eingesetzten elektrooptischen
Distanzmessverfahren unterscheiden sich hinsichtlich Reichweite, Messrauschen und
Signalverarbeitung (Joeckel et al. 2008; Mdser 2000).

2.1 TLS-Distanzmessverfahren

Charakteristisch  fiir das Phasenvergleichsverfahren ist die vergleichsweise hohe
Messgenauigkeit und der vergleichsweise kleine Footprint (Joeckl et al. 2008; Zoller+Frohlich
2024). Scanner, die auf Grundlage des Impulslaufzeitverfahrens arbeiten, erzielen groflere
Reichweiten und hohere Messgeschwindigkeiten bei gleichzeitig erhdhtem Messrauschen
(Riegl 2024). Systeme, die auf Leicas Waveform Digitizing Technologie basieren, messen die
Distanz grundsétzlich mit dem Impulslaufzeitverfahren, akkumulieren aber iiber die Dauer der
Messung viele Pulse, um das Signal-Rausch-Verhiltnis zu verbessern. Um resultierende
Mehrdeutigkeiten aufzulosen wird — analog zum Phasenvergleichsverfahren — mit
verschiedenen Messfrequenzen gearbeitet (Leica Geosystems 2014).

2.2  Footprinteigenschaften

Als zentraler Einflussfaktor auf die Abbildung von Feinstrukturen lédsst sich der Laserfootprint
identifizieren, welcher sich aus den Strahlparametern des Instruments und der Messdistanz
ergibt. Nach Eichler et al. (2004) ist der GauB3-Strahl (vgl. Abb. 1) eine hdufig herangezogene
Modellierung des TLS-Laserstrahls. Unter Beriicksichtigung der Strahldivergenz 6 im Fernfeld,
der Wellenlédnge 4 und des Strahltaillendurchmessers d, = 2w, ist die entfernungsabhéngige
Modellierung des Footprints moglich. Der Strahlradius w(z) in Ausbreitungsrichtung z in
Abhingigkeit der Wellenlidnge A unter Beriicksichtigung des Strahltaillenradius w, berechnet
sich nach Wieser er al. (2019) zu:
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—Normalverteilung
—50 %

63.2 % (1/e)
—86.5 % (1/e?)
—76.1 % (FWHM)

Abb. 1: Schematische Darstellung eines GauB3-Strahls (links) sowie Darstellung der Definitionen des
Strahldurchmessers (rechts) (eigene Grafik nach Self 1983; Werny 2025).
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Der Bereich, in welchem der Laserstrahl aus dem Nahfeld ins Fernfeld iibergeht, wird als
Rayleighlinge zp bezeichnet. Sie definiert den Abstand von der Strahltaille, an dem der

Strahldurchmesser um V2 vergroBert ist. Fiir deutlich groBere Abstinde stellt sich fiir den
Strahldurchmesser ein linearer Zusammenhang in Abhéngigkeit des Strahldivergenzwinkels
ein (Eichler et al. 2004). Hinsichtlich der Definition des Strahldurchmessers und damit des
Footprints existiert keine eindeutige Vorgabe. Es ist sinnvoll den Bereich so zu wihlen, dass
die Energie auBlerhalb des Footprints vernachléssigbar ist. Da die riickgestreute Energie nicht
ausschlieBlich von der Strahlgeometrie, sondern auch von der Reflektanz der Objektoberflache
abhingt (Wieser et al. 2019), haben sich bei Instrumentenherstellern unterschiedliche
Definitionen fiir den Strahldurchmesser bzw. den Footprint durchgesetzt (vgl. Abb. 1, rechts).
Die Angabe Full Width at Half Maximum (FWHM) definiert den Schwellwert an der Stelle, an
welcher die Intensitit die Hélfte ihres Maximums betrigt. Die Bezeichnung Full Width Half
Power definiert einen Bereich innerhalb dessen 50% der Energie liegt. Die Definitionen 1/e
und 1/e* reprisentieren die Bereiche, in denen 63% bzw. 86% der Energie innerhalb des
spezifizierten Strahldurchmessers liegen.

Die mit Hilfe des Laserstrahls ermittelte Distanz repréisentiert keine punktbezogene Distanz,
sondern resultiert aus einer intensitiatsgewichteten Mittelbildung aller innerhalb des Footprints
liegenden Riickstreuungen (Wieser et al. 2019). Inhomogenitéten der Oberfldche innerhalb des
Footprints fiihren zu Distanzmessungsabweichungen gegeniiber der Strahlmitte und somit zu
einer Mittelbildung, die nicht die exakte Struktur der abgetasteten Oberfldche widerspiegelt.
Besonders Strukturen, deren charakteristische GroBe kleiner oder vergleichbar mit dem
Footprintdurchmesser sind, werden fehlerhaft abgebildet.

2.3 Algorithmische Grundlagen

Die Detailuntersuchung lokaler Rauheitsstrukturen und systematischer Distanzabweichungen
basiert unter anderem auf Berechnungen nach dem Multiscale Model to Model Cloud
Comparison (M3C2)-Algorithmus (Lague et al. 2013). Der Algorithmus ermdglicht eine
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normalenbasierte Distanzmessung zwischen zwei Punktwolken und beriicksichtigt explizit die
lokale Rauheit der Oberfléchen.

Die Berechnungen erfolgen auf Basis sogenannter Core Points i, in denen jeweils ein lokaler
Normalenvektor berechnet wird (Lague et al., 2013). Die Grofle der dafiir herangezogenen
Nachbarschaft wird durch den Parameter Normal Scale D definiert. Bei der Berechnung wird
die Standardabweichung o;(D) der lokalen Nachbarpunkte zur geschitzten Ebene bestimmt.
Diese Standardabweichung stellt ein lokales MaB fiir die Rauheit dar. Basierend auf dem
berechneten Normalenvektor wird ein Zylinder mit dem Durchmesser d, der Projection Scale,
konstruiert. Der Zylinder schneidet beide Punktwolken und definiert dadurch zwei
Punktmengen, welche auf die Achse des Zylinders abgebildet werden. Die Mittelwerte i; und
i> der beiden projizierten Verteilungen stellen die Durchschnittspositionen der Punktmengen
entlang der Normalenrichtung dar. Die zugehorigen Standardabweichungen ai(d)
reprisentieren eine Schétzung der lokalen Rauheit entlang der Normalenrichtung. Aus den
beiden Mittelwerten der projizierten Verteilungen ldsst sich die lokale Distanz Lusc2(i) der
betrachteten Punktwolken bestimmen. Beide Parameter d und D sind vom Anwender geschickt
zu wihlen. (Lague et al., 2013)

3 Versuchsaufbau und Datenerfassung

Die Untersuchungen erfolgen unter kontrollierten Laborbedingungen, um atmosphérische
Einfliisse zu minimieren. Ziel ist es, systematische Messabweichungen gezielt in Abhidngigkeit
von Footprintgréfle, Messverfahren und Oberflichenrauheit zu analysieren.

3.1 Untersuchte Bodenproben und Messaufbau

Als Untersuchungsobjekte dienen die in Abbildung 2 aufgefiihrten reprédsentativen
Bodenproben: eine feinkdrnige sandige Probe mit geringen Verklumpungen im Bereich von
0,5 cm, eine mittelkornige lehmhaltige Bodenprobe mit Rauheitsstrukturen im Bereich 0,5-
2 cm sowie eine Grobkiesprobe mit Korngroflen zwischen 1,5-12 cm. Die Proben decken ein
Spektrum von Rauheitsstrukturen von wenigen Millimetern bis in den zweistelligen
Zentimeterbereich ab und ermodglichen so die Analyse auftretender Footprint-bedingter Effekte.

Um geometrische Einfliisse zu minimieren, werden alle Scans von einem konstanten
Instrumentenstandpunkt in ca. 3 m Entfernung zur Probe durchgefiihrt. Wie in Abbildung 2,
rechts, erkennbar, werden die Proben in Plastikcontainern aus der Horizontalen verkippt
aufgebaut, um einen nahezu orthogonalen Einfallswinkel sicherzustellen.

Abb. 2: Ausgewihlte Bodenproben. V.L.n.r. feinkérnige Probe, mittelkérnige Probe grobkdrnige
Probe, Realisierung eines moglichst orthogonalen Auftreffwinkels (Fotos: Werny, Rabold).
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3.2 Eingesetzte Messsysteme

Die Erfassung der Proben erfolgt mit den in Tabelle 1 aufgefiihrten drei Systemen. Zum Einsatz
kommen ein Z+F Imager 5016, ein Riegl VZ-2000i sowie eine scannende Totalstation Leica
MS60. Die Systeme spiegeln dabei die typischerweise in der Ingenieurgeodésie eingesetzten
Distanzmessverfahren wider und unterscheiden sich hinsichtlich ihrer Strahldurchmesser sowie
dem Messrauschen. Die abzubildenden Rauheitsstrukturen bewegen sich zwischen wenigen
Millimetern und wenigen Zentimetern. Diese GroBen tragen mafBgeblich zur Auswahl der
Scanauflosung der Instrumente bei (vgl. Brown et al. 2013). In der Studie erfolgen die Scans
mit einem Punktabstand von 1 mm, 5 mm und 10 mm, um den Einfluss der Abtastdichte in
Relation zur Footprintgrofle zu untersuchen. Die hochste Auflésung liegt dabei unterhalb des
jeweiligen Footprintdurchmessers, wiahrend die geringeren Auflosungen in der Grof3enordnung
des Footprints rangieren oder diesen iiberschreiten.

Zusitzlich werden die Proben mit einem hochauflésenden Referenzsystem bestehend aus einem
taktilen Gelenkmessarm Nikon-Metris MCA 1l und einem Lichtschnittscanner Nikon
MMDx 100 erfasst. Der Scanner erreicht eine Messgenauigkeit von 10 pm bei einer maximalen
Datenrate von 150 Hz (Nikon Metrology 2014).

Tabelle 1: Eingesetzte Instrumente und deren fiir die Studie relevante KenngroBen
(Zoller+Frohlich 2024; Riegl 2024; Leica Geosystems 2024; Nikon Metrology 2014).
Instrument Messverfahren | A in nm 0 in mrad | Messrauschen Footprint 2
Nahfeld in mm | @3m in mm
Z+F Imager 5016 | Phasenvergleich | 1500 0,6 0,2 bis 0,3 3,4 (1/?)
Riegl VZ-2000i Impulslaufzeit | 1532 0,27 3,0 7,2 (1/¢?)
Leica MS60 Waveform- 658 0,4 (x) 0,4 bis 2,0 5,2 (x) (1/e)
Digitizing 0,16 (y) 2,2 (y) (1/e)
Nikon MMDx100 | Lichtschnitt 660&635 | - - -

4 Datenverarbeitung und Analysemethodik

Die Auf- und Weiterverarbeitung der TLS-Daten zielt darauf ab, systematische
Messabweichungen und Rauheitsdifferenzen zwischen den TLS-Punktwolken und den
Referenzpunktwolken reproduzierbar und quantitativ zu erfassen. Sie umfasst die Registrierung
und Segmentierung sowie die Ableitung lokaler und globaler Rauheitsmafe.

4.1 Registrierung und Segmentierung der Punktwolken

Die Registrierung der TLS-Daten erfolgt zielzeichenbasiert in den herstellerspezifischen
Softwarelosungen und stellt sicher, dass allen Punktwolken ein einheitliches
Koordinatensystem zugrunde liegt. Im Anschluss an die Registrierung erfolgt die
Segmentierung der Punktwolken auf die jeweiligen Bodenproben. Ziel ist es, irrelevante oder
verschattete Bereiche und artefaktbehaftete Punkte zu entfernen, um eine Kkonsistente
Grundlage fiir die Rauheitsanalyse zu schaffen. Wie in Abbildung 3 dargestellt, weist
beispielsweise die Referenzpunktwolke der feinsandigen Bodenprobe Liicken auf den Vorder-
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Abb. 3: Segmentierung der Punktwolken. Abgebildet sind die Punktwolken der feinsandigen Probe.
Links: segmentierte Referenzpunktwolke, Mitte: unverdnderte Punktwolke des Z+F Imager
5016, rechts: segmentierte Punktwolke des Z+F Imager 5016 (Werny 2025).

seiten gescannter grober Rauheitsstrukturen auf, da der Messarm einen eingeschriankten
Messbereich von +50 mm hat. Liegen zu erfassende Oberflachen auBerhalb dieses Bereichs,
werden keine Punkte registriert. Um den Einfluss dieser Liicken auf die M3C2-Berechnungen
zu minimieren, werden die Punktwolken der einzelnen TLS mittels CloudCompare so
angepasst, dass die resultierenden segmentierten TLS-Punktwolken analoge Liicken wie die
Referenz aufweisen. Diese Segmentierung erfolgt halbautomatisch.

4.2 Rauheitskenngrofien und Abweichungsanalytik

Zur Beschreibung der globalen Oberflichenrauheit wird fiir jede Punktwolke eine
Referenzebene geschétzt. Die globale Rauheit wird anschlieend als Standardabweichung der
orthogonalen Punktabstinde zur geschétzten Ebene berechnet. Dieses Mal3 erlaubt eine
kompakte Charakterisierung der gesamten Oberflachenstruktur und wird haufig zur Bewertung
von Rauheit eingesetzt (Heritage et al. 2009). Das globale Rauheitsmal} beinhaltet sowohl reale
Oberflichenstrukturen als auch Anteile des instrumentellen Messrauschens. Um eine
Vergleichbarkeit zwischen den TLS-Systemen sowie dem Referenzsystem zu gewéhrleisten,
wird die ermittelte Gesamtvarianz um die Varianz des Rauschens reduziert.

Zur Analyse der lokalen Rauheiten der Proben wird der in Kapitel 2.3 eingefiihrte M3C2-
Algorithmus herangezogen. Entgegen der allgemeinen Empfehlung, D etwa 20-25-mal grofler
als die lokale Rauheit zu wihlen (Lague et al. 2013), wird D in dieser Arbeit bewusst in
Abhéngigkeit von der charakteristischen RauheitsgroBe und der Scanauflosung gewihlt.
Dadurch wird eine Gldttung der Rauheitsstrukturen vermieden und die tatséchliche
Abbildungsleistung der Scanner analysierbar gemacht. Abhingig von der Scanauflésung wird
D fiir die feinkornige Probe zwischen 10 mm und 100 mm gewéhlt. Bei der mittelkdrnigen
Probe werden Werte zwischen 30 mm und 100 mm fiir D eingesetzt. Fiir die grobkdrnige Probe
bewegt sich D zwischen 50 mm und 200 mm. Je grober die Aufldsung ist, umso groBer wird D
gewihlt, um eine ausreichende Anzahl Punkte fiir eine statistisch gesicherte Schétzung
einzuschliefen. Um sicherzustellen, dass ein Minimum von 25 Punkten innerhalb des
Projektionszylinders liegen, wird die Projection Scale d so gewihlt, dass sie in etwa dem
Zehnfachen der Aufldsung entspricht.
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S  Ergebnisse

5.1 Globale Rauheitsmalfie

Die globalen Rauheitsmalle zeigen eine klare Abhdngigkeit von Korngréfe, Scanauflosung und
Messsystem. Wie in Tabelle 2 aufgefiihrt, weist das Referenzsystem fiir alle Proben die
hochsten Werte der globalen Rauheit auf. Bei der groben Bodenprobe unterscheiden sich die
globalen Rauheitswerte der TLS-Systeme sowie die der Referenz nur im Bereich weniger 1/10
mm. Die ermittelten globalen Rauheiten der mittleren und feinen Bodenprobe weisen
Abweichungen zur Referenz in der Grof8enordnung von ca. 1,5 mm auf. Die mittlere Probe
zeigt fur die TLS die groBBten globalen Rauheitswerte (bedingt durch groBBere Verklumpungen).
Die ermittelten Rauheitsmale der feinen Probe liegen in einer dhnlichen GroBenordnung wie
die der groben Probe. Die Unterschiede zwischen den jeweiligen Scanauflosungen variieren
lediglich im Bereich weniger 1/10 mm.

Tabelle 2: Berechnete globale Rauheitsmafle bereinigt um die Varianz des Messrauschens.
Angaben in mm.

Probe Scanauflosung | Z+F Imager | Leica MS60 | Riegl VZ- Referenz

5016 2000i

grobkornig hoch 6,77 6,68 5,96 6,88
mittel 7,03 6,76 6,36
niedrig 6,68 6,74 6,16

mittelkérnig | hoch 8,83 8,68 7,78 9,69
mittel 8,87 8,24 8,16
niedrig 8,62 8,15 8,41

feinkornig hoch 6,86 6,31 5,96 7,47
mittel 6,85 6,18 6,06
niedrig 6,63 6,16 6,06

5.2 Lokale Rauheitsanalyse und M3C2-Ergebnisse

Dieses Unterkapitel beschreibt die Ergebnisse der M3C2-Berechnungen fiir die in hoher
Scanauflosung erfassten Punktwolken. Abbildung 4 zeigt die Verteilungen der berechneten
oi(D) als MalB3 der lokalen Rauheit. Die Verteilung des Z+F Imager 5016 und die des
Referenzsystems stimmen grof3teilig iiberein. Die Verteilung der Leica MS60 weist bei der
groben Probe einen dhnlichen Verlauf wie die Referenz auf. Weiterhin ist in Abbildung 4 ein
deutlicher Unterschied der Verteilungen des Riegl VZ-2000i zu den anderen Instrumenten
sowie zur Referenz zu erkennen. Die Visualisierung der berechneten o;(D) der grobkornigen
Probe direkt auf der Punktwolke in Abbildung 5 zeigt, dass homogene Fliachen, wie z. B. die
groflen Steine im vorderen Bereich der Probe kleine lokale Rauheitsmalle aufweisen (blaue
Bereiche), die durch das Referenzsystem, den Z+F Imager 5016 sowie teilweise durch die Leica
MS60 abgebildet werden. Der Riegl VZ-2000i erfasst die geringen Rauheitsunterschiede der
Oberfldche der groflen Steine nicht, sondern zeigt fiir diese Homogenbereiche und die restliche
Grobkiesprobe dhnliche Rauheitswerte. In Tabelle 3 sind ausgewdihlte Parameter der oi(D)-
Verteilungen der untersuchten Bodenproben aufgefiihrt. Fiir die mittelkdrnige Probe zeigt der
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Riegl VZ-2000i die deutlichsten Abweichungen im Vergleich zum Referenzsystem. Bei der
feinkdrnigen Probe zeigen sowohl der Riegl-Scanner als auch das Leica-System die grofiten
Unterschiede zur Referenz. Die Verteilung des Z+F Imager 5016 stimmt qualitativ am ehesten
mit der des Referenzsystems iiberein. Fiir die anderen Scanauflosungen weisen die lokalen
Rauheiten (oi(D)) aus den M3C2-Berechnungen der TLS hohe Ubereinstimmungen
untereinander und zu der Referenz auf. Dieses Verhalten ist erwartbar, da der grof3ere
Punktabstand der Einzelpunkte innerhalb der Punktwolken eine Anpassung der M3C2-
Parameter erfordert. Durch diese Anpassung wird die Mittelung zwangsldufig tiber groBere
Bereiche der Punktwolke durchgefiihrt, wodurch lediglich regionale Rauheitsstrukturen
abgebildet werden konnen.

Tabelle 3: Ausgewihlte Charakteristika der Verteilungen der ¢i(D) aus der M3C2-Berechnung fiir
die jeweiligen Proben bei hoher Scanauflosung. Angaben in mm.

Probe Instrument Mittelwert Std.abw.
feinkornig Referenz 0,99 0,41
Z+F Imager 5016 0,75 0,35
Leica MS60 1,10 0,23
Riegl VZ-2000i 1,06 0,24
mittelkdrnig Referenz 1,42 0,57
Z+F Imager 5016 1,34 0,53
Leica MS60 1,33 0,41
Riegl VZ-2000i 0,86 0,53
grobkornig Referenz 1,52 0,70
Z+F Imager 5016 1,72 0,65
Leica MS60 1,57 0,58
Riegl VZ-20001 1,77 0,41

6 Diskussion

Die Ergebnisse zeigen eine mallgebliche Beeinflussung der Punktwolken natiirlicher
Oberflachen durch das Zusammenspiel von Oberflachenrauheit, Laserfootprint und Aufldsung.

6.1 Einfluss der instrumentenspezifischen Eigenschaften

Die in Tabelle 2 aufgefiihrten globalen Rauheitswerte des Referenzsystems liegen fiir alle
Bodenproben iiber denen der TLS-Systeme. Dies ist auf die deutlich hohere Abtastrate sowie
die hohe Genauigkeit des eingesetzten Lichtschnittverfahrens zuriickzufiihren, welches auch
feinste Rauheitsstrukturen zuverlissig erfasst (Joeckel et al. 2008; Nikon Metrology 2014).
Liegen die berechneten globalen Rauheiten der TLS-Systeme ndher an der Referenz, spricht
dies fiir eine geringe Glattung. Die Unterschiede der globalen Rauheit fallen fiir die grobkdrnige
Probe am geringsten aus. Alle Instrumente erfassen die groben Strukturen detailliert und bilden
nahe der Referenz ab. Bei Betrachtung der mittleren Probe treten unterschiedlich stark
ausgeprigte Glattungseffekte auf, die sich durch die Ergebnisse der feinen Probe bestétigen.
Nach Brown et al. (2013) tritt Glattung insbesondere dann auf, wenn der Punktabstand kleiner
als der Durchmesser des Laserfootprints ist. Genau dieses Verhalten zeigt sich in den
hochaufgeldsten Scans der Bodenproben.
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Abb. 4: ¢,(D)-Verteilungen der Proben bei hoher Scanaufldsung. V.1.n.r. Referenzsystem, Z+F Imager
5016, Leica MS60, Riegl VZ-2000i (Werny 2025).

Abb. 5: Visualisierung der lokalen Rauheitsmaf3e o;(D) auf den Punktwolken der Grobkiesprobe. Blau
entspricht kleinen Rauheiten, griin Rauheiten im mittleren Wertebereich und rot entspricht
grolen Rauheiten. V.l.n.r. Leica MS60, Z+F Imager 5016, Riegl VZ-2000i (Werny 2025).

TLS mit groerem Strahldurchmesser weisen systematisch kleinere Standardabweichungen auf
(vgl. Tab. 3 und Abb. 4), was fiir eine stiarkere Glattung der abgebildeten Strukturen spricht.
Beispielsweise zeigt der Z+F Imager 5016 als der Scanner mit dem kleinsten Footprint sowie
dem geringsten Entfernungsmessrauschen im Nahfeld (vgl. Tab. 1) die groBte
Ubereinstimmung der globalen und lokalen Rauheit mit dem Referenzsystem (vgl. Tab. 2 und
Abb. 4). Die beobachteten Gléttungseffekte zeichnen sich besonders bei den beiden Systemen
mit groBerem Footprint ab. Am stérksten ist die Glittung bei dem Riegl VZ-2000i, dem Scanner
mit dem grofiten Footprint, ausgeprégt. Dieses Verhalten ist insbesondere bei der Analyse der
feinen Probe beobachtbar. Bei der mittleren und groben Scanauflésung treten keine deutlich
erkennbaren Unterschiede in den Rauheitsverteilungen auf.
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6.3 Lokale Rauheit und Grenzen der M3C2-basierten Analyse

Scans mit einer mittleren und niedrigen Scanauflosung sind unzureichend, um charakteristische
Rauheitsstrukturen zuverldssig zu erfassen. Die Verteilungen der lokalen Rauheit unterscheiden
sich lediglich qualitativ und bilden tiberwiegend regionale Rauheiten ab. Durch eine Steigerung
der Scanauflésung und damit einhergehend einer Reduktion des Punktabstands konnen die
M3C2-Parameter in der Grolenordnung der Rauheitselemente gewdhlt werden. Somit lassen
sich systematische Messabweichungen sowie lokale Feinstrukturen lediglich in
hochaufgeldsten Scans analysieren. Insbesondere bei der grobkdérnigen Probe zeigen
beispielsweise der Z+F Imager 5016 sowie die Leica MS60 ein besseres Auflosungsvermogen
der lokalen Rauheit auf den Homogenbereichen der grofleren Steine, wohingegen der Riegl VZ-
20001 in diesem Bereich kein weiteres Maximum in der Verteilung aufweist (vgl. Abb. 4 und 5).
Die Ergebnisse der mittleren Probe zeigen fiir den Riegl-Scanner eine Verschiebung der
Verteilung hin zu kleineren Werten. Dieses Verhalten spricht dafiir, dass der Riegl-Scanner die
erfassten Rauheiten innerhalb des Footprints merkbar glittet. Wie in Abb. 4 und Tab. 3
gegeniibergestellt, treten in den Verteilungen der feinen Bodenprobe die deutlichsten
Unterschiede zwischen den einzelnen Systemen auf. Die erfassbaren charakteristischen
Rauheitsstrukturen in dieser Probe liegen mehrheitlich unter 3 mm und damit unter dem
Footprintdurchmesser der Systeme. Dementsprechend weisen insbesondere TLS, deren
Footprint im Nahfeld groBer ausféllt, wie der Riegl VZ-2000i und die Leica MS60, eine
deutliche Glattung der Feinstrukturen im Vergleich zum Referenzsystem auf. Der Imager 5016
ist in der Lage die Feinstrukturen weitestgehend abzubilden. Die berechnete Verteilung dhnelt
der Referenz deutlich. Beide zeigen die Verschiebung ihres Maximums in den Bereich niedriger
Rauheiten sowie eine vergleichsweise groe Standardabweichung, die auf ein detailliertes
Abbildungsverhalten der tatsdchlichen Oberfliche schlieBen ldsst. Die Ergebnisse der
berechneten M3C2-Distanz zwischen den TLS sowie dem Referenzsystem bewegen sich im
niedrigen Millimeterbereich bis ca. 2,5 mm. Die zugrundeliegende Registrierungsgenauigkeit
liegt im Bereich 0,5 mm bis 1,5 mm. Damit bewegen sich die M3C2-Distanzen in der
GroBenordnung der Registrierungsunsicherheit. Eine Trennung der Ergebnisse der
Registrierungsunsicherheit und der Distanzberechnungen ist entsprechend erschwert. Indem
die Registrierungsunsicherheit minimiert wird, kénnen die berechneten M3C2-Distanzen
belastbarer in die Gesamtevaluation integriert werden.

7 Schlussfolgerungen und Ausblick

Die Arbeit untersucht systematische Messabweichungen bei der TLS-gestiitzten Erfassung
natiirlicher Oberfldchen durch den Vergleich mehrerer terrestrischer Laserscanner mit einem
hochauflosenden Referenzsystem. Die Analyse globaler Rauheitsmalle nach Heritage et al.
(2009) sowie lokaler Rauheitsmalle auf Basis des M3C2-Algorithmus zeigt, dass systematische
Distanzmessabweichungen durch die FootprintgroBe bedingt sind. Besonders in
hochaufgeldsten Scans treten deutlich feststellbare Gléttungseffekte auf, wenn die
charakteristischen Rauheitsstrukturen kleiner als der Footprintdurchmesser sind, wohingegen
homogene Oberflichen geringere Abweichungen aufweisen. Die Ergebnisse bestétigen, dass
alle untersuchten TLS fiir die zuverldssige Erfassung von Rauheitsstrukturen im
Zentimeterbereich geeignet sind (vgl. Milenkovi¢ et al. 2015). TLS mit einem kleinen
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Footprintdurchmesser, wie z.B. der Z+F Imager 5016, sind am besten dazu in der Lage auch
feinere Strukturen abzubilden.

Mit dem umgesetzten Versuchsaufbau konnen belastbare Erkenntnisse zu systematischen
Messabweichungen von TLS bei der Untersuchung natiirlicher Oberflichen gewonnen werden.
Zur Minimierung limitierender Faktoren wird in weiterfiihrenden Untersuchungen eine
Optimierung der Registrierung, beispielsweise durch den Einsatz von Kugeltargets, sowie die
gezielte Variation der Messdistanz zur isolierten Analyse des Footprinteinflusses angestrebt.
Ergidnzend werden kiinstlich erzeugte, kontrollierte Rauheitsstrukturen auf Bodenproben
eingesetzt, um das Auflosungsvermogen von TLS fiir definierte Rauheitsskalen systematisch
zu evaluieren.
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1 Abstract

Accurate finite element simulations of underground excavations require careful mesh resolution
selection, yet systematic methodologies for quantifying mesh-dependent errors in field transfer
operations remain underdeveloped. We present a framework for evaluating field transfer accu-
racy across non-matching meshes in thermo-mechanical simulations, demonstrated through an
underground mining drift case study using point clouds from a Zoller+Frohlich (Z+F) FlexS-
can 22 mobile mapping system. This work is part of the MOVIE project using the “Reiche
Zeche” research and education mine as its underground laboratory. Tetrahedral meshes at four
resolutions (5 cm, 9 cm, 20 cm, 50 cm) were generated and embedded within a 100 m host rock
domain. Coupled thermo-mechanical simulations were performed in FENICSX with a transient
heat source over 1.58 years. Using the 9 cm resolution as reference, three transfer methods were
compared: (1) barycentric interpolation, (2) L? Galerkin projection, and (3) cell-based scattered
data interpolation. Results show field-type dependence: temperature deviations remained be-
low 0.25%; displacement deviations were approximately 3.5%; von Mises stress exhibited the
highest sensitivity at approximately 10%. Cell-based interpolation differed from finite element
methods by 87.7% for displacement fields.

2 Introduction

Underground excavations present unique challenges for numerical simulation due to geomet-
ric complexity. With the proliferation of laser scanning and mobile mapping technologies,
high-resolution point clouds have become standard input for generating computational meshes.
However, translating point cloud data to volumetric meshes introduces fundamental decisions
regarding mesh resolution that propagate through all subsequent analyses.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitéit Graz
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The generation of finite element meshes from point cloud data has received considerable at-
tention. ZHANG et al. (2005) established foundational methods for creating 3D meshes from
imaging data, while CASTELLAZZI et al. (2017) developed procedures for converting laser
scanning data into finite element models. CASTELLAZZI et al. (2022) introduced Cloud2FEM
for existing structures. Mesh resolution significantly impacts accuracy, with CAO et al. (2023)
demonstrating errors varying by orders of magnitude, while MOREIRA et al. (2022) proposed
adaptive refinement strategies.

When transferring field data between non-matching meshes, methodology choice significantly
impacts quality. FARRELL and MADDISON (2011) developed conservative interpolation
schemes, demonstrating that naA ™~ ve approaches introduce spurious oscillations. BUSSETTA
et al. (2012) proposed efficient 3D transfer operators, and REBEROL and LEVY (2018) devel-
oped GPU-accelerated methods for disparate meshes.

This paper addresses the gap in systematic frameworks for underground excavation modelling
through a case study within the MOVIE project, using the “Reiche Zeche” research and educa-
tion mine. Using point cloud data from a Zoller+Frohlich (Z+F) FlexScan 22 mobile mapping
platform, we generated tetrahedral meshes at four resolutions: 5cm, 9cm, 20 cm, and 50 cm.
Taking the 9 cm mesh as reference, three field transfer methodologies were evaluated:

1. Barycentric interpolation (BARATTA et al., 2023): Direct interpolation within FEN-
ICSX.

2. L? Galerkin projection (BOCHEV and SHASHKOV, 2005): Variational approach min-
imising the L? norm difference.

3. Cell-based scattered data interpolation (SCHROEDER et al., 2006): Point-location
approach via VTK.

Error quantification employed discrete L*> norms. Additionally, structured-grid round-trip anal-
yses isolated intrinsic interpolation errors from mesh-dependent solution differences. Section 3
details the methodology; Section 4 presents results; Section 5 interprets findings; Section 6
summarises conclusions.

3 Methodology

3.1 Study Site and Data Acquisition

The study site is the “Reiche Zeche” research and education mine in Freiberg, Germany, oper-
ated by TU Bergakademie Freiberg since 1919, with underground drifts extending over 19 km at
depths up to 230 m. The region of interest at “Sohle 1 (147 m depth) comprises a drift system
with irregular wall surfaces typical of historical mining excavations (MISCHO, 2014).

Point cloud data were acquired using a Z+F FlexScan 22 mobile mapping platform (Figure 1),
operating as an extension unit on the Z+F IMAGER 5016A laser scanner with SLAM capability.
The system provides 360° horizontal and 320° vertical field of view with measurement ranges
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from 0.3 m to 365 m.

Abb. 1: Z+F FlexScan 22 mobile mapping platform with IMAGER 5016A laser scanner.

Two overlapping point clouds were processed in Z+F LaserControl through preprocessing,
trajectory optimisation, and 3D filtering. Registration used the ICP algorithm (BESL and
MCKAY, 1992):

N
ER,t)=Y |Rp;+t—gq,| (1)
i=1

The combined cloud was subsampled to 1 cm resolution and surface normals were computed
using a quadric local surface model. Figure 2 presents the point cloud with Chamber 1 high-
lighted, which contains the fictitious heat source location and serves as the primary visualisation
region throughout this study.
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(a) Complete drift network with Chamber 1 indicated

(b) Chamber 1 detail (animated)

Abb. 2: Raw point cloud after registration: (a) overview showing the complete tunnel system with Cham-
ber 1 circled; (b) animated visualisation zooming into Chamber 1 to illustrate point cloud reso-
lution and surface detail.

3.2 Mesh Generation

3.2.1 Surface Reconstruction

Surface mesh generation used Screened Poisson Surface Reconstruction (KAZHDAN and HOPPE,
2013) in MeshLab. Given oriented points &2 = {(p;,n;)}, the algorithm constructs an indicator
function Y satisfying:

Ay —ax=V-V 2)

Following reconstruction with octree depth 10, isotropic remeshing achieved uniform edge
lengths at four resolutions: 5cm, 9 cm, 20cm, and 50 cm. A structured hexahedral mesh was
also generated for round-trip error analysis. Figure 3 presents the surface meshes.

3.2.2 Volumetric Meshing

Volumetric meshing was performed in GMSH (GEUZAINE and REMACLE, 2009) by em-
bedding each surface mesh within a cuboidal host rock domain expanded by 100 m. The vol-
ume was discretised using constrained Delaunay tetrahedralisation with Netgen optimisation
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(a) S5cm (b) 9cm (¢) 20cm

(d) 50cm

[
3 [ 1 [

(e) Structured hexahedral grid

Abb. 3: Surface meshes at Chamber 1: (a)—(d) triangular meshes at four resolutions showing progressive
geometric simplification from fine (5 cm) to coarse (50 cm); (e) structured hexahedral mesh used
exclusively for round-trip transfer error evaluation—note this is a geometrically distinct mesh
with regular hexahedral elements, not a coarser variant of the triangular meshes.

(SCHOBERL, 1997). Table 1 summarises mesh characteristics.

Tabelle 1: Volumetric mesh statistics for the four surface resolutions.

Resolution Nodes Elements Element Type

S5cm 296,019 1,471,842 Tetrahedral
9cm 75,171 379,254 Tetrahedral
20cm 20,307 103,489 Tetrahedral
50cm 3,664 19,320 Tetrahedral

3.3 Thermo-Mechanical Simulation

Monolithic thermo-mechanical simulations were performed in FENICSX (BARATTA et al.,
2023). The coupled formulation solves for temperature 7" and displacement # simultaneously
using first-order Lagrange (CG1) elements for both fields. First-order elements were used for
both fields instead of an optimal Taylor-Hood formulation to reduce simulation time. Figure 4
presents the Newton-Raphson algorithm and governing equations.

The linearised system is solved using GMRES (SAAD and SCHULTZ, 1986) with Boomer-
AMG preconditioning (HENSON and YANG, 2002). Time integration uses backward Euler
with Az = 5 x 107 s (1.58 years) over two steps. Figure 6 shows the 9 cm volumetric mesh.
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Initialize Governing equations:
wO — (uO,TO)
oT
| Time step n — n+ 1 | 4
V.-o+pg=0 4)
Assemble
F(wh), J(wh) Constitutive relations:
Solve J6w = —F c=C: (8 - sth) (5)
No & = o4 (T —To)I (6)

Update
whl = wh 1 Sw

Weak form residual:

F(W) = Fech + Fiherm = 0 @)
|| 6wl|| < €2
where thermal and mechanical parts are coupled
Yes through thermal strain &4,
[ Post-process oym ]

Abb. 4: Left: Newton-Raphson solution algorithm flowchart. Right: Governing equations and constitu-
tive relations for coupled thermo-mechanical analysis.

Tabelle 2: Material properties (gneiss).

Parameter Value
Rock K (thermal conductivity) 3.0W/(m-K)
=0 p (density) 2700 kg /m?>
0=0 /N e ¢ (specific heat) 10607/ (kg - K)
Tunnel AT, E (Young’s modulus) 50 GPa
v (Poisson’s ratio) 0.25
LA L A0 LA 04, (thermal expansion) 8x 107%/K
u="0

Abb. 5: Boundary conditions schematic.

BCs: fixed (u = 0) bottom; roller on sides;
30 m overburden top; Ty = 10°C outer faces.
Heat source: 7y = 300 °C fictitious sphere
(R=0.2m) at (12,—15,—159) m.
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Abb. 6: Volumetric mesh at 9 cm resolution (animated) showing tunnel embedded in host rock domain.

3.4 Field Transfer Methods

Three methodologies were evaluated:

Barycentric Interpolation: For each target node x;, interpolated values use shape functions:
n
fx) =Y Njx)f; @®)
j=1

Implemented in FENICSX with coupled vector treatment.

L? Galerkin Projection: The projected field minimises the L? difference (BOCHEV and SHASHKOV,
2005):
/ FE,40 = / FCpdQ Yy e Ve ©)
Q Q

Cell-Based Interpolation: Via VTK’s vtkProbeFilter (SCHROEDER et al., 2006) with
nearest-neighbour extrapolation, processing vector components independently.

3.5 Error Quantification

Field transfer accuracy used discrete L? norms:

1/2
el = ( [ efac) 10
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Relative errors: 82%1 = lell 2 / || fmapped]| 72+ All comparisons used the 9 cm mesh as reference.
Round-trip analysis isolated intrinsic interpolation errors from mesh-dependent solution differ-

ences.

4 Results

All results use the 9 cm resolution simulation as reference. Selected figures contain embedded
animations viewable in Adobe Acrobat Reader or compatible PDF viewers.

4.1 Reference Solution

Figure 7 shows reference results after 1.58 years. The heat source induces localised tempera-
ture elevation up to 300 °C with corresponding thermo-mechanical deformation. Displacement
reaches millimetre scale; von Mises stress concentrates at tunnel boundaries.

Reference Simulation on 9 cm Resolution Mesh Reference Simulation on 9 cm Resolution Mesh Reference Simulation on 9 cm Resolution Mesh
Temperature Distribution T Displacement Magnitude | |u] | Von Mises Equivalent Stress vM

T [°C] [fu]| [m] _vM [Pa]
1.1e+01 1.8e+01 25e+01 3.2e+01 3.8e+01 1.00e-03 1.04e-03 1.07e-03 1.10e-03 1.14e-03 5.8e+05 1.3e+06 2.8e+06 6.1le+06 1.3e+07
[ - | | [ |
(a) Temperature T (animated) (b) Displacement ||u|| (¢) Von Mises oym

Abb. 7: Reference solution on 9 cm mesh showing: (a) temperature distribution with heat diffusion from
the spherical source; (b) displacement magnitude indicating thermo-mechanical deformation;
(c) von Mises stress distribution with concentrations at tunnel boundary. Red sphere marks heat
source location.

4.2 Barycentric Interpolation Deviations

Table 3 and Figure 8 present barycentric interpolation results. Temperature transferred with ex-
cellent accuracy (below 0.25%). Displacement showed consistent ~3.5% deviations dominated
by geometric discretisation. Von Mises stress showed highest sensitivity at ~10.4%.
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Tabelle 3: Relative L? deviations [%] for barycentric interpolation from 9 cm reference.

Target Temperature Displacement Von Mises

5cm 0.09 3.61 10.4
20cm 0.06 3.59 10.3
50cm 0.25 3.49 10.5
Field Transfer Error: Barycentric(9cm -> 5cm) Field Transfer Error: Barycentric(9cm -> 5cm) Field Transfer Error: Barycentric(9cm -> 5cm)

Absolute Temperature Difference |T| Absolute Displacement Difference |u| Absolute Stress Difference | vM|

|T| [K] |u| [m] | _vM| [Pa]
3.8e-05 3.3e-03 6.5e-03 9.8e-03 1.3e-02 2.41e-06 5.98e-06 9.56e-06 1.31e-05 1.67e-05 0.8e+03 2.7e+04 1.1le+05 4.4e+05 1.8e+06
| | [ | | .
(a) |AT|, 5 cm (animated) (b) |Au|, 5cm (c) |Aoym]|, 5ecm

Abb. 8: Barycentric interpolation deviations from 9 cm reference to 5 cm target mesh: (a) temperature
difference showing sub-percent deviations; (b) displacement difference concentrated near tunnel
boundary; (c) von Mises stress difference showing highest sensitivity.

4.3 L? Galerkin Projection Deviations

Table 4 shows L? projection results. Temperature and displacement matched barycentric in-
terpolation. Von Mises stress showed degraded accuracy (11.9%-22.9%) because projection
smooths discontinuous fields.

Tabelle 4: Relative L? deviations [%] for L? Galerkin projection from 9 cm reference.

Target Temperature Displacement Von Mises

S5cm 0.09 3.61 11.9
20cm 0.06 3.59 18.9
50cm 0.25 3.49 22.9

4.4 Cell-Based Scattered Data Interpolation Deviations

Table 5 shows cell-based interpolation results. Temperature remained below 1%. Displacement
deviations appear lower (0.89—1.93%) but reflect component-wise processing. Von Mises stress
increased substantially with coarsening (16.5%-24.6%).
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Tabelle 5: Relative L? deviations [%] for cell-based scattered data interpolation from 9 cm reference.

Target Temperature Displacement Von Mises

5cm 0.32 0.89 16.5
20cm 0.37 1.15 16.3
50cm 0.66 1.93 24.6

4.5 Structured Grid Round-Trip Analysis

Round-trip analysis (reference — structured — reference — structured) isolates intrinsic in-
terpolation errors from mesh-dependent solution differences. Table 6 compares results. Both
methods achieved sub-percent deviations for temperature (0.70%) and displacement (0.69%),
confirming high intrinsic accuracy. The 0.69% displacement round-trip deviation demonstrates
that the larger 3.5% cross-mesh deviations arise from comparing solutions on geometrically
different meshes rather than from interpolation limitations. For von Mises stress, barycentric
interpolation achieved 0.22% versus 11.95% for L? projection—a 54-fold difference demon-
strating that variational projection corrupts discontinuous field representations.

Tabelle 6: Relative L> deviations [%] for structured grid round-trip analysis.

Method Temperature Displacement Von Mises
Barycentric Interpolation 0.70 0.69 0.22
L? Galerkin Projection 0.70 0.69 11.95

4.6 Pairwise Method Comparison

Figure 9 and Table 7 quantify method differences. Finite element methods produced identical
results for continuous fields (< 1072%). Cell-based interpolation exhibited 87.7% difference
for displacement and 44% for von Mises stress.

Tabelle 7: Pairwise method comparison on structured grid: relative [? differences [%].

Comparison Temp. Disp. Von Mises
L? Proj. vs Baryc. Interp. <107 <107? 4.3
L? Proj. vs Cell-Based <107% 877 43.8
Baryc. Interp. vs Cell-Based < 107%  87.7 44.1

4.7 Summary

Figure 10 compares relative L? errors across all fields, resolutions, and methods.

Principal findings: temperature transfers with sub-percent deviations; displacement exhibits
3.5% cross-mesh deviations with 0.69% round-trip accuracy; von Mises stress shows 10-25%
deviations with barycentric outperforming L? projection by 54 x; finite element methods out-
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Comparison: FEniCSx Interpolation vs PyVista Comparison: FEniCSx Interpolation vs PyVista
Absolute Displacement Difference |u| Absolute Stress Difference | vM]|

|u| [m] | vM| [Pa]
1.20e-03 1.23e-03 1.25e-03 1.28e-03 1.30e-03 1.5e+05 2.0e+05 2.7e+05 3.6e+05 4.8e+05
I | I |
(a) |Au|: 87.7% difference (animated) (b) |Aoym|: 44.1% difference

Abb. 9: Difference between barycentric interpolation and cell-based scattered data interpolation on
the structured hexahedral grid: (a) displacement field showing 87.7% relative difference;
(b) von Mises stress showing 44.1% relative difference. These large discrepancies highlight
fundamental differences between finite element and general-purpose interpolation approaches.

24.

20 -

16.3

Relative L? Deviation [%]

(5N
(@) (@)
T
9.102
= 361
— TV
0.32
@ 0.89
—— ]
6102
== 359
10.3
I 037
@1l
0.25
== 3.49
10.5
B 0.66
/= 1.93
!

Tarcet Mech Recalntian
I Baryc. T In Baryc. u 0o Baryc. oym
Bncens. 700 cenB. ull 0 cenB. oy

Abb. 10: Comparison of relative L? deviations: barycentric interpolation (blue) versus cell-based scat-
tered data interpolation (red) from 9 cm reference to target meshes.
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perform cell-based interpolation for vector fields (87.7% difference).

5 Discussion

5.1 Field-Dependent Transfer Accuracy

Temperature’s excellent transfer accuracy reflects the smooth, slowly-varying nature of thermal
fields, which are well-represented by low-order finite elements regardless of mesh resolution.
Displacement’s consistent deviations across all target resolutions indicate that differences are
dominated by geometric discretisation effects rather than interpolation artefacts, confirmed by
sub-percent round-trip deviation. Von Mises stress shows highest sensitivity as a derived quan-
tity computed from displacement gradients; the 54-fold difference between barycentric and
L? projection demonstrates that variational projection—while optimal for continuous fields—
fundamentally corrupts discontinuous field representations.

5.2 Transfer Method Selection

Continuous scalar fields: Both methods provide equivalent accuracy; direct interpolation pre-
ferred for lower cost.

Continuous vector fields: Finite element interpolation maintains coupled treatment, outper-
forming component-wise approaches (87.7% difference).

Discontinuous fields: Direct interpolation substantially outperforms L? projection.

5.3 Practical Recommendations

The 9 cm resolution provides practical balance—four-fold element reduction compared to the
5 cm mesh while maintaining sub-percent transfer accuracy for continuous fields. However,
establishing absolute solution accuracy would require mesh convergence studies with progres-
sively refined meshes, which was beyond the scope of this field transfer investigation.

For repository safety assessments, temperature field transfer is adequate even with substantial
resolution differences. Stress-based safety indicators require careful mesh convergence studies
due to inherent discretisation dependence. The substantial difference between finite element
and cell-based implementations highlights the importance of consistent tool selection within
coupled simulation pipelines—mixing implementations from different libraries may introduce
unexpected discrepancies.
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6 Conclusion

This study presented a framework for evaluating field transfer accuracy across non-matching
meshes in thermo-mechanical simulations. Using point cloud data from the “Reiche Zeche”
research mine, we compared three transfer methodologies across four mesh resolutions.

Principal findings:

Temperature fields transfer with high accuracy (< 0.25% deviation).

Displacement fields exhibit ~ 3.5% transfer deviations with 0.69% round-trip accuracy.
Von Mises stress shows highest sensitivity (= 10% deviation).

Method selection critically affects discontinuous fields: Barycentric outperforms L?
projection by 54 x.

5. Implementation matters: Cell-based differs from finite element by 87.7% for displace-
ment.

Bwbh e

The 9 cm resolution was selected as the reference, achieving approximately four-fold element
reduction compared to the 5 cm mesh (379,254 vs 1,471,842 elements) while maintaining sub-
percent transfer accuracy for continuous fields. The framework offers evidence-based guidance
for transfer method selection in point cloud based underground models, contributing to the
MOVIE project’s virtual laboratory development.
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Abstract

Monitoring the deformations of both natural and man-made structures is a central task in
engineering geodesy. Terrestrial laser scanning (TLS) is well-established for detecting geometric
changes at the centimeter level. However, at the millimeter scale, the differences observed
from one epoch to another may arise from either actual deformation or remaining systematic
errors present in the processing chain. Classical congruency tests assess significance based on a
purely stochastic model, which can lead to overly optimistic results when systematic effects are
significant.

We propose an interval-extended 2D congruency test for planar displacement vectors. The
stochastic part is treated probabilistically through a covariance matrix, while remaining systematic

effects are represented as unknown-but-bounded deviations within an admissible set 8 c R?. For
each dservation d, the quadratic-form statistic kecomes interval-valued, [ 7] =[ Tin, Tmax], Which

induces athree-valued cecision rule: strict accept (stable for dl admissible hases), reject (deformed
for dl almissible hases), and an intermediate ambiguous region where has and ceformation are ot
separable. In 2D, the regions admit atransparent gometric interpretation via Mikowski sum and
difference d the dassical acceptance dlipse with &

Bias—noise separated Monte Carlo experiments quantify conditional decision probabilities as bias
maps over the admissible set 8. We compare an axis-aligned error box with a generator-based
zonotope to illustrate how the chosen systematic model affects t he s ize a nd s tructure o f
the ambiguity region.

1 Motivation and Scope

In high-precision deformation monitoring, apparent epoch-to-epoch differences may reflect
true geometric change, but they may also be induced by measurement effects such as residual
registration artefacts, incidence-angle dependent effects, atmospheric variability, or surface
reflectance changes. When monitoring at the millimeter level, remaining systematic effects can
be of the same order as the sought signal. A purely stochastic uncertainty model may then
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underestimate the risk of false decisions. Classical concepts of network-based deformation analysis
and congruency testing are discussed, for example, in (Caspary and Riieger, 1987; Heunecke
et al., 2013). Early extensions that explicitly account for observation imprecision (remaining
systematic error) in hypothesis testing and congruency testing are presented in (Neumann and
Kutterer, 2007, 2006). Recent work on terrestrial laser scanning has developed interval-based
uncertainty bounding and deterministic interval uncertainty models that separate stochastic
variability from bounded systematic effects. These models provide the methodological basis
for constructing plausible admissible bias sets (see references (Naeimaei and Schon, 2025a,b)).
A broader perspective on dealing with uncertainty beyond purely probabilistic error models is
provided in (Kutterer, 2002).

This contribution focuses on the decision step in deformation analysis: testing whether an
observed displacement is compatible with zero deformation. We treat stochastic variability with
the conventional covariance-based model, but represent remaining systematics as bounded sets.
The resulting interval test aims to (i) avoid overconfident binary decisions, (ii) separate robust
decisions from non-identifiable situations, and (iii) provide an interpretable geometry that can
support diagnostics and communication of uncertainty.

2 2D Congruency Test

2.1 Measurement Model and Hypotheses

Let d € R? denote an observed planar displacement between two epochs. We adopt the additive
model
d:yd+b+e, e~N(0,Zd), (D)

where pu, is the true displacement, e is the stochastic component, and b represents remaining
systematic effects that are unknown but bounded. The hypotheses are

Hy:pus=90 VS. H,:pqg #0. (2)

2.2 Classical Congruency Test

In the nominal case (b = 0), the quadratic form
Tas=d'X,'d (3)

is y2-distributed with 4 = 2 degrees of freedom under Hy. For significance level «, the critical
value is k, = )(% |, and the classical acceptance region is the ellipse

E={d:d"3L;'d <k,}. (4)

The decision is binary: accept Hy if T < k, and reject otherwise.

This classical formulation is standard in geodetic deformation analysis and congruency testing
under Gaussian assumptions (Caspary and Riieger, 1987; Heunecke et al., 2013).
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Analytical power (classical test). Under a fixed mean displacement m = u, + b, the quadratic
form T, follows a non-central y? distribution with 4 = 2 degrees of freedom and non-centrality
parameter

Ab) =m"E;'m = (pa+b) X5 (na +b). (5)

This yields P(reject | b) =1 - F o) (k) and provides a reference for Monte Carlo results.

23 Interval-Extended Congruency Test

To incorporate remaining systematic effects, the unknown bias vector b is constrained to a
bounded set B ¢ R2. We consider two practical models:

(a) Error box. An axis-aligned box

B = B=[-An A X [-Ay, Al (6)

(b) Zonotope. A generator-based zonotope
p .
B:Z:{Zag@:ae [—1,11}:{64:46 (1,117}, ©)
i=1

with a generator matrix G = [g(1) --. g(P)] € R>*”. Zonotopes can encode preferred directions
of bounded deviations and dependencies between displacement components.

For a hypothetical admissible bias b € B, the bias-corrected displacement is d — b and the
associated quadratic form is

Texi(b) = (d —b) T2, (d - b). (8)
Because b is unknown but bounded, the statistic becomes interval-valued (Moore et al., 2009),

[T = [Twmin> Tmax] Tin = min Tox((b),  Tmax = max Tex (). )
beB besB

Using the same critical value k, = )(% |- 88 in the classical test, the extended decision rule is:

strict accept S Thax < kq, (10)
reject S Thin = kq» (11)
ambiguous S Tiin < ko < Thax- (12)

Geometric interpretation. Let& = {d : dTEQId < k,} denote the classical acceptance ellipse.
The interval extension induces three decision regions that can be described using Minkowski
operations (sum @ and difference ©), summarized in Table 1. Intuitively, the inner region & © 8B
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contains displacements that remain inside & even after adding any admissible bias, while the
outer region 8 & & expands & by all admissible biases. Displacements outside 8 & & cannot be
explained by any admissible bias and are therefore rejected robustly. The grey zone in between
corresponds to a structural identifiability limit: without additional information, deformation and
admissible bias cannot be separated.

Tabelle 1: Geometric characterization of decision regions for the interval-extended congruency test.

Region Set expression Interpretation

Outer region At =80 E Outside A¢x¢, deformation is certain (reject).

Inner region A, =668 Inside Ajj, stability is certain (strict accept).

Grey zone Aamb = Aext \ Ain  Bias and deformation are not separable (ambiguous).

24 Monte Carlo Design (Bias—Noise Separation)

We estimate conditional decision probabilities by separating deterministic bias from stochastic
noise. For a fixed admissible bias b € B, we generate

dY = ps+b+e, e) ~ N(0,Z,), j=1,..., Ngoch, (13)

and compute empirical frequencies ﬁ(strict accept | b), ?(ambiguous | b), and ﬁ(reject | b).

Repeating this for a set of biases {bk}ivfi‘s C B yields decision maps over bias space.

3 Simulation Study: Box and Zonotope Models

3.1 Error-Box Example (units in cm)

Configuration:

2
2] , Eg= [0'8 0 ] . B=[-AuAd X [-Ay Ayl Ay =A, =02, @ =0.05.

Ha =1y 0 052

Here, A, = Ay, = 0.2cm corresponds to +2 mm; therefore the bias maps are evaluated over
(bx,by) € [-2,2] x[~2,2] mm. For the box case, we evaluate a regular bias grid with ngq = 200
points per axis (Npjas = néri 4) and use Ngoch = 2000 noise realizations per bias.

Bias maps (classical vs. interval-extended). Figure 1 shows conditional decision probabilities
as functions of the fixed bias b = (by, by)" € B. Under H,, the classical rejection probability is
driven by the noncentrality parameter A(b); biases aligned with u, increase detection probability,
while opposing biases reduce it. In the interval-extended test, decision mass is redistributed
among reject, ambiguous, and strict accept, reflecting whether the observation can be explained
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Classical: P(reject| b)

by [mm]

Extended: P(reject | b)
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Abb. 1: Error-box case: bias maps over b € [-2,2] X [-2,2] mm. Top: classical maps P.(reject | b)
and P.(accept | b). Bottom: extended maps Pe(reject | b), Pext(ambiguous | b), and

Pexi(strict accept | b).
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Abb. 2: Error-box case: conditional Monte Carlo displacement samples and decisions for two fixed bias
settings (centre and extreme).

by an admissible bias correction. In particular, the ambiguous probability is largest where the
deterministic bias most effectively counteracts the mean displacement.



154 Naeimaei & Schon

Representative conditional clouds and statistics. We illustrate two fixed settings, by =
(0,0)" mm and b, = (2,2) " mm. Figure 2 summarizes the corresponding conditional Monte
Carlo outcomes: for each bias setting it shows the displacement cloud together with the decision
regions, and the associated empirical distributions of T as well as the interval endpoints
(Tmin> Tmax) relative to the critical value k,. The spread between Ty, and Tp,x quantifies how
strongly admissible bias corrections can shift the statistic from an optimistic (best-case) to a
pessimistic (worst-case) interpretation.

3.2 Zonotope Example

A zonotope bias model represents remaining systematic effects with structured behavior between
components. We use

02 0 02

0 02 02

2 (082 0 _ . 3 B
ﬂd_|:1:|’ Zd_|:0 0'52]9 B—{Gu.ue[—l,l] }9 G_[

] , a=0.05.
Because the third generator contributes to both components, the bounding box of B extends to

+4 mm in each coordinate; therefore the maps are shown over (b, by) € [—-4,4] X [-4,4] mm,
with values defined only inside the admissible zonotope. For visualization, admissible biases are
generated by sampling u € [—1, 1]? and setting b = Gu. This procedure yields a dense coverage

of B, but is not strictly uniform inside the zonotope; exact uniform sampling is not required for

the conditional map visualization shown here.

Bias maps (classical vs. interval-extended). Figure 3 reports conditional decision probabilities
as functions of the fixed bias b € B. The zonotope’s preferred directions induce an anisotropic
admissible bias set, which in turn changes the extent and shape of the ambiguity region compared
to the axis-aligned box.

Representative conditional clouds and statistics. We again show two fixed settings, bo =
(0,0)" mm and b,.x = (2,2) " mm. Figure 4 summarizes the corresponding conditional outco-
mes: for each bias setting, it shows the displacement cloud together with the decision regions,
and the associated empirical distributions of T¢js and (7iin, Tmax) relative to the critical value k.

4 Discussion and Conclusions

When remaining systematic effects are modeled as a bounded set 8, the classical quadratic-form
statistic extends to an interval [T'] = [Tinin, Tmax]- This yields a three-valued decision rule that
distinguishes outcomes that are robust to al/l admissible biases (strict accept or reject) from
outcomes that cannot be decided without additional information (ambiguous). In the 2D setting,
the geometry is explicit: the classical acceptance ellipse & induces an inner strict-accept region
& © B and an outer robust-reject boundary 8 & &, with the grey zone between them.
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Abb. 3: Error-box case: bias maps over b € [-2,2] X [-2,2] mm. Top: classical maps P.j(reject | b)
and P.(accept | b). Bottom: extended maps Pey(reject | b), Pexc(ambiguous | b), and

Pexi(strict accept | b).
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Abb. 4: Zonotope case: conditional Monte Carlo displacement samples and decisions for two fixed bias

settings (centre and extreme).

The simulations demonstrate that ignoring remaining systematics can substantially shift the
binary decision probabilities of the classical test, particularly when admissible biases are aligned
or anti-aligned with the displacement direction. The interval extension avoids overconfident
conclusions by allocating probability mass to an interpretable ambiguity region. The size and
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structure of this region depend on both the stochastic anisotropy (through X ;) and the chosen bias
model (box versus zonotope). In practice, this implies that constructing a plausible admissible set
8 is a central modeling step and should be tied to the dominant residual systematic effects of the
employed sensor and processing pipeline.

Effect of set geometry and orientation. The ambiguity region is governed by the geometry
of B relative to the stochastic acceptance ellipse. For an axis-aligned box, the Minkowski
difference & © B can be interpreted as shrinking the ellipse by the box support function; hence,
directions where the ellipse is narrow relative to the box are affected most. If X, is not diagonal
(rotated ellipse), the grey zone changes accordingly because the admissible set and ellipse are no
longer aligned. Zonotopes generalize this behavior by introducing preferred directions via their
generators, which can enlarge or reduce the grey zone anisotropically.

Outlook. Future work will focus on (a) deriving admissible bias sets 8 from TLS processing
chains (registration, surface modeling, and incidence-angle effects), (b) exact computation of Ty,
and Tax via convex optimization and vertex enumeration for general polytopes, and (c) extension
to higher-dimensional displacement parameters and spatially distributed tests on surfaces.
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Abstract

In the field of industrial metrology, spherically mounted reflectors are often used in laser tracker
applications. For high-precision measurements, the reflector consists of a mirrored corner cube
centred in a steel ball with a typical radius of 1.5”. This spherical design enables a three-point
support of the reflector, realised by a magnetic mount, e.g., a drift-nest. In recent years, several
surveying equipment suppliers have been offering affordable spherical glass-body reflectors
and related accessories for classic terrestrial applications. This development provides a direct
physical connection between different types of instruments, such as levelling instruments, total
stations, laser scanners or laser trackers, and represents a unified interinstrumental interface.
Ensuring an identical point of reference is a necessary condition for interoperability. For that
reason, more than thirty spherical glass-body reflectors of different lots were evaluated in terms
of precision and reliability. In order to investigate the suitability of these reflectors for industrial
applications, the conformity of reference points, zero-point offsets, ball radii, and sphericity
were examined in detail and compared with certified references. In addition, radial and lateral
deviations as a function of the angle of incidence were studied.

1 Introduction

Measurements with laser-based instruments like total stations are limited by various external
effects such as meteorological conditions or the type of the involved reflectors. The effect of
meteorology is often reduced by observing the meteorological conditions, i.e., temperature,
pressure, humidity, and — if necessary — carbon dioxide, and by applying the first velocity
correction to the measured raw distance (RUEGER, 1996, p. 74f). Alternatively, the
meteorologically dependent change in the air refractive index is compensated by using a two-
wavelength electro-optical distance measuring unit (EDM) (e.g. GUILLORY ET AL., 2024).

The impact of the involved reflector depends on the reflector type and the reflector composition.
As shown by FAVRE & HENNES (2000), a 360° reflector consisting of several small prisms
causes different systematic deviations than a commonly used circular standard reflector made
of a single glass-body prism. On the one hand, due to the orientation dependent cyclic

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz


https://doi.org/10.3217/978-3-99161-070-0-014

On the suitability of spherical glass-body reflectors in industrial applications 159

deviations of 360° reflectors of several millimetres, this reflector type is not recommended for
high-precision measurements (LACKNER & LIENHART, 2016). On the other hand, a standard
reflector made of a single glass-body prism is typically characterized by an individual zero-
point offset, a centring error, as well as an incident angle dependent radial and lateral deviation
pattern as discussed by RUEGER (1996, p. 148ff). Despite the significant impact on distance
measurements, there is currently no specific standard for reflectors. However, both reflector
types have been studied extensively, and the interested reader is referred to (e.g. BAUER &
LIENHART, 2023; FAVRE & HENNES, 2000; LACKNER & LIENHART, 2016; WIESER, 2026;
XIA ET AL., 2006; to cite but a few).

Laser trackers are often used in high-precision industrial applications. The EDM is derived from
the Michelson interferometer, allowing distances to be measured with an uncertainty of a few
micrometers. To ensure this precision, spherically mounted reflectors (SMR) are used,
consisting of a mirrored corner cube centred in a steel ball with a radius of ¥ = 19.05 mm.
Typically, an SMR is magnetically mounted in a drift-nest, as the spherical design enables a
three-point support of the reflector. Thus, an aligned SMR enables rotation around the
instrument’s line of sight and does not consist of a pitch and roll axis like standard reflectors
used in terrestrial applications. Moreover, neither a zero-point offset nor radial and lateral
deviations occur because an SMR is a glassless reflector. However, the centring of the cube,
the ball radius and the sphericity of the surface affect the measurement. For that purpose, these
deviations are in the range of a few submicrometers for a high-precision SMR, also used in this
investigation as higher-order reference. In recent years, affordable spherical glass-body
reflectors (SGR) and related accessories for classic terrestrial applications have been launched
by several surveying equipment suppliers. The universal nature of the spherical design
represents a unified interinstrumental interface and provides a direct physical connection
between different types of instruments, such as levelling instruments, total stations, laser
scanners or laser trackers. It even enables a combination of terrestrial observations with
photogrammetric measurements. The necessary condition for interoperability is an identical
point of reference. This contribution studies the quality of 1.5” spherical glass-body reflectors
and evaluates the suitability of these reflectors for industrial applications.

After a brief description of the data sets, the conformity criteria are presented, the measurement
methods are described, and the obtained results are presented and discussed. Section 2.1
evaluates the zero-point offset as the most important property. The radial and lateral deviations
are investigated in Sect. 2.2. Geometric properties of the reflectors such as radius and centring
are studied in Sect. 2.3. Section 2.4 focuses on deviations from the spherical form of the
reflectors. Finally, Sect. 3 concludes this investigation.

2 Spherical glass-body reflectors

In order to investigate the quality of 1.5” spherical glass-body reflectors, twelve uncertified
reflectors (serial no. 1445, purchased in 2013/14), ten certified reflectors (serial no. 1445.SN,
purchased in 2020), and fourteen uncertified reflectors (serial no. 1448, purchased in 2024/25)
were evaluated. Hereinafter, these different lots are distinguished by their respective serial
numbers. The reflectors are manufactured by Bohnenstingl. The certified reflectors were
factory checked using a laser tracker AT901 (Hexagon) with an EDM wavelength of 795 nm.



160 Losler et al.

Nominal values of the SGR for the ball radius r, the height of the apex a and the distances
between the surface front and the centre b, respectively, as well as the specified zero-point
offset ¢ are summarized in Tab 1 (BOHNENSTINGL, 2022, p. 73; BOHNENSTINGL, 2025, p. 54).
Figure 1 depicts spherical glass-body reflectors of the three investigated lots. The blue, red and
green drift-nests correspond to 1445, 1445.SN and 1448 type reflectors, respectively. Higher-
order references are placed in front of the reflectors to be examined.

Fig. 1:  Spherical glass-body reflectors of the investigated lots and higher-order references. Back: An
uncertified 1445 reflector is mounted on a blue drift-nest, a certified 1445.SN reflector on a
red drift-nest, and an uncertified 1448 reflector on a green drift-nest. Front: The glassless
reference SMR is a red-ring reflector and mounted on a black drift-nest, while the reference
steel ball is mounted on a silver drift-nest.

To evaluate the suitability of spherical glass-body reflectors for industrial applications, all

measurements were performed using Hexagon’s laser tracker AT960 together with a 1.5” SMR.
The maximum permissible error (MPE) of an observed position is specified by 15 pm + %.
The centring, the sphericity and the ball radius of the 1.5” SMR are specified by < 3 pm, and
provides a higher-order reference. To reduce the influence of unrecognized meteorological
changes, all measurements were performed at a distance of less than 3 m using the instrument’s

precise measurement mode.

Table 1: Manufacturer specifications for SGR. For the 1445/1445.SN series, the standard
deviation of the zero-point offset is derived from the statement that 90% of the values
vary within a range of +0.1 mm (BOHNENSTINGL, 2022, p. 73), while the standard
deviation of the zero-point offset of the 1448 series is derived from the statement that
100% of the values vary within a range of +0.1 mm (BOHNENSTINGL, 2025, p. 54).

Parameter name and abbreviation Nominal value
1445/1445.SN 1448
Ball diameter 2r 38.10 mm + 0.05 mm 38.10 mm + 0.03 mm
Apex height above front surface a 19.30 mm % 0.20 mm 19.30 mm % 0.20 mm
Surface front to centre distance b 12.55 mm + 0.10 mm 12.55 mm % 0.10 mm
Zero-point offset of uncertified prims ¢ | —16.90 mm % 0.06 mm —16.90 mm + 0.03 mm
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2.1 Zero-point offset

The most important property of a glass-body reflector is the zero-point offset, which describes
the extra path length of the laser beam in the glass-body. According to RUEGER (1996, p. 157),
the offset of an aligned reflector is defined as

c=-na+b (1)

and depends on the dimension of the reflector and the ratio between the refractive indices of air
ny, and glass ng given by
n= 2)

According to the equation of VON SELLMEIER (1871), the shorter the wavelength is, the greater
is the refractive index. Thus, the zero-point offset depends on the wavelength. Figure 2 depicts
the refractive index of BK7 glass as a function of A (POLYANSKIY 2024). The blue square and
the yellow circle indicate a typical wavelength used by total stations and the AT960,
respectively. The difference is about Ac = 150 pm.

If the dimension of the reflector or the wavelength is unknown, the zero-point offset results
from the comparison between the reference distance § and the measured distance s to an SGR,
1.€.,

c=S§-—s. 3)

Measuring the reference reflector yielded § in this investigation. To account for any differences
in the reflector’s radii, the reflectors were mounted perpendicular to the instrument’s line of
sight. Each SGR was measured six times, with the SGR being rotated by approximately 60°
about the surface normal after each observed distance. The reference distance was measured
twice, i.e., at the beginning and the end of each experiment. This procedure was repeated for
all reflectors under investigation.
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Fig. 2: Zero-point offset c(A) and refractive index n(A) of BK7 glass depicted as solid grey and
dashed red curves, respectively, as functions of the wavelength A. The blue square indicates a
typical wavelength used by total stations. The yellow circle relates to the wavelength of the

ATO960.
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Figure 3 shows the derived zero-point offsets of the different lots. The mean standard deviation
is about 5 um for the lots 1445 and 1445.SN, and 8 um for the lot 1448. However, the zero-
point offsets of the reflectors differ significantly, by up to 0.5 mm, and appear to be lot-
dependent. The variation of the uncertified 1445 reflectors shown in blue is larger, with
differences of up to 0.3 mm occurring.
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Fig.3: Derived zero-point offsets. Uncertified 1445 reflectors are represented by blue squares,
certified 1445.SN reflectors by red circles, and uncertified 1448 reflectors by green stars. Error
bars (1¢) are scaled at a ratio of 20:1. The solid line and the dashed line indicate the nominal
value and the certificate value, respectively.

For high-precision measurements, mixing reflectors from different lots is not recommended,
even not for total station applications. The mean zero-point offset of the certified 1445.SN
reflectors shown in red is about —17.05 mm and varies within a range of less than 0.1 mm.
Similar variations are visible for the zero-point offsets of the uncertified 1448 reflectors shown
in green. In contrast to the certified reflectors, the mean zero-point offset of the 1448 reflectors
1s —16.92 mm and closest to the nominal value. Thus, these reflectors are suitable for precise
applications. However, the specified zero-point offset should be scrutinised w.r.t. the
wavelength of the EDM — even if the reflectors are certified, cf. Fig. 2. Having a total station
with an EDM wavelength of 658 nm, the zero-point offset of a certified SGR is about
—17.2 mm, and deviates from the nominal value.

2.2 Radial and lateral deviations

Due to the different refractive indices of air and glass, systematic radial and lateral deviations
arise, if the reflector is not exactly aligned to the instrument. Using ray tracing, PAULI (1969)
derives the radial deviations along the line of sight as a function of the incident angle a, i.e.,

& =a (n —n? - sinz(a)) — b + bcos(a). 4)

As shown by RUEGER (1978), a misaligned reflector also refracts the beam at the front, resulting
in an apparent displacement of the apex. This optical displacement caused lateral deviations
perpendicular to the line of sight and can be expressed as

& = (a — b) sin(a) — asec(ag) sin(a — ag), (5)
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where sin(ag) = %sin(oc) follows from the law of refraction. Both systematic deviations are

correctable, whenever the angle of incidence and the dimension of the reflector is sufficiently
known (e.g. LOSLER ET AL., 2013; KOPITZKE 2026).

To study the radial and lateral deviations, an SGM was placed on a rotation stage having the
same height as the instrument’s inclination axis. A total of six series were measured. In each
series, the SGM was rotated from —45° to 45° using a step size of 5°, and each position was
observed by the AT960. Afterwards, the SGM was rotated by approximately 60° about the
surface normal and the procedure was repeated. Figure 4 shows the six series of radial
deviations in a range of +£35° for the SGR under investigation. The lateral deviations are
overlaid by an orientation-dependent pattern. Such a pattern occurs when the necessary
orthogonality of the cube sides is not fulfilled and the centre of the prism deviates from the ball
centre. This is confirmed by ray tracing on a virtual reflector.

—wv—120° ——240°
A—180° —— 300°

Radial deviation

Angle of incidence

Fig. 4: Lateral deviations w.r.t. the incidence angle and the orientation about the surface normal. To
get a better impression of the dependence of the reflector orientation. The incident angle is
restricted to +35° to better illustrate the dependence of the deviation on the reflector
orientation.

In contrast to standard reflectors consisting of two defined axes of rotation, the orientation about
the surface normal of a spherical reflector is arbitrary and almost unpredictable. While a
reflector aligning of +20° usually results in negligible deviations as depicted by the yellow
series in Fig. 4, large centring deviations lead to additional and unexpected systematic
deviations. In order to detect and compare only radial and lateral deviations, the reflectors were
carefully pre-aligned.

Figure 5 shows the resulting deviations. The lateral deviations are significantly larger than the
radial deviations. The reproducibility of the deviations within a specific lot is quite high, but
the results of the lots clearly differ from each other. The uncertified 1445 reflectors yield
smallest deviations. Differences in the glass-bodies used between the lots could be one reason
for the curve deviations.

Using Egs. (4), (5), corresponding correction functions were derived by means of a least-
squares adjustment, whereby both systematic effects can be compensated for, whenever the
angle of incidence is known. Otherwise, a conscientious alignment of the reflectors is strongly
recommended for high-precision applications.
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Fig. 5: Lateral and radial deviation of SGR w.r.t. the incident angle. Uncertified 1445 reflectors are
represented by blue squares, certified 1445.SN reflectors by red circles, and uncertified 1448
reflectors by green stars. The blue, red and green lines indicate corresponding fitted curves.

2.3 Radius and centring

One of the advantages of spherical reflectors lies in the combination of different types of
instruments, such as levelling instruments, total stations, laser scanners, laser trackers, or
photogrammetric cameras. The necessary conditions are an equality of the ball radii and an
identical point of reference. For that purpose, points lying on the surface were observed by the
AT960. Due to the glass-body and the drift-nest, parts of the surface were not accessible so that
an enclosed configuration is not possible. The observations were performed in dynamic
measurement mode, resulting in a point cloud of about 700 surface points for each SGR under
investigation. Based on surface points and in accordance with ISO 10360-6 (2001), the centre
point X, and radius r were derived using an orthogonal distance fit (LOSLER & ESCHELBACH,
2020). The optimization problem to be solved reads

mineTe s.t. 1% =|X; —e; — X,ll3 (6)

where the i-th surface point reads X;, and e; is the corresponding residual vector. This
constrained nonlinear optimization problem was numerically solved by a Sequential Quadratic
Programming approach as discussed by LOSLER (2020, 2025).
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To verify the measurement procedure, a 1.5” steel ball (Aimess) was measured fourteen times.
This reference steel ball is certified as grade G10 according to ISO 3290-1 (2014). The
estimated mean radius reads 19.054 mm + 1 pum, and deviates by 4 um from the nominal
value, cf. Fig. 6. The estimated centre is confirmed by the directly measured position of the
reference SMR. The difference between both positions is 4 um + 1 um, see also Fig. 7. Thus,
the configuration is suitable to obtain the parameters r and X,,.

The measurement procedure performed for each SGM comprised measuring the surface points
as well as the centre of the SGM. This procedure was repeated three times for each SGM.
Figure 6 depicts the estimated radii. Whereas the radii of certified 1445.SN reflectors are always
smaller than the nominal value, the radii of the uncertified 1445 reflectors are greater than the
nominal value. Differences of about 50 um can be found. The radii of the 1448 reflectors are
close to the nominal value and almost identical to those of the reference steel ball. Moreover,
the repeatability is slightly better for uncertified reflectors. The standard deviations of the
uncertified reflectors are of the same order of magnitude as those of the reference steel ball.
Contrary, the standard deviations of the certified reflectors are about ten times larger.

The manufacturer’s certificate specifies the centring deviation as the difference between the
directly measured centres of a reference SMR and the SGM being tested. The distance
corresponds to the centring deviation if and only if the radii of both spheres are identical.
According to Fig. 6, this condition is not fulfilled, and the certified centring deviation depends
on the orientation and the mounting of the reflectors. The distance between the sphere centre
and the directly measured SGR position represents the centring deviation as the difference
between the optical and geometric centres. It characterizes how precisely the glass-body is
centred in the steel ball. This quantity is important when, for instance, polar observations are
combined with levelling data, or in reverse engineering, where the observed position is reduced
by the ball radius to the tactile measured surface.

Radius

w 1445 e 1445.SN 1448 Steel ball

Fig. 6: Derived radii. Uncertified 1445 reflectors are represented by blue squares, certified 1445.SN
reflectors by red circles, and uncertified 1448 reflectors by green stars. The results of the
certified steel ball are shown in yellow. The solid line indicates the nominal value. Error bars
(10) are scaled at a ratio of 20:1.

As shown in Fig. 7, the deviations are less than 250 pum. The repeatability is comparable for all
lots under investigation. The standard deviations of the distances between the optical and the
geometrical centres are 10 um, and are dominated by the dispersion of the directly observed
SGM position derived by uncertainty propagation.
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Fig. 7: Centring deviations of SGR, defined as the distance between the centre of the sphere and the
directly measured SGR position, i.e., the optical and geometric centres. Uncertified 1445
reflectors are represented by blue squares, certified 1445.SN reflectors by red circles, and
uncertified 1448 reflectors by green stars. For comparison, the difference between the
reference SMR and the centre of the reference steel ball is shown in yellow. Error bars (1)
are scaled at a ratio of 3:1.

In practical applications, where reflectors are exchanged or replaced by other spherical targets
such as photogrammetric markers or scan targets, the centring and radius deviations overlap
and must be taken into account. The combined deviation is cyclical and depends on the
orientation and mounting of the reflectors. In the worst case, both deviations accumulate,
resulting in a deviation greater than 200 pm.

2.4 Sphericity

The large standard deviations of the radii shown in Fig. 6 indicate greater surface roughness of
the certified 1445.SN reflectors. According to ISO 1101 (2017), the sphericity describes the
deviation from the spherical form. It is defined as the radial distance between two concentric
spheres having an identical centre X, i.e., the smallest circumscribed sphere with radius 7y,
and the greatest inscribed sphere with radius 7;,,5. Both spheres characterize the minimum zone
Ar = Tyax — Tmin containing all measured surface points. The corresponding optimization
problem reads

min{rnzlax - 7"rflin} s.t. 0 < 7"r121ax - ”Xi - XO”%
0 < [IX; = Xoll5 — 17in

(7

and is numerically solved by an interior point method. For a worthwhile contribution to the
interior point method and practical algorithms, interested readers are referred to the textbook
written by WRIGHT (1997).

In order to verify the sensitivity of the performed measurement procedure, fourteen repeated
measurements of the certified steel ball were evaluated, because the sphericity of the ball is
specified by 0.5 pm and provides a higher-order reference. The obtained minimum zone reads
10 um + 3 pm, which lies within the specification of the laser tracker, and confirmed the
procedure.

Figure 8 depicts the derived minimum zone spheres and clearly confirms the assumption of
greater surface roughness of the certified 1445.SN reflectors. The minimum zone spheres
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within a lot are almost identical. The averaged minimum zone of the certified 1445.SN
reflectors reads 135 pm + 20 pm. The repeatability of the minimum zone spheres of the
uncertified reflectors is noticeably higher. The mean values are 20 pm + 3 um and
30 um £+ 4 pm for the lots 1445 and 1448, respectively. Both values are close to the result
obtained for the steel ball.

19.15
\ 4 V;y
v Y VYV
g 1910 WY M3 LA
g 'VrvvaAVVIA v v
AAA LA AA
g 19.05—= A A
g
£ 19.00 A A
= o adfys da
18.95 A A

¢ 1445 ¢ 1445.SN 1448 Steel ball

Fig. 8: Derived minimum zone spheres. The reflectors of the lots 1445, 1445.SN, and 1448 are
coloured in blue, red, respectively, and green. Upward-pointing and downward-pointing
triangles indicate the radii 7y, Tmax, respectively. The results of the steel ball are shown in
yellow. The solid line indicates the nominal value.

There is a significant difference in manufacturing quality between the ball housing of the
reflectors used in different lots. The roughness of the surface affects the three-point support of
the reflectors mounted in a drift-nest. Even if the glass-body is perfectly centred, unpredictable
deviations occur when the alignment of the reflector changes.

3 Conclusion

Spherical glass-body reflectors and related accessories are becoming increasingly important in
metrology and surveying engineering. The spherical design allows for a flexible combination
of almost all relevant surveying techniques. The manufacturing precision of accessories has a
significant impact on the uncertainty budgeting of the measurement process. In this
contribution, thirty-six 1.5” spherical glass-body reflectors of different lots manufactured
between 2013 and 2025 were studied. Beside optical related quantities like the zero-point offset
and misalignment effects, the dimension and the tolerance of form were examined in detail for
the first time. A direct comparison of the lots revealed significant differences in both optical
and geometrical properties. In the worst case, when the absolute values of the detected
deviations are accumulated, the resulting error exceeds 0.5 mm. Thus, mixing reflectors from
different lots should be avoided.

A high degree of repeatability of the measured quantities for reflectors from the same lot was
observed. These reflectors are suitable for most terrestrial applications. However, it is
recommended to validate the nominal values w.r.t. the instrument’s wavelength and the field of
application. For high-precision industrial applications, the reflectors should only be used in
fixed installations and in configurations with restricted angles of incidence. The newly released
1448 reflector series exhibit manufacturing improvements. Ball radius, sphericity, and zero-
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point offset are close to their nominal values. The remaining deviations are negligible for most
total station applications.

Currently, there is no specific standard for reflectors that defines geometric properties and
specifies quality standards. The establishment of such a standard would provide a basis for
objective comparisons and is recommended by the authors.
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Kurzfassung

Verteilte faseroptische Sensorik eignet sich aufgrund der engmaschigen, weitldufigen
Dehnungsmessungen fiir das Monitoring von alternden Kaimauern in Héifen. Zentrale
Einflussgréen auf die Objektdeformation wie auch das Monitoring selbst sind in Tidehédfen
wie dem Hamburger Hafen einerseits zyklisch schwankende hydrostatische Driicke sowie
wechselnde Temperaturbedingungen der beiden umgebenden Medien Wasser und Lutft.

Nicht nur bezogen auf wechselnde Umweltbedingungen in Tidehdfen, sondern auch im
Allgemeinen stellt bei der verteilten faseroptischen Dehnungsmessung die Uberlagerung von
mechanisch  (durch Deformation) und thermisch (durch Temperatur) bedingten
Dehnungsidnderungen eine grundlegende Herausforderung dar. Selbst bei Brillouin-Streuung
basierten faseroptischen Messsystemen, deren Signale sowohl hinsichtlich der thermischen als
auch der mechanischen Einwirkung analysiert werden konnen, ist die Verwendung von zwei
unterschiedlichen Fasern zur Separation beider Einflussfaktoren iiblich. Die Separation beider
GroBen innerhalb einer einzelnen Messfaser hingegen ist aufgrund der notwendigen
Laborkalibrierung der Messfaser hinsichtlich Temperatur und Dehnung aufwendig.

Der vorliegende Beitrag reiht sich in bisherige Untersuchungen ein, die die Trennung von
Temperatur- und Deformationseinwirkungen auf verteilte faseroptische Messungen in einem
einzelnen Dehnungsmesskabel behandeln. Mithilfe eines Brillouin DFOS wird in einem
praxisnahen Versuchsautbau die Moglichkeit der In-situ Simultankalibrierung eines
Dehnungsmesskabels auf Temperatureinfliisse empirisch untersucht. Die Ergebnisse der Arbeit
behandeln die Separationsmoglichkeiten von Temperatur und Dehnung am Versuchsaufbau
und zeigen eine Messkonfiguration, die die Isolierung von Temperatur durch Eliminierung von
Dehnung ermdglicht.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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1 Zielsetzung und Motivation

Durch kollabierende Briicken in Europa (MKP GMBH 2025, RAINEWS 2019) sind marode
Infrastrukturbauwerke in den Offentlichen und politischen Fokus gerlickt. Steigende
Infrastrukturausgaben sind in Deutschland das Resultat, um Herausforderungen des
Sanierungsdruckes zu bewiltigen (BUNDESMINISTERIUM DER FINANZEN 2025). Unter
Beriicksichtigung endlicher Baukapazitdten ist einerseits die beschleunigte Sanierung bzw.
Erneuerung von Briicken, Schienen, Tunneln, Leitungen u.v.m. notwendig, andererseits ist die
Optimierung und Uberwachung der Standzeit des Bestandes durch geoditisches Monitoring
unvermeidbar.

Durch die Verfiigbarkeit nicht klassisch geodétischer Sensoren steht eine Vielzahl technischer
Moglichkeiten fiir individuelle Umsetzungen von Monitorings zur Verfligung. Das Repertoire
an Monitoring-Techniken ist im zuriickliegenden Jahrzehnt durch das geodétische Monitoring
mittels Glasfasern ergéinzt worden. Technologien wie verteilte faseroptische Sensorik (DFOS,
engl.: distributed fiber-optic sensing) erlauben es dabei, in Glasfasern, die unmittelbar an Bau-
oder Geostrukturen angebracht sind, lineare Dehnungsdnderungen in nahezu jedem Punkt der
Faser zu messen — hinweg iiber Strecken von mehreren Kilometern. Die Glasfaser, die selbst
wie eine Vielzahl virtueller, aneinandergereihter Dehnungsmessstreifen wirkt, eignet sich dabei
vor allem fiir weitldufige und ortlich kleinteilige Dehnungsmessungen an groffldchigen
Bauwerken.

Eine Besonderheit stellt die Verwendung von DFOS an alternden Kaimauern dar. Dieser
Anwendungsfall wird bisher wenig beachtet. Senkrecht an einer Kaimauer appliziert, bilden die
Sensoren jedoch eine Biegelinie, die wiederum als Indikator fiir die Standsicherheit dient
(FEINDT & JESSEN 2024). Ein angestrebtes DFOS-Monitoring an Kaimauern ist im Gegensatz
zur Applikation von DFOS in Tunneln oder an Briicken durch unterschiedliche
Umgebungsbedingungen indes herausfordernd. Da Temperaturschwankungen zwischen den
unterschiedlichen Medien Wasser und Luft auf die Dehnungsmessung mit DFOS wirken, soll
in diesem Beitrag die Temperaturkalibrierung von Dehnungsmesskabeln untersucht werden.
Ein Ziel der Untersuchung ist der Nachweis einer praxistauglichen, funktionalen
Temperaturkompensation von verteilter Dehnungsmessung (DSS, engl.: Distributed Strain
Sensing) durch die Bestimmung der Temperaturkoeffizienten anhand bekannter Wasser- und
Lufttemperaturen fiir einen speziellen Messaufbau. Aulerdem sollen durch die Konzeption des
Versuchsaufbaus Herausforderungen bei zukiinftigen Kaimauermonitorings identifiziert
werden.

Im folgenden Abschnitt 2 wird der vorliegende Beitrag zundchst im praktischen und
wissenschaftlichen Kontext eingeordnet, anschlieBend werden technische Hintergriinde fiir das
Verstdandnis von Sensorik und Versuchsautbau erldutert. In Abschnitt 3 wird die Methodik der
Untersuchung dargelegt und insbesondere der Versuchsautbau detailliert beschrieben. Die
Ergebnisse werden in Abschnitt 4 prasentiert und evaluiert, bevor sie in Abschnitt 5 diskutiert
werden. Das Fazit in Abschnitt 6 schlie8t die Arbeit mit der Zusammenfassung von Inhalt und
Erkenntnissen ab.
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2 Temperatur- und Dehnungsmessung im DFOS-Monitoring

Verteilte faseroptische Sensorik wird bei geoditischen Uberwachungsmessungen und
allgemein im Stuctural Health Monitoring (SHM) allgemein eingesetzt, um bspw. Stahl- und
Betonkonstruktionen von Briicken (GLISIC et al. 2007, L1 et al. 2019), Tunnel und Stollen
(BARNEFSKE et al. 2025, MONSBERGER et al. 2018, LIENHART et al. 2019) oder Stiitzmauern
(LIENHART et al. 2018) langfristig und rdumlich verteilt auf Standfestigkeit bzw. strukturelle
Integritdt zu iberwachen. Im Weiteren wird die Forschung zunichst kurz im wissenschaftlichen
Kontext verortet. AnschlieBend werden grob einige als wichtig erachtete technische
Hintergriinde zum B-DFOS dargelegt. In wissenschaftlicher Fachliteratur wird die Messung
von mechanisch induzierten Deformationen als die Messung von ,,Dehnung* bezeichnet, die
Messung thermisch induzierter Deformationen wird oft schlicht mit der Messung von
Temperatur vereinheitlicht, auch wenn beide Einfliisse sich in Dehnung widerspiegeln.

2.1 Thematische Einordnung

Erste groflere und generelle Analysen von B-DFOS Signal-Charakteristika hinsichtlich der
Temperatur und Dehnung haben beispielsweise PARKER et al. (1997), SMITH et al. (1999) und
BAO et al. (2002) vorgestellt. Einen Beitrag zur Trennung von mechanisch und thermisch
induzierten Dehnungen innerhalb einer Messfaser haben dann HOTATE et al. (2013) geliefert.
In ihrer Studie zeigen HOTATE et al. (2013) mithilfe eines B-DFOS eine Mdglichkeit zur
Trennung von Temperatur und Dehnungsmessung und bestimmen Dehnungs- und
Temperaturkoeffizienten fiir einen bestimmten Labor-Versuchsaufbau. Unterschiede zur
vorliegenden Untersuchung liegen zunéchst beim Einsatz von BOCDA (engl.: Brillouin Optical
Correlation-Domain Analysis) und damit einhergehend einer hoheren oOrtlichen und
geometrischen Auflosung bei gleichzeitig kiirzeren Messdistanzen in der Faser. Entscheidende
Unterschiede liegen jedoch im Versuchsautbau. HOTATE et al. (2013) verwenden eine
Spezialfaser mit mehreren Brillouin-Peaks im Brillouin-Gain-Spektrum und messen lediglich
im klassischen Fall eines Umgebungsmediums. Einblicke in die Kalibrierung von Glasfasern
gibt NOTHER (2010) in seiner Forschungsarbeit. In einer Temperaturkammer wird der
Temperaturkoeffizient eines klassischen Messkabels fiir einen Bereich von -70°C bis 150°C
bestimmt. In Abgrenzung zu diesem Ansatz wird in der vorliegenden Arbeit versucht, eine
pragmatische Herangehensweise zur Kalibrierung durch einen kleineren Temperaturbereich zu
priifen.

Auch wenn LANCIANO & SALVINI (2020) zeigen, dass die Temperaturkompensation bei
Projekten im SHM beriicksichtigt wird, bleiben Temperaturkompensationen von Messfasern
oft unberiicksichtigt. Aufgrund der beiden unterschiedlichen Umgebungsmedien Wasser und
Luft gilt es gerade beim Monitoring an Kaimauern praxistaugliche Konzepte zur
Simultankalibrierung von Temperatureinfliissen zu finden.

2.2 Technische Hintergriinde zum Versuchsaufbau: Brillouin DFOS

Es gibt eine Reihe unterschiedlicher DFOS-Techniken. Thnen ist die Messung von
Streuungseigenschaften in einem Glasfaserkern mithilfe eines eingekoppelten Lichtsignals
gemein. Abb. 1a) zeigt den Aufbau eines Messkabels fiir die verteilte faseroptische
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Dehnungsmessung. Wihrend sich das eingekoppelte Lasersignal im meist 9 pum dicken
Faserkern in nur einer Richtung und einem Modus ausbreitet, bildet das Cladding (hier 125 pm)
eine Glashiille mit verdndertem Brechungsindex (HARTOG 2017). Fiir DSS werden meist jene
Singlemode Kabel verwendet, fiir verteilte Temperaturmessung (DTS, engl.: Distributed
Temperature Sensing) hingegen werden Kabel nach dem Aufbau in Abb. 1b) implementiert
(FIBRISTERRE SYSTEMS GMBH 2020).

Faserkern (Silikatglas ) Cladding (Silikatglas ) Coating (Kunststoff)
/ Schutzmantel (Kunststoff)
Tube (Metall oder Kunststoff)
Faser (Silikatglas)
a) b)

Abb. 1: a) Schematischer Aufbau einer Singlemode-Messfaser mit eng verbundenem
Kunststoffmantel (7ight-buffer Coating). b) Schematischer Aufbau eines Loose-tube
Kabels fiir die verteilte faseroptische Temperaturmessung (nach FIBRISTERRE
SYSTEMS GMBH 2020).

Durch die ortliche Zuordnung mittel der Streuungseigenschaften iiber die gesamte Distanz der
Faser, konnen Tausende virtuelle Messstellen erzeugt werden (s. Abb. 2). Systemeigenschaften
wie Anzahl der Messstellen, Gesamtmessstrecke des Sensorkabels, Messfrequenz oder
Prizision der Dehnungsmessung variieren jedoch nach Messprinzip. B-DFOS zeichnen sich
dabei durch lange Messdistanzen und die Moglichkeit zur Messung verteilter Dehnungs- und
Temperaturmessung aus. Die Schleifenkonfiguration in Abb. 2 ist bei BOFDA nétig und wird
in dieser Arbeit aufgrund der im Vergleich zur Konfiguration mit offenem Faserende hoheren
Wiederholgenauigkeit verwendet.

Sendeeinheit
(Laser) > v
Interrogator ' Interaktion im Faserkern
Empfangseinheit - A -
B Optisches Inputsignal 2(probe light) P [nterferenzsignal

Abb. 2: Schema der Messung mit BOFDA. In beide Enden einer Glasfaser werden Lichtsignale
eingekoppelt. Die Uberlagerung beider erzeugt an jeder Position in der Faser stimulierte
Brillouin-Streuung, deren Frequenz als Materialeigenschaft proportional zum
Dehnungszustand interpretiert wird.

Der Interrogator sendet, empfangt und prozessiert Lasersignale, die in den Kern der Glasfaser
eingekoppelt werden. Beide Input-Lasersignale interferieren kontinuierlich an jedem Punkt der
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Faser, wihrend das pump light innerhalb eines vorgegebenen Frequenzfensters variiert wird.
Gesucht ist das Maximum des optisch-akustischen Interferenzsignals, bei dem die Faser
akustisch zu schwingen beginnt (HOTATE et al. 2013). Die Frequenz des Interferenzsignals wird
Brillouin-Frequenz genannt und ist an jedem Punkt der Faser individuell. Anderungen iiber die
Zeit stellen sich als Brillouin Frequenzverschiebung fz (BFS, engl.: Brillouin frequency shift)
dar und sind proportional zur Dehnung aufgrund von thermischen und mechanischen
Einfliissen. Die Einfliisse iiberlagern sich, lassen sich jedoch durch einfache lineare
Zusammenhdnge darstellen. Die Temperaturinderung AT und die mechanische
Dehnungsénderung & gehen nach HOTATE et al. (2013) und NOTHER (2010) in die Brillouin
Frequenzverschiebung mit

fg=¢€-c. +AT -cp (1)

ein. Die Koeffizienten der Dehnung ¢, und der Temperatur ¢y miissen fiir eine Trennung der
Einfliisse bestimmt und kalibriert werden.

3 Datenerfassung

Kernziel der Untersuchung ist es, thermische Dehnungsdnderungen von mechanischen
Dehnungsidnderungen in einem Dehnungsmesskabel zu trennen. Im Folgenden werden
Dehnungen im Messkabel durch gezielte mechanische und thermische Einwirkung erzeugt. Da
die Dehnung als abgeleitete Materialgrof3e proportional aus der BFS abgeleitet wird, wird im
weiteren Verlauf die origindre Messgrof3e BFS betrachtet (FIBRISTERRE SYSTEMS GMBH 2020).

3.1 Sensorik und Messmaterial

Der eingesetzte B-DFOS Interrogator fibrisTerre fTB5020 erreicht in der verwendeten
Brillouin Optical Frequency-Domain Analysis (BOFDA) Einstellung die hdchste
Wiederholgenauigkeit von ca. 100 kHz, was bei kalibrierten Fasern <0,2 £2 fiir das DSS
entspricht. Die Positionsauflosung betrdgt ca. 20 cm (FIBRISTERRE SYSTEMS GMBH 2020).
Messwerte werden jedoch auf ca. 5 cm Absténde interpoliert. Bei der Messfaser handelt es sich
um eine Singlemode Messfaser (9/125 um) mit 250 um Coating, die gesamte Faserldnge
betragt ca. 21 m. Verklebt wurde die Faser mit einem 2-Komponenten Acrylklebstoff. Der
Wassertank ist in orthogonaler Richtung mit einem zentral positionierten linearen Array von 16
Low-Cost Temperatursensoren ausgestattet. Dadurch kann die Temperaturvarianz im
Wassertank evaluiert werden. Um eine Stratifizierung des Salzwassers zu vermeiden, sorgen
zwel Ventilatoren fiir eine gleichméfBige Wassertemperatur. Betrachtet werden ausschlieBlich
relative Temperaturunterschiede. Die Linearitit der Temperaturmessung wird durch den
Temperatursensor einer Conductivity-Temperature-Depth Sonde validiert.

3.2 Versuchsaufbau

Um thermisch bedingte Dehnungsdnderungen von mechanischen Dehnungsdnderungen zu
trennen, wurde eine Vorrichtung angefertigt, die es zuldsst, beide Grofen in demselben Aufbau
aufzuzeichnen. Mit der in Abb. 3a) dargestellten Versuchsvorrichtung sind zwei verschiedene
Deformationsstellungen an der Deformationsplatte (in Abb. 3a) links) moglich. Die Richtung
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der punktférmigen Deformation 7, ¢, fiihrt in der Deformationsstellung zu einer Wo6lbung mit
einer Auslenkung von 9,3 mm in orthogonaler Richtung im Vergleich zur Neutralstellung ohne
Deformation. Die Deformationsstellung ist mit einer Standardabweichung von s = 0,1 mm
reproduzierbar. Die Kontrollplatte (in Abb. 3a) rechts) dient zur Validierung der
Messergebnisse und erféhrt bei Deformationsstellung der Deformationsplatte in 74.¢, eine
maximale mittlere Auslenkung von 0,3 mm — der daraus resultierende Dehnungseinfluss wird
aufgrund der orthogonalen Wirkrichtung vernachlissigt.

S~

Deformationsplatte

]

In

Kontrollplatte

Temperaturverlauf Uber Zeit

T
Raumtemperatur

(deformierbar) i Pl (fixiert/statisch) 20 H —— Wassertemperatur
S ~=J —— Messzeitpunkte
‘v; ® \
Messfaser 10

5 \
0 \‘

|

Temperatur [°C]

b) 13:00 15:00 17:00 19:00 21:00 23:00 01:00 03:00 05:00 07:00 09:00 11:00 13:00 15:00 17:00 19:00 21:00
Zeit [Uhrzeit]

Abb. 3: a) Versuchsaufbau im Wassertank einer kiihlbaren Kéltekammer. b) Temperaturverldufe von
Lufttemperatur in der Kéltekammer und Wassertemperatur im Wassertank {iber den
Kiihlprozess hinweg. Die Messungen wurden manuell an den Zeitpunkten ausgelost.

Die Versuchsvorrichtung ist aus Hochdruckschichtpressstoffplatten gefertigt und misst
1390%200x31 mm. Der thermodynamische Ausdehnungskoeffizient des Verbundwerkstoffs
liegt mit@ = 9-107° (INTERNATIONAL COMMITTEE OF THE DECORATIVE LAMINATES INDUSTRY
2015, REsopAL GMBH 2024) im Bereich von Baustahl. Die temperaturbedingten
Materialausdehnungen von Objekt, Klebstoff und Coating konnen in diesem Aufbau jedoch
nicht von der Faser getrennt werden und gehen wechselwirkend in die temperaturbedingten
Dehnungen ein. Gleichzeitig gelten bei der Dehnungsiibertragung die von
HER & HUANG (2011) analysierten Wechselwirkungen der genannten Messmaterialien. Aus
beiden Zusammenhingen folgt, dass sowohl Dehnungs- als auch Temperaturkalibrierung
individuell fiir die in der Praxis verwendete Zusammenstellung von Faser, Coating, Klebstoff
und Objektmaterial durchgefiihrt werden muss, um Objektverformungen oder Dehnungen
korrekt abbilden zu konnen. Die Messfaser ist, wie Abb. 3a) zu entnehmen, je Platte in einem
zwei parallelen senkrechten Strangen verklebt.

Die Messumgebung simuliert die Umweltbedingungen an einer Kaimauer. Die
Versuchsvorrichtung ist in einem Wassertank verschraubt, sodass die Platten der Vorrichtung
zur Hilfte mit Salzwasser bedeckt sind. Untergebracht sind Wassertank und Vorrichtung in
einer auf bis zu -20°C regulierbaren Kiltekammer des Eislabors, das vom Max-Planck-Institut
fiir Meteorologie und der Forschungsgruppe Meereis des Instituts fiir Meereskunde der
Universitdt Hamburg betrieben wird (WERNER 2023).
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3.3 Messablauf

Die miniaturisierte Kaimauer im Wassertank wird durch die Lufttemperatur allméhlich gekiihlt.
Die Temperaturkurven von Raum- und Wassertemperatur sind in Abb. 3b) dargestellt. Zu den
im Vorfeld definierten Temperaturzustinden 20°C, 15°C, 10°C, 5°C und 0°C werden zunéchst
zwei Messungen mit Neutralstellung der Deformationsplatte und anschlieBend zwei Messungen
in Deformationsstellung ausgelost. Aufgrund einer durchschnittlichen Epochendauer von
13,5 Minuten, belduft sich die Temperaturveranderung im Wasser wihrend der Epochen im
Mittel auf ca. 0,1°C und wird damit als konstant angenommen. Nach der Chronologie der
Temperaturzustinde werden im Weiteren die Ergebnisse betrachtet.

4 Ergebnisse

Insgesamt zeigen die Ergebnisse fiir den pragmatischen Versuchsaufbau, der eine Kaimauer
kleinskalig nachahmt, deutlich unterscheidbare Temperatur- und Dehnungsmuster und liefern
in Bezug auf die zukiinftige Verwendung an Kaimauern zusétzliche Erkenntnisse. Im Weiteren
werden Methodik der Auswertung, Messergebnisse und die Validierung der Ergebnisse
dargelegt.

4.1 Herangehensweise bei der Auswertung

Ortlich gesehen werden die fortlaufenden Positionen x im Messkabel, die mit Klebstoff fixiert
sind, betrachtet. Wie zuvor erldutert wird sich im Folgenden auf Faserpositionen x unterhalb
der Wasserlinie fokussiert. Aufgrund der hohen Warmeleitfahigkeit dient das Wasser als
Referenzmedium fiir die Untersuchung, Temperaturzustdnde sind hier stabiler einstellbar als in
Luft. Die betrachteten Faserabschnitte besitzen unter Wasser je Platte — die Wendepunkte der
Faser am tiefsten Punkt eingerechnet — eine Lénge von jeweils ca. 1,2 m. Bei der erwéhnten
ortlichen Auflésung von 20 cm ergeben sich flinf Messstellen je Platte. Durch eine B-DFOS
interne Datenverarbeitung werden 23 Messstellen mit Abstidnden von ca. 5 cm generiert.

In der visuellen Analyse werden zundchst die Messdaten evaluiert, Fehlmessungen und
Anomalien werden identifiziert und ggf. eliminiert. Bei der BFS-Messung stellen die Werte der
Messstellen die Hochpunkte des Brillouin Gain Spektrums dar. Diese werden als BFS je
Position abgetragen. Diese Darstellungen sind zunichst Kern der Ergebnisdarstellungen. Um
zu zeigen, wie sich Temperatur- und Dehnungsidnderungen auf die betrachteten Faserpositionen
auswirken, werden sie zunéchst getrennt betrachtet und durch Mittelwertbildung (eine Art
grobe Approximation der Flacheninhalte unter den BFS) miteinander verglichen. AnschlieBend
werden die Temperatur-BFS-Zusammenhénge der einzelnen Platten gegeniibergestellt und die
Féhigkeit der Versuchsvorrichtung zur Temperaturkalibrierung der Faser gezeigt.

4.2 Messung

Ergebnisse der Messungen sind BFS an jedem Punkt der Faser. Konkrete Messstellen werden
durch die Zuordnung mehrerer BFS fp zu einem diskreten Positionswert x in Abstdnden von
5 cm gebildet. Die Datenpunkte spiegeln die Peaks der Brillouin Gain Spektren wider. Die BFS
beider Faserabschnitte sind in Abb. 4 dargestellt. Der Faserabschnitt des im Wasser
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befindlichen Teils der Versuchsvorrichtung reicht bei der Deformationsplatte von Position
7,8 m bis 9,0 m und analog dazu bei der Kontrollplatte von Position 12,0 m bis 13,2 m. Beide
BFS bewegen sich in einem Fenster von ca. 10,755 bis 10,790 GHz.

Brillouin Frequenzverschiebungen "Deformationsplatte" Brillouin Frequenzverschiebungen "Kontrollplatte"

10.785 10.785

10.780 10.780

10.775

= 10.775 —=— 20°C, deformiert
= 20°C
10.770 —=— 15°C, deformiert
—=- 15°C
10°C, deformiert
10°C
5°C, deformiert
5 10.760 5°C
0°C, deformiert
©10.755 0°C

7.8 8.0 8.2 8.4 8.6 8.8 9.0 12.0 12.2 12.4 12.6 12.8 13.0 13.2
Fortlaufende Position im Messkabel [m] Fortlaufende Position im Messkabel [m]

10.770

10765 10.765

10.760

rillouin Frequenzverschiebung [GHz]

10.755

Brillouin Frequenzverschiebung [GHz]

Abb. 4: Ergebnisdarstellungen im Detail und Gegeniiberstellung der BFS von Deformationsplatte und
Kontrollplatte zu unterschiedlichen Temperaturzustéinden. Die einzelnen Verldufe setzen sich
jeweils aus Doppelmessungen zusammen.

Hinsichtlich verdnderter Temperaturzustinde zeigen beide Platten, wie zu erwarten, dhnliche
Verhalten. Abfallende Temperaturen du3ern sich in einem konstanten, negativen Versatz im
BFS. Besonders gilt das fiir die BFS-Verldufe der Temperaturzustinde 10°C, 5°C und 0°C. Sie
sind nahezu parallel, sowohl bei Neutralstellung als auch bei reproduzierbarer
Deformationsstellung. Die BFS-Verldaufe der Temperaturzustinde 20°C und 15°C weichen
scheinbar von denen der niedrigeren Temperaturzustinde ab — insbesondere bei der
Deformationsplatte ist dieser Effekt im BFS zu erkennen. Zuriickzufiihren sind diese
Anomalien bei 20°C und 15°C auf abweichende Lufttemperaturzustinde; aullerhalb der BFS-
Positionsausschnitte in Abb. 4 wird die Faser vom Medium Luft beeinflusst. Wichtig sind im
Versuchsaufbau demnach auch die Temperaturdifferenzen zwischen der Luft und Wasser
(vgl. Abb. 3b)). Visuell zeigt auch die Kontrollplatte leichte Abweichungen zwischen beiden
Deformationsstellungen. Anhand nachtriglicher Labormessungen der Versuchsvorrichtung
mittels Laser Tracker wird festgestellt, dass diese aus leichten Scherungen der
Versuchsvorrichtung durch die Deformationsstellung hervorgehen. Dennoch ist ein geringerer
Versatz vernehmbar als bei der Deformationsplatte.

Tabelle 1: Gegeniiberstellung der BFS-Mittelwerte [GHz] je Platte und Temperaturzustand. Die
Differenzen je  Temperaturunterschied indizieren trotz  unterschiedlicher
Deformationsstellung (deformiert/neutral) keine signifikanten Dehnungen.

Deformationsplatte Kontrollplatte
deformiert neutral Differenz deformiert neutral Differenz

20°C 10,7821 10,7813 0,0008 10,7849 10,7847 0,0002
15°C 10,7801 10,7783 0,0018 10,7784 10,7788 -0,0004
10°C 10,7742 10,7733 0,0009 10,7725 10,7735 -0,0010
5°C 10,7674 10,7667 0,0007 10,7657 10,7672 -0,0016
0°C 10,7593 10,7590 0,0003 10,7580 10,7576 0,0004
RMSD: 0,0010 RMSD: 0,0009
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Um im néchsten Abschnitt den linearen Zusammenhang zwischen Temperatur und Dehnung
darstellen zu konnen, werden die mittleren BFS der fiinf Temperaturzustinde je Platte und
Deformationszustand gebildet. Diese sind in Tabelle 1 gegeniibergestellt. Werden lediglich die
Temperaturzustinde 15°C bis 0°C betrachtet, liegen die Differenzen der Platten zwischen
benachbarten Temperaturzustinden zwischen 6,3 und 9,6 MHz. Die Differenzen zwischen
Deformations- und Neutralstellung je Platte hingegen liegen fast eine Potenz niedriger und in
einem Bereich von RMSD = 1 MHz. Dies kann darauf hindeuten, dass Temperaturen trotz
Deformationsstellung im vorliegenden Messaufbau isoliert werden konnen. Im nédchsten
Abschnitt soll dies durch die Bestimmung des linearen Zusammenhangs beider
Deformationsstellungen gezeigt werden.

4.3 Temperaturcharakteristika im Versuchsaufbau

Um den Temperaturkoeffizienten c; zu berechnen, wird der lineare Zusammenhang zwischen
Temperatur und BFS hergestellt. Das Ergebnis ist in Abb. 5 dargestellt.

Zusammenhange Temperatur und Brillouin Frequenzverschiebungen

—— Regressionsgerade Kontrollplatte
Regressionsgerade Deformationsplatte (ohne 20°C)

—=— Deformationsplatte (Deformationsstellung)

--#- Deformationsplatte (Neutralstellung)

—e— Kontrollplatte (Deformationsstellung)

0.020 1 -.e- Kontrollplatte (Neutralstellung)

0.025

0.015

0.010

0.005

Brillouin Frequenzverschiebung [GHz]

Deformationsplatte {Deformationsstellung): R? = 0.9622
Defarmationsplatte (Neutralstellung): R? =0.9728
Kontrollplatte (Deformationsstellung): R? = 0.9978

Kontrollplatte (Neutralstellung): R? = 0.9848

Steigung Regression (Kontrollplatte): m = 0.00132
Steigung Regression (Deformationsplatte): m = 0.00134

0.000

0 5 10 15 20
Temperatur [°C]

Abb. 5: Lineare Regression zwischen Temperatur und BFS. Um die Steigung zu verdeutlichen, sind
die Geraden um den Achsenabschnitt 10,758 GHz reduziert. Zur Berechnung der
Regressionsgeraden der Deformationsplatte wurden die Werte bei 20°C nicht beriicksichtigt.

Die mittleren BFS wurden den Temperaturzustinden zugeordnet. Die Bestimmtheitsmalle R?
validieren den linearen Zusammenhang. Als Ausreiler klassifiziert, gehen die Messungen der
Deformationsplatte bei 20°C nicht in die Berechnung der Ausgleichsgeraden ein. Die
Steigungen stellen den Temperaturkoeftizienten c; dar. Fiir beide Regressionen ldsst sich dieser
zu ¢y = 1,3 MHz/°C berechnen. Der Achsenabschnitt betrigt bei beiden Geraden 10,758 bzw.
10,789 GHz. Ein Einfluss der Dehnung hitte zu unterschiedlichen Achsenabschnitten
niedergeschlagen (NOTHER 2010). Durch die nahezu identischen Geraden zeigt sich jedoch,
dass die Dehnung fiir den vorliegenden Fall isolierbar ist.
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4.4 Vergleich mit Fachliteratur

In der Literatur lassen sich Kalibrierwerte fiir verschiedene Faserzusammensetzungen finden.
NOTHER (2010) bestimmt in Labor-Kalibriervorrichtungen fiir eine Standard-Messfaser den
Dehnungskoeffizienten ¢, mit 61,4 MHz/1000 pe und den Temperaturkoeffizienten c; mit
1,3 MHz/°C. HOTATE et al. (2013) verwenden eine Faser mit einem Temperaturkoeffizienten
cr zwischen 0,9 und 1,1 MHz/°C. Die Vergleichswerte der Temperaturkoeffizienten bestétigen
die Fahigkeit des Messaufbaus, eine Temperaturkalibrierung durchzufiihren. In den
Ergebnissen in Abb.4 konnen an der Deformationsplatte Ausschlige in den
Deformationszustinden von etwa 10 MHz festgestellt werden, was nach dem
Dehnungskoeffizienten von NOTHER (2010) ca. 163 pe entspricht. Die Differenzen an der
Deformationsplatte in Tabelle 1 legen jedoch nahe, dass die Deformationen im Bereich von
1 MHz liegen miissten. Zwar weist der Hersteller eine Wiederholgenauigkeit von 100 kHz aus,
diese konnte allerdings im Messautbau nicht erreicht werden. Sie liegen in den mittleren
Residuen zwischen den Doppelmessungen der niedrigen Temperaturzustinde je nach
Datenauswahl bei ca. 1-2 MHz. Das bedeutet, dass das Messsystem im vorliegenden Aufbau
zwar eine niedrigere Wiederholgenauigkeit in der BFS-Messung besitzt, die
Dehnungsunterschiede hitten sich jedoch in den Differenzen der Deformationsstellung der
Deformationsplatte in Tabelle 1 zeigen miissen. Eine Eliminierung der Dehnung im
Kalibrieraufbau scheint demnach wahrscheinlich.

5 Diskussion

Die geringen Mittelwert-Differenzen an der Deformationsplatte (Tabelle 1) konnen mehrere
Ursachen haben. Die kurze Faserabschnitt, die parallele Verlegung der Messfaser in
Kombination mit der Ileichten Wolbung der Versuchsvorrichtung (Instabilitit bei
Deformationsstellung) oder der Temperaturunterschied zwischen Wasser und Luft wihrend der
Messungen bieten physische Erkldrungsansidtze. Ein dehnungsbedingter Einfluss kann
zumindest entkridftet werden. Zu Validationszwecken wurde bei 0°C eine dritte
Deformationsstellung mit doppeltem Deformationsvektor 7, gemessen. Das Ergebnis deckt
sich mit den bisherigen Befunden: Die Dehnung wird durch Mittelwertbildung ebenfalls
eliminiert. Allerdings konnen softwareseitige Griinde nicht ausgeschlossen werden. In weiteren
Untersuchungen verfolgt werden sollten nach Meinung der Autorinnen und Autoren die Liange
der betrachteten Faserabschnitte in Kombination mit Luft/Wasser Temperaturunterschieden.

Sollten sich die Befunde der Dehnungseliminierung anhand weiterer Labor- sowie
Praxisuntersuchungen identifizieren und reproduzieren lassen, konnten bestimmte
Messautbauten im DFOS-Monitoring mit Dehnungsmesskabeln entwickelt werden, mit denen
sich Dehnungs- oder Temperatureinfliisse weiter separieren lassen. Diese These muss jedoch
weiter untersucht werden, um abschlielend bestitigt werden zu konnen. Eine Erkenntnis der
Untersuchung ist, dass sich im vorliegenden Versuchsaufbau, der keiner klassischen Labor-
Kalibriereinrichtung folgt, Temperatur und Dehnung getrennt betrachten lassen. Mindestens
der Temperaturkoeffizient ¢y ist anhand dieses einfachen Aufbaus bestimmbar. Ein Vorteil
daran ist, dass nicht nur das Messkabel kalibriert werden kann, sondern zudem
Materialeigenschaften wie das Ddmpfungsverhalten vom eingesetzten Klebstoff beriicksichtigt
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werden (vgl. HER & HUANG 2011). Eine Herausforderung bei der Isolierung der Einfliisse stellt
indes die Kalibrierung von Messfasern hinsichtlich der Dehnung dar. Mithilfe eines
geometrischen Modells oder groeren Deformationszustinden konnte die Nachvollziehbarkeit
der Dehnungseinfliisse erreicht werden.

Des Weiteren sind in den Ergebnissen Herausforderungen in Bezug auf die Messung in zwei
Medien identifiziert worden. Fiir gleichbleibende Temperaturdifferenzen zwischen Luft und
Wasser in den Temperaturzustinden 10°C, 5°C und 0°C (Deformationsplatte) konnen visuell
gute Ergebnisse erzielt werden. Hohe Abweichungen bei den Temperaturunterschieden
Luft/Wasser (Deformationsplatte: 20°C) oder bei abrupten Schwankungen wihrend der
Messung (Deformationsplatte: 15°C) kommt es zu vergleichsweise grolen Schwankungen im
BFS.

6 Fazit & Ausblick

Zwar ist beim Monitoring mittels DFOS oft die Summe aller Einflussgréen, die geometrische
Bauwerksverdnderungen hervorrufen, malgeblich. Jedoch fiihren unter Umstinden
schwankende Temperaturunterschiede zu Veridnderungen der Materialstruktur der Faser und
somit zu Dehnungsénderungen, die nicht Teil der Bauwerksbewegung sind. Aus diesem Grund
wurde in dieser Arbeit eine praxisnahe Versuchsvorrichtung entworfen, um mit B-DFOS die
mechanisch und thermisch bedingten Einfliisse auf die faseroptische Messung am
miniaturisierten Anwendungsfall zu untersuchen. Mit der Versuchsvorrichtung ist es einerseits
moglich, reproduzierbare Deformationen, sprich Dehnungen, zu erzeugen. Andererseits war
durch die Messung in einer Kiltekammer die Schaffung definierter Temperaturzustinde
moglich. In der Kaéltekammer sind mit zwei unterschiedlichen Deformationsstellungen
strukturiert Messungen zu flinf verschiedenen Temperaturzustinden von 0 bis 20°C gemessen
worden.

Zunidchst konnten praktische Erkenntnisse hinsichtlich der Auswirkungen von zwei
Umgebungsmedien Luft und Wasser gewonnen werden. In der Grenzschicht gibt es keine
klaren Uberginge, hohe Temperaturunterschiede zwischen Luft und Wasser scheinen vielmehr
Auswirkungen auf die Positionskomponente zu haben. Dies gilt es in Zukunft weiter zu
untersuchen. Des Weiteren deuten die Ergebnisse darauf hin, dass sich individuell fiir den
Messaufbau trotz unterschiedlicher Dehnungseinwirkungen Temperaturen isolieren lassen. Je
Dehnungszustand ergeben sich nahezu identische lineare Zusammenhidnge zwischen
Temperatur und BFS, worauf der nahezu identische Achsenabschnitt bei 10,789 GHz hindeutet.
Der Temperaturkoeffizient ¢y wurde mit 1,3 MHz/°C — hier zeigt sich die Fahigkeit des
Messautbaus zur Temperaturkalibrierung. Ob bzw. inwiefern die in parallelen Doppelstrangen
verlegten Fasern eine In-situ Kalibrierung an einer Kaimauer ermdglichen, muss jedoch
untersucht werden.
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1 Einfithrung und Problemstellung

Im standardisierten BetonstraBenbau stellen Fugen und deren abdichtender Verschluss durch
angepasste Fugenfiillsysteme sensible, zugleich jedoch unverzichtbare Konstruktionselemente
dar. Ihr Funktionsverhalten und ihre Dauerhaftigkeit haben einen maBigeblichen Einfluss auf
die Nutzungs- und Lebensdauer von Betondeckenkonstruktionen und bestimmen iiber die
erreichbaren Erhaltungsintervalle wesentlich die Verfligbarkeit von Betonstralen. Vor dem
Hintergrund erkannter Schadensursachen stellt der Ubergang von einer iiberwiegend empirisch
gepriagten Dimensionierungs- und Bewertungsmethodik der Konstruktionselemente Fuge und
Fugenfiillsystem hin zu einer gebrauchsbezogenen, funktionsanalytischen Methodik einen
wesentlichen Ansatz zur Optimierung und Weiterentwicklung des BetonstraBenbaus dar
(RECKNAGEL u. a., 2024).

Zentrale Voraussetzung fiir eine solche funktionsanalytische Dimensionierung und Bewertung
ist die moglichst realititsnahe Erfassung der Art und des Umfangs der malBgebenden
Beanspruchungen von Fuge und Fugenfiillsystem. Nur auf dieser Grundlage ldsst sich die
Einwirkseite auf die Gebrauchseigenschaften des Systems angemessen beschreiben. Neben den
direkten klimatischen und weiteren Umwelteinwirkungen sind insbesondere die aus diesen
Beanspruchungen resultierenden Deformationen als entscheidende Einflussgrofen auf die
Konstruktionselemente zu beriicksichtigen. Das anwendungsorientierte Forschungs- und
Entwicklungsprojekt ,,SensoJointField* der Bundesanstalt fiir Materialforschung und -priifung
(BAM) verfolgt das Ziel, diese Deformationen unter praxisnahen Verkehrs- und
Klimabedingungen sowie unter Beriicksichtigung konstruktiv-technologischer Besonderheiten
aktueller Regelbauweisen zu erfassen.

Die messtechnische Basis bildet der von der BAM nach straBenbaurelevanten Kriterien
entwickelte hochaufléosende Sensor ,,SensoJoint (SPITZER u. a., 2020). Dieser ist fiir den
Einsatz direkt in der Rollspur des Schwerverkehrs auf hochbeanspruchten
Betonfahrbahndecken konzipiert und ermoglicht die mehraxiale Erfassung sowohl klimatisch
induzierter Verformungen als auch verkehrsbedingter relativer Fugenbewegungen (Abb. 1).

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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Fiir den praxisnahen Erprobungseinsatz der ,,SensoJoint“-Sensorik in Kombination mit
erginzenden Sensoren wurden im Rahmen des Projekts ,,SensoJointField* autarke Online-
Monitoring-Stationen gefertigt (ENGEL u. a., 2025).

2 Methodik

Zentrale Komponente der Monitoring-Station ist der von der BAM entwickelte ,,SensoJoint*-
Sensor, der bereits in einem vorgelagerten Entwicklungsprojekt unter definierten
Leistungsanforderungen umgesetzt wurde. Zu den besonderen Kriterien zdhlen eine
baustellengerechte  Einbaugeometrie, Bestdndigkeit gegeniiber = Temperatur- und
Feuchteeinwirkungen, Uberrollbarkeit durch den LKW-Schwerverkehr sowie die Moglichkeit
der Wiederverwendung. Weiterhin war die Spannweite der erforderlichen Leistungsmerkmale
durch die Erfassung von z. B. jahreszeitlich bedingten Relativbewegungen im Bereich mehrerer
Millimeter und gleichzeitiger Detektierbarkeit hochfrequenter verkehrsinduzierter
Relativbewegungen in pm-Auflosung bestimmt. Im Rahmen einer Erprobungskampagne auf
dem Untersuchungsgelédnde duraBASt konnte mit einem Prototyp nachgewiesen werden, dass
die Entwicklungsanforderungen erfiillt sind (SPITZER u. a., 2019).

Aufbauend auf diesen Ergebnissen wurden im Projekt ,,SensoJointField“ zwei Monitoring-
Stationen flir die BAM-Sensortechnik entwickelt, die jeweils aus einem Schaltschrank mit den
erforderlichen Komponenten fiir die autarke Energieversorgung, die Sensordatenerfassung und
deren Ferniibertragung bestehen (Abb. 2). Zusammen bilden die Monitoring-Stationen ein
Sensornetzwerk fiir Messkampagnen entlang der Bundesautobahn A9 in Fahrtrichtung Berlin
sowie der Bundesautobahn A4 in Fahrtrichtung Frankfurt/Main.

Projektziel ist einerseits der Nachweis dauerhafter Funktionsfahigkeit und Praxiseignung des
Monitoringkonzepts im permanenten Online-Betrieb unter realen klimatischen Einwirkungen
und hochsten verkehrlichen Belastungen im BundesfernstraBenbereich. Andererseits sollen mit
Hilfe der Zeitreihen die Grundlagen fiir das Funktionsverstdndnis verschiedener komplexer
Fahrbahnbelagskonstruktionen auf Basis moderner Baustoffqualititen sowie des aktuellen
Dimensionierungs- und Konstruktionsniveaus erarbeitet werden.

Tabelle 1: Ubersicht der eingesetzten Sensortechnik

Sensor Messgrofien Schnittstelle
SensoJoint 3D-Deformationen analog
Linearpotentiometer 1D-Deformationen analog

Pt100 Temperatur analog
Weight-in-Motion Verkehrsdaten HTTP
UV-Sensor UV-Strahlung (UV-A/B) Modbus RTU
Wetterstation Meteorologie, GPS-Position Modbus RTU
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Neben den bereits genannten messtechnischen Gebrauchsanforderungen wurden an die
technischen Eigenschaften des Systems weitere spezifische Entwicklungsanforderungen
gestellt: eine baustellengerechte miniaturisierte Bauart, vandalismus- und witterungsgeschiitzte
sowie geddmmte Ausfiihrung, die Dauerbetriebsféhigkeit im Temperaturbereich von —10 bis
+50 °C sowie ein energicautarker und verbrauchsoptimierter Betrieb. Als zusitzliche
Anforderung ist die Riickfiihrbarkeit verkehrsinduzierter Deformationen zur auslésenden
Fahrzeugklasse anzustreben und das mobilfunkgestiitzte, fernwartungsfahige Sensornetzwerk
fiir eine redundante Datensicherung auszulegen. Die Mess- und Steuertechnik muss iiber
spezifische Hardware-Schnittstellen verfiigen, um eine Kombination der unterschiedlichen
Sensortypen fiir Deformationsmessungen, Fahrzeugklassifizierungen und klimatische
Kennwerte zu ermoglichen. Die technische Umsetzung der ,,SensoJointField“-Messstationen
soll nachfolgend beschrieben werden.

60mm

Abb. 1: ,,SensoJoint“-Sensor im tiberrollfahigen Gehduse

3 Sensorik fiir das Deformationsmonitoring

Fiir die Deformationsmessungen an den beiden Autobahnabschnitten wurden jeweils drei
elektro-mechanische ,,SensoJoint“-Sensoren als priméres Messsystem in aufeinanderfolgenden
Fugenbereichen der Rollspur des LKW-Verkehrs installiert. Die Sensoren sind an eine autonom
arbeitende Monitoring-Station angeschlossen. Die erfassten Signale werden {iber separate
Signalwandler an einen Test-Controller ibermittelt und mit einer Abtastrate von bis zu 2000 Hz
lokal aufgezeichnet. Die Messfrequenz kann in Abhédngigkeit von den Ortlichen
Randbedingungen flexibel angepasst werden.

Im Feldeinsatz unterscheidet das Monitoring-System zwischen zwei Betriebsmodi, die
automatisch in Abhéngigkeit von der Tageszeit aktiviert werden. Messungen zur Erfassung des
aktuellen quasi-statischen Deformationszustands erfolgen stiindlich iiber eine Dauer von 30 s
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bei einer Abtastrate von 200 Hz. Zusitzlich werden wihrend der Hauptverkehrszeiten zweimal
taglich dynamische Aufzeichnungen der Deformationen fiir jeweils 10 min bei 2000 Hz
durchgefiihrt. Die Leistungsfiahigkeit der Sensoren wurde im Labor unter quasi-statischer
Belastung sowie unter dynamischen Bedingungen verifiziert. In allen drei Messachsen
erreichen die Sensoren eine Auflésung von 0,1 um bei einer maximalen mittleren Abweichung
von weniger als 0,05 mm im Temperatureinsatzbereich zwischen —10 °C und +40 °C.

Jede Monitoring-Station kann durch zusétzliche Sensoren erweitert werden (Tab. 1). Ein Array
aus vier Platin-Temperatursensoren (Pt100) ist direkt in die Fahrbahnoberfliche integriert.
Zudem sind eine kompakte Wetterstation zur Erfassung von Temperatur, Luftdruck und
relativer Luftfeuchte sowie ein Strahlungssensor fiir das UV-A/B-Spektrum auf dem Dach der
Station installiert. Die Dateniibertragung dieser Sensoren erfolgt liber das standardisierte
Feldbussystem Modbus RTU, das in industriellen Anwendungen weit verbreitet ist.

Am  Untersuchungsabschnitt der BABA9 wird die Sensorik durch ein
Verkehrserfassungssystem ,,Weight-in-Motion* (WIM) zur Fahrzeugklassifizierung und einen
linearen Wegaufnehmer (Potentiometer) fiir konventionelle
Deformationsiiberwachungsmessungen ergédnzt. Das integrierte WIM-System besteht aus
Achslastsensoren, Induktionsschleife und Daten-Logger mit HTTP-Schnittstelle, tiber die ein
automatischer Datenabruf mdglich ist. Der Logger attributiert anhand der Sensordaten den
iiberrollenden Verkehr, etwa den Fahrzeugtyp nach Euro-13, die Geschwindigkeit und das
Gesamtgewicht. Die Verkehrsdaten konnen anschlieBend im Post-Processing mit dem
Deformationsdaten der ,,SensoJoint*“-Sensoren verkniipft werden. Dazu muss lediglich
gewihrleistet sein, dass die Zeitstempel der im Verbund arbeitenden Sensoren durch ein
Referenz-Zeitsignal (z. B. NTP/PTP, DCF77 oder GNSS) synchronisiert sind.
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4 Autarke Energieversorgung der Monitoring-Stationen

Aufgrund der Lage der Messabschnitte an den Autobahnen A4 und A9 wurde fiir den
Feldeinsatz eine autarke Photovoltaik-Inselanlage realisiert. Jede Monitoring-Station verfiigt
iiber mehrere PV-Module mit einer Gesamtleistung von 2000 W zur lokalen Energieerzeugung
(Abb. 5), einen tiefentladefdhigen Batteriespeicher mit einer Kapazitit von 11 kWh sowie
ergidnzende Hard- und Softwarekomponenten zur Leistungsregelung und Energieiiberwachung.
Diese Konfiguration soll eine zuverldssige Versorgung bei einem gleichzeitig optimierten
Energieverbrauch von unter 50 W wihrend der Messungen gewéhrleisten.

Der Energichaushalt wird durch eine speziell entwickelte Software kontinuierlich iiberwacht.
Sie erfasst und protokolliert 45 Leistungsparameter, darunter Ladezustand, Spannungsniveau
und Energieertrag der PV-Module. Wird dabei ein festgelegter Schwellenwert unterschritten,
generiert das System eine Warnmeldung und tlibermittelt diese an den zentralen Monitoring-
Server.

Zur weiteren Reduzierung des Energiebedarfs unterscheidet das System zwischen zwei
definierten Betriebszustinden. Im Ruhemodus werden ausgewihlte Komponenten —
insbesondere die ,,SensoJoint“-Sensoren, das WIM-System sowie die Signalwandler —
deaktiviert und physisch vom Netz getrennt, um den Energieverbrauch zu minimieren. Der
Messmodus aktiviert samtliche Sensoren und Controller fiir die Dauer der geplanten
Deformationsaufzeichnungen. Diese kurzzeitige Phase hoherer Leistungsaufnahme wird
mehrmals tdglich aktiviert und zeitlich mit den vorgesehenen Messintervallen synchronisiert.
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Monitoring-Server
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5 Umsetzung des autonomen Sensornetzwerks

Das Konzept der Sensornetzwerks sieht vor, dass die Monitoring-Stationen in definierten
Intervallen Messwerte autonom erfassen, verarbeiten, lokal speichern und anschlieSend iiber
eine Mobilfunkverbindung an einen Server der BAM {ibertragen. Ziel dieser Architektur ist ein
moglichst hoher Automatisierungsgrad der Messkampagnen. Fiir die Realisierung solcher
autonomen Sensornetzwerke stechen inzwischen verschiedene technische Ansitze bereit,
darunter Hardware- und Softwarel6sungen aus dem Bereich des Internet of Things (IoT) sowie
darauf abgestimmte Cloud-Umgebungen. Aufgrund der spezifischen Anforderungen des
»SensoJointField“-Projekts hinsichtlich der Messverfahren und des erwarteten Datenvolumens
wurde jedoch ein anwendungsspezifisch adaptiertes System entwickelt (Abb. 3).

Als zentrale Steuer- und Recheneinheit der Monitoring-Stationen dient jeweils ein 64-bit IoT-
Gateway Moxa UC2200A. Dieser Industrie-Computer zeichnet sich durch geringen
Energieverbrauch, erweiterten Einsatztemperaturbereich, integrierte 4G-Konnektivitt, serielle
Schnittstellen sowie ein Linux-basiertes Betriebssystem aus.

Die Monitoring-Software basiert auf dem Open-Source-Programmpaket DMPACK, das im
Rahmen eines Promotionsvorhabens an der Technischen Universitdit Berlin fiir
ingenieurgeoditische und geotechnische Deformationsiiberwachungen entwickelt wurde
(ENGEL, 2026). Die mehr als 30 Programme von DMPACK {ibernehmen zentrale mess- und
datentechnische Aufgaben, darunter die Ansteuerung von Sensoren und Aktoren iiber das
Modbus-Protokoll, die Speicherung von Zeitreihen in einer lokalen SQL-Datenbank sowie die
periodische Synchronisation von Messdaten und Statusmeldungen mit dem zentralen Server.

Die Client-Server-Architektur —gewéhrleistet eine verlustfreie und komprimierte
Datentibertragung zwischen den Monitoring-Stationen und der BAM. Bei temporiren
Unterbrechungen der Mobilfunkverbindung werden die Datentransfers automatisch wiederholt.
Zusatzlich tiberwacht der Server die Betriebsbereitschaft der Stationen {iber sogenannte
Heartbeat-Nachrichten, die in frei konfigurierbaren Intervallen erwartet werden. Bleiben diese
Meldungen aus, erzeugt das System eine Warnung.

Neben der Datenspeicherung und Netzwerkiiberwachung tibernimmt der Server auch das Post-
Processing der erfassten Messdaten. Die Zeitreihen der ,,SensoJoint“-Sensoren liegen in
Rohform als polaren Koordinaten vor. Vor der Auswertung miissen zundchst der
Temperatureinfluss korrigiert und die Koordinaten in ein kartesisches System transformiert
werden. Nach einer Tiefpass-Filterung und der strukturellen Aufbereitung der Daten ist die
Ausgabe in Form von Diagrammen und Berichten moglich (Abb. 4).

Die Dateniibertragung zwischen den Monitoring-Stationen und dem Server erfolgt aus
Sicherheitsgriinden iiber einen privaten Mobilfunkzugang (Private APN), der vom 6ffentlichen
Internet getrennt ist und nur autorisierten SIM-Karten Zugriff gewéhrt. Dadurch kann auf die
Einrichtung eines zusdtzlichen Virtual Private Network (VPN) verzichtet werden. Die
bidirektionale Mobilfunkverbindung ermdglicht neben der Dateniibertragung auch eine
Fernwartung der beiden Stationen von der BAM aus.
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6 Mittelwerte der statischen Messungen (BAB A4, Sensor 1R)
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Abb. 4: Durch ,,SensoJoint“-Sensor 1R erfasste quasi-statische Deformationen im Fugenbereich seit
dem Einbau im Oktober 2025 an der Autobahn A4

6 Freie Software

Freie Software hat sich als eine tragende Sdule der IT-Infrastruktur anwendungsorientierter
Forschung etabliert (FORTUNATO u. a., 2021). Die softwaretechnische Umsetzung des
Sensornetzwerks im ,,SensoJointField“-Vorhaben folgt ebenfalls diesem Entwicklungsansatz.
Neben dem Monitoring-System DMPACK basiert auch die weitere Software vollstindig auf
frei verfligbaren Komponenten, die unabhidngig von einzelnen Herstellern und ohne
Lizenzgebilihren nutzbar sind. Dazu zdhlen Betriebssysteme fiir Server und eingebettete
Systeme ebenso wie Datenbanksysteme zur Speicherung und Auswertung umfangreicher
Zeitreihen. Programmiersprachen mit offenen Okosystemen bilden die Grundlage fiir die
Entwicklung von Steuerungslogik und Auswerte-Algorithmen.

Ergédnzend werden  etablierte = Open-Source-Projekte  fiir die  Sensor- und
Netzwerkkommunikation, die Datenkompression oder die Umsetzung von Web-Applikationen
auf unterschiedlichen Ebenen in das Monitoring-System integriert. So ermoglicht die
plattformiibergreifende Bibliothek libcurl zuverldssige Datentransfers iiber eine Vielzahl von
Netzwerkprotokollen und kann dank vorhandener Schnittstellen von mehr als 60
Programmiersprachen aus genutzt werden (STENBERG, 2026). Fiir die Kommunikation mit
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Sensoren und Aktoren wird u.a. die Bibliothek /ibmodbus eingebunden, eine freie
Implementierung des Modbus-Protokolls (RAIMBAULT, 2026). Zur effizienten Speicherung
und Verwaltung grofler, komplexer Datenmengen ist ein Riickgriff auf HDF5 moglich, ein
leistungsfahiges und plattformunabhingiges Dateiformat, das sich in Wissenschaft und Technik
bewihrt hat (FOLK u. a., 2011).

Die modulare Nutzung freier Software erlaubt es, vorhandene Ldsungen flexibel zu
kombinieren und gezielt an die projektspezifischen Anforderungen anzupassen, ohne an die
Einschrinkungen proprietdrer Produkte gebunden zu sein. Offene Schnittstellen sowie gut
dokumentierte (Quasi-)Standards erleichtern dariiber hinaus die Integration in bestehende
Systeme und die Anbindung externer Hardware und Software.

7 Fazit

Die Betriebsbereitschaft der Monitoring-Stationen ist seit der Installation im Oktober 2025
gegeben und die aufgezeichneten Messdaten werden kontinuierlich iibertragen. Noch
ausstehend ist jedoch die vollstindige Automatisierung der Auswertung der Verkehrs- und
Deformationsdaten, insbesondere im Hinblick auf die algorithmische Zuordnung der
unterschiedlichen Fahrzeugtypen zu den beobachteten geometrischen Verdnderungen.
Insgesamt hat sich der gewédhlte Ansatz zur Realisierung eines autonomen IoT-
Sensornetzwerks als zielfiihrend erwiesen. Er er6ffnet vielversprechende Perspektiven fiir eine
Ausdehnung des Systems auf weitere Abschnitte des Bundesfernstra3ennetzes.

Abb. 5: Monitoring-Station mit PV-Inselanlage wihrend der Installation an der Autobahn A4
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Die erfolgreiche Feldvalidierung der entwickelten Sensormethodik erméglicht dariiber hinaus
eine prizise Charakterisierung des realen Verhaltens bestehender und zukiinftiger
Betonbauweisen im Bereich der Fugen zwischen den Betonfahrbahnplatten unter hohen
Nutzungs- und Beanspruchungsbedingungen. Die auf Grundlage der unterschiedlichen
konstruktiven und technologischen Varianten aktueller Betondeckenbauweisen gewonnenen
Zeitreihen bilden die Grundlage fiir den Ubergang zu einer gebrauchstauglichen konstruktiven
Bemessung der Fugenbereiche sowie fiir eine dauerhaft funktionsfahige Dimensionierung und
Bewertung von Fugenfiillsystemen.

Die Ergebnisse konnen zudem in die laufende Fortschreibung des technischen Regelwerks ZTV
Fug-StB einflieBen und damit unmittelbar zur wissenschaftlich fundierten Optimierung und
Weiterentwicklung dieses besonders sensiblen Bereichs des Betonstralenbaus beitragen.
Hierbei eroffnet insbesondere die Integration moderner Versuchstechniken wie der
INFUKON-Methode (RECKNAGEL u. a., 2023) weitere Potenziale fiir eine Verbesserung der
Fugenbemessung und -ausfiihrung.

Acknowledgement: Diesem Beitrag liegen Teile des im Auftrag des Bundesministeriums fiir
Verkehr, vertreten durch die Bundesanstalt fiir StraBlen- und Verkehrswesen, unter
08.0241/2015/FGB laufenden Forschungsprojektes zugrunde. Die Verantwortung fiir den
Inhalt liegt allein bei den Autoren.
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1 Einleitung

Geoditische Uberwachungsaufgaben werden durch eine Vielzahl miteinander verkniipfter
Faktoren bestimmt. Insbesondere sind dies die messtechnischen und methodischen
Anforderungen sowie die definierten Zielsetzungen. Wie in den grundlegenden Werken zur
Ingenieurgeodésie dargelegt, tragen auch die physikalischen und infrastrukturellen
Bedingungen des jeweiligen Uberwachungsobjekts maBgeblich zur Komplexitit der Aufgaben
bei [Heunecke u. a., 2013]. Somit beinhalten diese Aufgaben oft ein Multiskalenproblem, bei
dem zeitliche und rdumliche Skalen kombiniert mikroskopisch bis makroskopisch verlaufen
konnen. Basierend darauf werden in diesem Beitrag moderne Methoden zur Analyse von
Messdaten vorgestellt, die geeignet sind, diese zeitlich und rdumlich hochdimensionalen
Prozesse zu untersuchen.

Das geoddtische Monitoring hat in den vergangenen Jahrzehnten einen erheblichen
technologischen Wandel durchlaufen. Wéhrend in der Vergangenheit iiberwiegend manuelle
Punktmessungen durchgefiihrt wurden, sind heute durchgéngig automatisierte und flichenhafte
Messsysteme etabliert, die hochprézise Daten in hoher zeitlicher Auflosung erfassen sowie
anndhernd in Echtzeit auswerten [Lienhart, 2019]. Die zunehmende Nutzung moderner
Sensorkonzepte, wie GNSS, terrestrischem Laserscanning (TLS), Inklinometern oder MEMS-
basierten Sensoren hat dabei wesentlich zur Erh6hung der Messdichte, zur Verbesserung der
Datenqualitit sowie zur Integration multipler Datenquellen beigetragen [Lienhart, 2017].

Der Fokus des ingenieurgeodétischen Monitorings liegt dabei nicht ausschlieBlich auf der
geometrischen Datenerhebung, sondern vielmehr auf der Ableitung physikalischer
Zusammenhdnge zum Verstdndnis der Objektdeformation. Dies umfasst die Analyse kurz- und
langfristiger Bewegungskomponenten, die Erkennung von Merkmalen sowie die Ableitung von
Modellen zur Beschreibung der Prozesscharakteristik [Neuner u. Foppe, 2009]. Dafiir kommen
zunehmend Methoden der Zeitreihenanalyse, der Spektralanalyse sowie moderne Verfahren der
Multiskalenanalyse zum Einsatz, wie sie auch im Bereich des Structural Health Monitoring
(SHM) Anwendung finden. Diese ermoglichen es, komplexe Prozesssignaturen
aufzuschliisseln, duflere Einfliisse zu quantifizieren und potenzielle Risiken friihzeitig zu
erkennen.

2 Grundlagen der Zeitreihenanalyse im geodatischen Monitoring

Die statistische Zeitreihenanalyse stellt ein zentrales Arbeitsfeld der Datenauswertung dar, wird
jedoch in der geoditischen Praxis trotz ihres hohen Informationsgehalts oft noch nicht
systematisch ausgeschopft. Hiufig werden Messreihen lediglich deskriptiv betrachtet, wodurch
das volle Potenzial zur Quantifizierung des Deformationsverhaltens ungenutzt bleibt. Dabei
bieten etablierte Verfahren, von deskriptiven Methoden bis hin zu komplexen inferentiellen
Ansitzen, oft die Moglichkeit, sowohl langfristige Trends als auch periodische Einfliisse, etwa
durch Temperatur oder Lastschwankungen, zu identifizieren [Chatfield u. Xing, 2019a;
Lienhart, 2011]. Eine Herausforderung bleibt dabei oft die fehlende Synchronisation und
Integration rdumlich verteilter Sensoren, was die Vergleichbarkeit von Datensidtzen
beeintrachtigt [Lienhart, 2007]. Dennoch bildet die Zeitreihenanalyse die Basis, um das
Deformationsverhalten von Bauwerken quantitativ zu beschreiben, womit sie zu einem
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integralen Bestandteil moderner geoddtischer und struktureller Monitoringkonzepte wird.
Historisch gepragt durch die Kommunikationstechnik und die mathematische Statistik, vereint
dieses Forschungsfeld heute ingenieurwissenschaftliche spektrale Betrachtungen mit den
korrelationsbasierten Ansdtzen der Statistik [Priestley, 1981].

Um die in Messreihen enthaltenen periodischen oder multiskaligen Strukturen sichtbar zu
machen, wird auf Methoden der klassischen Signalverarbeitung zuriickgegriffen. Ein
fundamentales Werkzeug zur Charakterisierung stationdrer Prozesse bildet hierbei die Fourier-
Transformation. Sie erlaubt die Identifikation dominanter Frequenzen und harmonischer
Signalkomponenten. Jedoch weillt sie durch den Verlust der zeitlichen Lokalitit von
Frequenzidnderungen in der globalen Transformation entscheidende Einschriankung auf
[Chatfield u. Xing, 2019b]. Da reale Monitoring-Daten oft nichtstationdres Verhalten zeigen,
ist die simultane Betrachtung von Zeit- und Frequenzinformationen, wie von [Cohen, 1995]
gefordert, essenziell. Ein erster Losungsansatz ist die Kurzzeit-Fourier-Transformation (STFT),
welche durch eine segmentweise Analyse eine begrenzte zeitliche Lokalisierung ermdoglicht.
Diese bleibt jedoch an dem inhdrenten Kompromiss gebunden, dass die Zeit-Frequenz-
Auflésung durch die gewihlte Fensterbreite fixiert ist.

Eine deutlich flexiblere Alternative zur Analyse instationdrer Signale bieten Waveletbasierte
Methoden. Im Gegensatz zur STFT zerlegt die Wavelet-Transformation Daten in verschiedene
Skalenkomponenten und untersucht diese mit einer an die jeweilige Frequenz angepassten
zeitlich-rdumlichen Auflosung [Daubechies, 1992]. Dies ermoglicht eine adaptive Analyse im
Zeit-Skalen-Raum, wodurch sich insbesondere transitorische Ereignisse und multiskalige
Prozesse prizise erfassen lassen. Wihrend die kontinuierliche Wavelet-Transformation (CWT)
vor allem in der explorativen Analyse stirken zeigt, erlauben die diskrete Wavelet-
Transformation (DWT) sowie die Multiskalenzerlegung nach [Mallat, 1989] effiziente
numerische Implementierungen, etwa zur Trend-Rausch-Trennung.

Die Wavelet-Analyse ist daher ein zentrales Instrument um lokalisierte Energieschwankungen
und dominierende Schwankungsmodi innerhalb von Zeitreihen zu identifizieren [Torrence u.
Compo, 1998a]. Diese Eigenschaften werden bereits erfolgreich in der Geophysik und
Hydrologie genutzt, beispielsweise zur Untersuchung von Klimavariabilititen oder
Hochwasserzyklen [Weng u. Lau, 1994; Muller u. a., 2024; Sovic Krzic u. a., 2012]. Auch im
Structural Health Monitoring (SHM) sind diese Methoden mittlerweile unverzichtbar. Studien
belegen, dass die Wavelet-Analyse besonders sensitiv auf lokale Frequenzidnderungen und
Dampfungseffekte reagiert, was sie fiir die Detektion von Schadensereignissen pradestiniert
[Staszewski u. Robertson, 2007; Taha u. a., 2006]. Insbesondere bei komplexen,
rauschbehafteten Schwingungsantworten im Tiefbau ermdglichen neue Algorithmen auf Basis
der DWT eine robuste Entrauschung und somit eine zuverldssigere Zustandsbewertung [Silik
u. a., 2024].

Zusammenfassend ldsst sich festhalten, dass Fourier-, Wavelet- und Zeit-Frequenzbasierte
Methoden komplementidre Informationen liefern, deren Auswahl malgeblich von der
Stationaritdt und Frequenzstruktur der untersuchten Zeitreihe abhéngt. Die Verkniipfung dieser
analytischen Verfahren mit hochpriziser geoditischer Sensorik und kostengiinstigen IoT-
Losungen (wie Low-Cost GNSS oder MEMS) leistet einen wesentlichen Beitrag zur
Weiterentwicklung des Monitorings.
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3 Datenanalyse

Die Datenanalyse nimmt im Monitoring eine zentrale Rolle ein, da sie den entscheidenden
Schritt von der bloBen Erfassung von Sensordaten hin zur Ableitung relevanter Informationen
darstellt. Moderne Gesellschaften sind stark von komplexen technischen Systemen abhéngig,
weshalb Schiden an Bauwerken friihzeitig erkannt werden miissen, um Ausfalle mit potenziell
gravierenden Folgen fiir Sicherheit und Wirtschaft zu verhindern [Farrar u. Worden, 2012]. Fiir
die schadensbasierte Zustandsiiberwachung liber mechanische Schwingungseigenschaften sind
zahlreiche Faktoren entscheidend. Dazu zdhlen die Anregung und Messung, insbesondere die
Auswahl und Positionierung geeigneter Sensoren, sowie die anschlieBende Signalverarbeitung
mittels Spektralanalyse. Wéahrend moderne Monitoring-Systeme kontinuierlich gro3e Mengen
heterogener Daten — etwa aus GNSS-Empfangern, MEMS-Sensoren oder faseroptischen
Systemen — generieren konnen, entfaltet sich deren Mehrwert erst durch eine methodisch
fundierte Auswertung [Doebling et al., 1998]. Nur durch eine gezielte Analyse lassen sich in
den Messdaten verborgene Muster, Trends und Anomalien identifizieren, die Riickschliisse auf
den strukturellen Zustand eines Bauwerks erlauben.

Eine zentrale Grundlage dieser Analyse bilden zeitbezogene Daten. Nahezu alle natiirlichen
und technischen Prozesse unterliegen zeitlichen Verdanderungen, sodass Messgrof3en erst durch
thre Verkniipfung mit einem eindeutigen Zeitstempel interpretierbar werden. Der Zeitbezug
ermdglicht es, dynamische Entwicklungen systematisch zu erfassen, Veranderungen im Verlauf
zu analysieren und zukiinftige Zustdnde abzuleiten. Gerade im Kontext von Big Data ist eine
konsistente zeitliche Ordnung innerhalb von Datenstrukturen unerlésslich. In der Geodésie
kommt der Zeitinformation dabei eine besondere Bedeutung zu, da Beobachtungen hiufig erst
durch ihre zeitliche Einordnung vergleichbar werden. Die Abbildung eines kontinuierlichen
zeitabhingigen Prozesses durch diskrete Messwerte wird als Zeitreihe bezeichnet und stellt die
methodische Grundlage der Zeitreihenanalyse dar, mit deren Hilfe langfristige Trends,
periodische Signalanteile oder abrupte Strukturdnderungen sichtbar gemacht werden konnen.

Vor diesem Hintergrund gewinnt die datengetriebene Analyse zeitbezogener Messreihen im
Monitoring eine Schliisselstellung, da sie moderne Sensornetzwerke mit mathematischen und
signalverarbeitungstechnischen Methoden verbindet und eine integrative Beurteilung
komplexer Tragwerke ermdglicht [Engel et al., 2020]. Obwohl Geodét*innen aufgrund ihrer
Ausbildung in Sensorik, Physik, Statistik und Programmierung grundsétzlich fiir die Analyse
zeitbezogener Daten qualifiziert sind, kommt die Zeitreihenanalyse in der Praxis bislang nur
eingeschriankt zum Einsatz. Haufig beschrinkt sich die Auswertung auf spektrale Verfahren zur
Analyse periodischer Schwingungsvorginge, die jedoch einen Spezialfall darstellen, da valide
Ergebnisse einen ausgeprigt periodischen Signalcharakter voraussetzen. Neben der Fourier-
Transformation zur Untersuchung spektraler Signalanteile wird insbesondere die Wavelet-
Transformation als weiterfilhrendes Werkzeug zur Analyse nichtstationdrer und zeitlich
variierender Zeitreihen behandelt, wobei der Fokus auf einer fachlich fundierten und
situationsspezifischen Anwendung liegt.
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3.1 Von geoditischen Transformationen zur Fourier-Transformation

Der Begriff der Transformation ist in den Geowissenschaften vielschichtig besetzt. In der
Geodisie versteht man darunter meist geometrische Transformationen, etwa die Uberfiihrung
von Koordinaten zwischen verschiedenen Referenzsystemen oder Projektionen. Solche
geoditischen Transformationen dienen dazu, Messgrof3en in ein konsistentes Bezugssystem zu
tiberfilhren und Vergleichbarkeit herzustellen. Im weiteren Sinne lassen sich jedoch auch
mathematische Verfahren zur Signal- und Datenverarbeitung als Transformationen verstehen.
Hierbei wird ein Signal aus dem Zeitbereich in einen anderen Darstellungsraum iiberfiihrt, um
verborgene Eigenschaften sichtbar zu machen. Die klassische Fouriertransformation
beispielsweise wandelt ein zeitabhéngiges Signal in seine Frequenzkomponenten um und
erlaubt so die Analyse von Schwingungen und periodischen Anteilen. Erweiterte Verfahren wie
die Kurzzeit-Fouriertransformation (STFT) oder Wavelet-Transformationen verallgemeinern
dieses Prinzip, indem sie zusitzlich eine zeitliche Lokalisierung der Frequenzinformation
ermdglichen. Damit besteht eine enge Parallele zwischen geoddtischen und mathematischen
Transformationen. In beiden Féllen werden MessgroBen in einen anderen Raum tiberfiihrt, um
neue Perspektiven auf die Daten zu gewinnen und die Grundlage fiir weiterfiihrende Analysen
zu schaffen.

Die Rolle der Orthogonalitiit

In der Geodisie dienen Transformationen insbesondere dazu, Messpunkte aus
unterschiedlichen Referenzsystemen, Beobachtungsgeometrien oder Epochen konsistent zu
verkniipfen. Ein klassisches Beispiel sind Koordinatentransformationen zwischen lokalen und
globalen Bezugssystemen, die durch Verschiebung, Rotation und Skalierung beschrieben
werden konnen [Torge u. Miiller, 2012]. Der Rotationsanteil dieser Transformationen wird
dabei durch orthogonale Matrizen dargestellt, die den euklidischen Metrikraum erhalten.
Mathematisch wird die Orthogonalitit durch die Bedingung RTR = I formuliert, wodurch
Léngen und Winkel invariant bleiben. Derartige Transformationen sind in der geodétischen
Netzberechnung und bei Helmert- Transformationen weit verbreitet [Grafarend u. Krumm,
2006].

Der in der Geodésie verankerte Orthogonalitdtsbegriff findet eine analoge Form in der Analyse
zeitabhingiger Messdaten, wenn die Darstellung vom Ortsraum in den Frequenzraum tiberfiihrt
wird. Dies geschieht mittels der Fourier-Transformation, die keine geometrische Rotation des
Koordinatenrahmens vornimmt, sondern die Darstellung eines Signals in eine orthogonale
Basis aus komplexen Exponentialfunktionen iiberfiihrt. Die Fourier-Transformation kann als
unitdre Abbildung im Hilbertraum L2 aufgefasst werden, wobei die komplexe Orthogonalitit
die reelle Orthogonalitdt verallgemeinert [Oppenheim u. Schafer, 2010]. Diese Unitaritit
gewihrleistet, dass das Skalarprodukt des Signals unter der Transformation erhalten bleibt. Das
entspricht dem Parseval-Theorem, welches besagt, dass die Signalenergie sowohl im Orts- als
auch im Frequenzraum identisch ist [Bracewell, 2000].

Die strukturelle Parallele ist hierbei zentral: Wéhrend in der rdumlichen Geodisie orthogonale
Transformationen die metrikalen Eigenschaften geometrischer Objekte bewahren, sorgt die
orthogonale Basis der Fourier-Transformation dafiir, dass energetische Eigenschaften von
Messsignalen invariant bleiben. Somit erweitert die Fourier-Transformation den
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Transformationsgedanken der Geodésie vom dreidimensionalen Koordinatenraum in den
funktionalen Raum der Signalreprdsentationen. Orthogonalitit bildet in beiden Féllen den
mathematischen Kern, der Informationsverlust vermeidet, eindeutige Riicktransformationen
ermoglicht und die physikalische Interpretation von Messdaten absichert.

Die Fourier-Transformation als Grundwerkzeug

Ein zentrales Grundwerkzeug der Signalanalyse ist die Fourier-Transformation, welche ein
zeitabhingiges Signal in seine spektralen Frequenzanteile zerlegt. Sie ermoglicht eine globale
Beschreibung des Signalinhalts und liefert insbesondere fiir stationdre oder schwachstationére
Signalanteile eine klare Identifikation dominanter periodischer Komponenten. Voraussetzung
hierfiir ist, dass die statistischen Eigenschaften des Signals iiber die Zeit hinweg im
Wesentlichen konstant bleiben.

In der praktischen Anwendung geoditischer Uberwachungsmessungen stellen zeitbezogene
Daten die Grundlage der meisten Analyseverfahren dar. Erst durch die eindeutige zeitliche
Einordnung einzelner Messwerte werden Beobachtungen vergleichbar und dynamische
Entwicklungen erfassbar. Die zeitliche Struktur eines Signals ist dabei entscheidend, da reale
Messdaten hdufig durch zeitlich variierende Einfliisse, transiente Effekte oder strukturelle
Anderungen gepriigt sind.

Die klassische spektrale Analyse betrachtet das Signal jedoch iiber den gesamten
Beobachtungszeitraum hinweg und verliert dadurch Informationen iiber die zeitliche
Lokalisation einzelner Signalanteile. Insbesondere nichtstationdre Effekte konnen im
Frequenzbereich zwar nachgewiesen, jedoch nicht eindeutig zeitlich zugeordnet werden. Vor
diesem Hintergrund gewinnen weiterfiihrende zeit-frequenz-basierte Analysemethoden an
Bedeutung, da sie den expliziten Zeitbezug der Daten berilicksichtigen und damit eine
differenziertere Interpretation geodatischer Zeitreihen ermoglichen.

4 Integraltransformationen

Integraltransformationen sind fundamentale Werkzeuge der Signalverarbeitung und damit von
zentraler Bedeutung im Monitoring. Sie erlauben die Uberfilhrung von Messdaten aus dem
Zeitbereich in alternative Darstellungsrdume wie Frequenzbereich oder Zeit-Frequenz-Bereich.
Dadurch werden Schwingungen, Moden und transiente Prozesse sichtbar, die in den Rohdaten
verborgen bleiben. Im Folgenden werden die wichtigsten Transformationen, wie
Kontinuierliche Fourier-Transformation (CFT), Diskrete Fourier-Transformation (DFT),
Kurzzeit-Fourier-Transformation (STFT), Kontinuierleiche Wavelet-Transformation (CWT)
und Diskrete Wavelet-Transformation (DWT) vorgestellt.

4.1 Kontinuierliche Fourier-Transformation (CFT)

Die kontinuierliche Fourier-Transformation (FT) zdhlt zu den grundlegenden Werkzeugen der
Signal- und Systemanalyse und dient der Zerlegung eines zeitkontinuierlichen Signals x(t) in
seine harmonischen Frequenzanteile [Fourier, 1822]:
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X(w) = foox(t) ce Jotdt (1)

Das resultierende Spektrum X(w) beschreibt die vollstdndige spektrale Zusammensetzung des
Signals und ordnet jeder Kreisfrequenz ® eine komplexe Amplitude zu. Diese komplexe
Darstellung enthdlt sowohl Informationen i{iber den Betrag der jeweiligen
Frequenzkomponente, der deren Energie- bzw. Amplitudenanteil widerspiegelt, als auch iiber
die Phasenlage, welche die zeitliche Position der Schwingungsanteile bestimmt. Damit
ermOglicht die Fourier-Transformation einen grundlegenden Perspektivwechsel vom
Zeitbereich in den Frequenzbereich und stellt eine kompakte Beschreibung der im Signal
enthaltenen Schwingungsanteile bereit.

Eine zentrale Eigenschaft der Fourier-Transformation ist ihre Linearitit, wodurch sich die
Transformation einer Linearkombination von Signalen direkt aus den Transformationen der
einzelnen Signalanteile ergibt. Dies erlaubt es, komplexe Signale als Uberlagerung elementarer
harmonischer Schwingungen zu interpretieren. Dariliber hinaus gewdhrleistet das Parseval-
Theorem die Energieerhaltung zwischen Zeit- und Frequenzbereich, sodass die Gesamtenergie
eines Signals unabhingig von der Darstellungsform identisch bleibt [Oppenheim et al., 1999].
Ein weiteres grundlegendes Konzept ist die Dualitit zwischen Zeit- und Frequenzbereich, nach
der Zeit- und Frequenzvariable formal gleichwertig sind und sich viele Eigenschaften der
Fourier-Transformation spiegelbildlich iibertragen lassen. In Verbindung mit der
Invertierbarkeit der Transformation ist damit sichergestellt, dass ein Signal bei Kenntnis seines
vollstdndigen Spektrums eindeutig rekonstruierbar ist.

Die Anwendung der kontinuierlichen Fourier-Transformation ist insbesondere fiir stationire
Prozesse sinnvoll, bei denen sich statistische Eigenschaften wie Mittelwert, Varianz und
Autokorrelationsfunktion zeitlich nicht &ndern. Unter dieser Annahme liefert das
Frequenzspektrum eine stabile und aussagekriftige Beschreibung der dominierenden
Signalanteile. In der Praxis wird die Fourier-Transformation daher héufig zur Identifikation von
Eigenfrequenzen und Resonanzen eingesetzt, etwa zur Charakterisierung dynamischer Systeme
oder zur Analyse stationdrer Schwingungsprozesse. Ebenso ermdglicht sie den Vergleich
aktueller Frequenzspektren mit Referenzzustinden, wodurch Verdnderungen im
Systemverhalten detektiert werden konnen.

Eine wesentliche Einschrankung des sog. Amplitudenspektrums besteht jedoch darin, dass sie
keine zeitliche Lokalisierung der Frequenzanteile erlaubt. Das Spektrum beschreibt
ausschlieBlich, welche Frequenzen im Signal enthalten sind, jedoch nicht, zu welchem
Zeitpunkt diese auftreten. Bei nichtstationdren Signalen, deren spektrale Eigenschaften sich
zeitlich verdndern, ist die Interpretation des Fourier-Spektrums daher nur eingeschrinkt
moglich, da zeitlich begrenzte Ereignisse oder transiente Effekte im globalen Frequenzbild
iiberlagert werden [Bracewell, 1999]. Diese Einschriankung bildet die zentrale Motivation fiir
die Entwicklung zeitabhdngiger oder multiskaliger Analyseverfahren.

4.2 Diskrete Fourier-Transformation (DFT)

Fiir praktisch relevante Anwendungen liegt ein Signal jedoch nicht in kontinuierlicher Form
vor, sondern als endliche, diskrete Folge von Messwerten x[n] mit der Lidnge N, die
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typischerweise in dquidistanten Zeitabstdnden erfasst wurden. Fiir solche diskreten Messreihen
wird die kontinuierliche Fourier-Transformation durch die diskrete Fourier-Transformation
(DFT) ersetzt. Nach [Gauss, 1805] ist diese definiert als

ety _j2mkn
X(k)zzx(n)-e k=0, N—1 2)
n=0

Die DFT iiberfiihrt die endliche Zeitreihe x[n] in ein ebenfalls endliches, &dquidistant
abgetastetes Frequenzspektrum X[k]. Jedem Index k ist dabei eine diskrete Frequenz
zugeordnet, sodass das Spektrum eine diskrete Approximation der kontinuierlichen spektralen
Darstellung darstellt.

Eine wesentliche Eigenschaft der DFT ist die feste Frequenzauflésung Af = fs/N, die sich aus
der Abtastrate fs und der Anzahl der Stiitzstellen ergibt. Damit ist die spektrale Auflosung
unmittelbar an die Lange der Messreihe gekoppelt. Gleichzeitig geht die DFT implizit von einer
periodischen Fortsetzung des betrachteten Signals aus, was insbesondere bei endlichen
Datensétzen zu Randartefakten oder spektraler Leakage fiihren kann. Numerisch ist die DFT
stabil, ihr direkter Rechenaufwand skaliert jedoch quadratisch mit der Datenlinge O(N2),
wodurch sie fiir grole Datensdtze nur eingeschrinkt praktikabel ist.

In der Praxis findet die DFT breite Anwendung bei der Verarbeitung diskreter Sensordaten,
etwa aus Beschleunigungsmessungen, GNSS-Zeitreihen oder anderen kontinuierlich
aufzeichnenden Messsystemen. Insbesondere bei der Modalanalyse oder der Untersuchung
periodischer Schwingungsanteile in endlichen Datensdtzen liefert die DFT eine kompakte und
anschauliche Beschreibung der dominanten Frequenzkomponenten.

Um den hohen Rechenaufwand der direkten DFT zu reduzieren, wird in nahezu allen
praktischen Anwendungen die schnelle Fourier-Transformation (FFT) eingesetzt. Die FFT ist
kein eigenstindiges Transformationsverfahren, sondern ein Algorithmus zur effizienten
Berechnung der DFT [Cooley u. Tukey, 1965]. Durch geschickte Zerlegung der
Summenstruktur reduziert sich die Rechenkomplexitit von O(N2) auf O(N logN), was
insbesondere fiir grole Datenmengen einen erheblichen Effizienzgewinn darstellt [Oppenheim
et al., 1999]. Besonders effizient ist die FFT bei Datensatzldngen der Form N = 2m, weshalb
Messreihen in der Praxis hiufig entsprechend segmentiert werden.

Die FFT bildet damit die rechentechnische Grundlage nahezu aller modernen Spektralanalysen
und ermoglicht auch die Echtzeit-Auswertung kontinuierlicher Messdaten, etwa in der
Bauwerksiiberwachung oder in eingebetteten Sensor- und IoT-Systemen. Trotz dieser Vorteile
bleiben die grundlegenden Eigenschaften und Einschrinkungen der DFT bestehen. Die FFT
liefert eine global gemittelte Frequenzdarstellung mit fester Auflosung und setzt eine
hinreichende Stationaritiit der betrachteten Signalanteile voraus. Zeitlich lokale Anderungen
oder transiente Effekte konnen daher auch mit der FFT nur eingeschrénkt abgebildet werden.

4.3 Kurzzeit-Fourier-Transformation (STFT)

Die Kurzzeit-Fourier-Transformation (Short-Time Fourier Transform, STFT) erweitert das
klassische Fourier-Konzept, indem das Signal nicht mehr global, sondern lokal im Zeitbereich
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analysiert wird. Hierzu wird das kontinuierliche Signal x(t) mit einem zeitlich begrenzten
Fenster w(t) multipliziert, das entlang der Zeitachse verschoben wird. Fiir jede Fensterposition
t wird anschlieBend eine Fourier-Transformation durchgefiihrt, wodurch eine gemeinsame
Zeit-Frequenz-Darstellung entsteht [Gabor, 1946] und [Allen u. Rabiner, 1977]:

X(r,0) = foox(t) cw(t— 1) e otdt 3)

Das Ergebnis X(t, ®) beschreibt, welche Frequenzanteile zu welchem Zeitpunkt im Signal
auftreten, und wird haufig in Form eines Spektrogramms visualisiert. Auf diese Weise lassen
sich zeitlich begrenzte oder sich verdndernde spektrale Eigenschaften erfassen, die in einer
klassischen Fourier-Analyse verborgen bleiben wiirden.

Die zentrale Eigenschaft der STFT ist der feste Zusammenhang zwischen Zeit- und
Frequenzauflosung. Die Wahl der Fensterfunktion w(t) bestimmt dabei unmittelbar die Linge
des analysierten Zeitintervalls und damit die erreichbare Auflésung in beiden Doménen. Kurze
Fenster erlauben eine prizise zeitliche Lokalisierung schneller Signaldnderungen, gehen jedoch
mit einer reduzierten Frequenzauflosung einher. Lange Fenster verbessern hingegen die
frequenzielle Trennschérfe, verschlechtern jedoch die zeitliche Auflosung. Dieser
fundamentale Zielkonflikt wird als Zeit-Frequenz-Trade-off bezeichnet und ist eine direkte
Konsequenz der Heisenbergschen Unschérferelation [Heisenberg, 1927].

Neben der Fensterldnge beeinflusst auch die Fensterform mafBgeblich die Eigenschaften der
STFT. Géngige Fensterfunktionen wie Hann-, Hamming- oder GauB3-Fenster unterscheiden
sich hinsichtlich Hauptkeulenbreite und Nebenkeulenunterdriickung, was sich auf spektrale
Leckage und Auflosung auswirkt [Cohen u. Lee, 1989]. In der Praxis wird hdufig eine
Uberlappung benachbarter Fenster von etwa 50-75% gewihlt, um ein glattes und stabiles
Spektrogramm zu erhalten und Diskontinuititen zwischen aufeinanderfolgenden
Zeitabschnitten zu vermeiden. Die Fensterparameter sollten dabei stets an die erwarteten
Modalfrequenzen sowie an das Ausmal der zeitlichen Nichtstationaritét des Signals angepasst
werden. Aufgrund ihrer Fahigkeit zur zeitlich aufgelosten Spektralanalyse eignet sich die STFT
insbesondere zur Untersuchung transienter Ereignisse wie Lastwechsel, Schldge oder
kurzzeitiger Storungen. Dariliber hinaus kann sie zur Verfolgung zeitlich variierender
Frequenzen, etwa bei Frequenzdrift oder Modulationsphdnomenen, eingesetzt werden. Auch in
der schadensbasierten Zustandsiiberwachung nichtstationdrer Signale liefert die STFT
wertvolle Hinweise, da Verdnderungen im Zeit-Frequenz-Verhalten als potenzielle
Schadensindikatoren interpretiert werden konnen. Gleichzeitig bleibt die feste Auflosung der
STFT jedoch eine grundlegende Einschriankung, die bei komplexen Signalen mit gleichzeitig
kurz- und langzeitigen Strukturen zu Kompromissen in der Analyse fiihrt.

4.4 Kontinuierliche-Wavelet-Transformation (CWT)

Die kontinuierliche Wavelet-Transformation (CWT) basiert auf der Projektion eines Signals
auf eine skalierbare und verschiebbare Basisfunktion, das sogenannte Mutter-Wavelet y(t), und
ermoglicht dadurch eine zeit- und skalenabhingige Analyse der Signalstruktur, siche [Mallat,
1989] und [Grossmann u. Morlet, 1984]. Fiir ein zeitkontinuierliches Signal x(t) ist die CWT
definiert als
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—b
W(a,b) = x(6) - ¢ ) dt @)

7.

wobei der Skalenparameter a die zeitliche Ausdehnung des Wavelets steuert und damit indirekt
den betrachteten Frequenzbereich bestimmt, wihrend der Translationsparameter b die zeitliche
Position des Wavelets entlang des Signals beschreibt. Durch die kontinuierliche Variation
beider Parameter entsteht eine hochaufgeldste Zeit-Skalen-Darstellung, in der sowohl
kurzzeitige hochfrequente Ereignisse als auch langperiodische Signalanteile simultan erfasst
werden konnen.

Ein zentrales Merkmal der CWT ist ihre multiskalige Struktur mit adaptiver Zeit-Frequenz-
Auflosung. Hohe Frequenzen werden mit guter zeitlicher Auflésung, niedrige Frequenzen
hingegen mit erhdhter frequenzieller Auflosung dargestellt. Diese Eigenschaft unterscheidet die
CWT grundlegend von klassischen Fourier-basierten Verfahren und macht sie besonders
geeignet fiir die Analyse nichtstationdrer Signale. Die Wahl des Mutter-Wavelets hat dabei
einen mallgeblichen Einfluss auf die resultierende Darstellung. Wéahrend beispielsweise das
Morlet-Wavelet — aufgrund  seiner  sinusdhnlichen  Struktur  fiir die  Analyse
schwingungsdominierter Signale prédestiniert ist, eignen sich kompakt unterstiitzte Wavelets
wie Haar- oder Daubechies-Wavelets besser zur Detektion sprunghafter Anderungen oder
lokaler Diskontinuititen, siche [ Torrence u. Compo, 1998b].

In der ingenieurwissenschaftlichen und geodétischen Anwendung wird die CWT insbesondere
zur Detektion transienter Ereignisse wie Rissbildungen, impulsartiger Storungen oder lokaler
Steifigkeitsdnderungen eingesetzt. Darliber hinaus erlaubt sie die Analyse der
Schwingungsenergie iiber verschiedene Skalen hinweg, wodurch zeitlich verdnderliche
Dynamiken sichtbar gemacht werden konnen. In Kombination mit der Modalanalyse, welche
die Eigenfrequenzen, Ddmpfungen und Modenformen eines Tragwerks beschreibt, lassen sich
robuste Merkmale zur Zustandsbewertung und Schadensdiagnose extrahieren. Die CWT
erginzt hierbei klassische modalbasierte Ansitze, indem sie eine zeitlich lokalisierte
Betrachtung modal relevanter Energieanteile ermoglicht.

Fiir die praktische Anwendung ist eine sorgfaltige Wahl des Mutter-Wavelets erforderlich, die
sich an der Signalcharakteristik orientieren sollte. Zudem ist bei endlichen Datensitzen eine
geeignete Randbehandlung, etwa durch Padding oder Spiegelung, notwendig, um
Randartefakte im Skalogramm zu reduzieren [Torrence u. Compo, 1998b]. Aufgrund der
kontinuierlichen Parametrisierung ist die CWT jedoch mit einem vergleichsweise hohen
Rechenaufwand verbunden und liefert eine redundante Darstellung. Fiir recheneffiziente
Anwendungen, Kompression oder rekonstruktive Aufgaben wird daher hiufig auf die diskrete
Wavelet-Transformation zuriickgegriffen. Dennoch bleibt die CWT ein leistungsfihiges
Analysewerkzeug, dessen interpretative Stirke insbesondere in der explorativen Untersuchung
komplexer, zeitlich variierender Prozesse liegt.

4.5 Diskrete Wavelet-Transformation (DWT)

Die diskrete Wavelet-Transformation (DWT) stellt eine effiziente und praxisnahe Realisierung
der Wavelet-Analyse dar und basiert konzeptionell auf der Multiresolution Analysis (MRA),
wie sie von Mallat [1989] eingefiihrt wurde. Im Gegensatz zur kontinuierlichen Wavelet-
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Transformation arbeitet die DWT mit diskreten Skalenund Translationsparametern und
ermOglicht dadurch eine nicht-redundante, exakt rekonstruierbare Darstellung eines Signals.
Grundlage der DWT ist eine iterative Zerlegung des diskreten Signals x[n] in grobe und feine
Anteile, welche durch die sukzessive Anwendung eines Tiefpass- und eines Hochpassfilters
sowie einer anschlieBenden Unterabtastung um den Faktor zwei realisiert wird. Mathematisch
ergibt sich fiir die Approximations- und Detailkoeffizienten der ndchsthoheren Skala j + 1 die
Beziehung

a1(0) = ) h(n = 2Kk)a; () (5)

djp1(k) = Z g(n —2k)a;(n) (6)

wobei aj[n] die Approximationskoeffizienten der Skala j, dj[n] die zugehdrigen
Detailkoeffizienten sowie h[n] und g[n] die Skalierungs- bzw. Waveletfilter des gewédhlten
Mutter-Wavelets bezeichnen.

Die Approximationskoeffizienten aj+1 beschreiben dabei ein geglittetes, niederfrequentes
Abbild des Signals auf einer groberen Skala, wéhrend die Detailkoeffizienten dj+1 jene
Signalanteile erfassen, die beim Ubergang auf diese grobere Darstellung verloren gehen
wiirden. Insbesondere reagieren die Hochpassfilter empfindlich auf lokale Gradienten,
sprunghafte Anderungen und hochfrequente Signalanteile, wihrend konstante oder langsam
variierende Komponenten weitgehend unterdriickt werden. Datenspriinge oder impulsartige
Storungen manifestieren sich daher als lokal konzentrierte, betragsmiflig grof3e
Detailkoeffizienten, hdufig {iber mehrere aufeinanderfolgende feine Skalen hinweg. Diese
Eigenschaft macht die DWT besonders geeignet fiir die Detektion und Lokalisierung lokaler
Diskontinuititen in Messreihen.

Durch die dyadische Skalenstruktur wird eine multiskalige Analyse mit sehr hoher numerischer
Effizienz ermoglicht. Die Rechenkomplexitét der schnellen Wavelet-Transformation liegt bei
O(N) und ist damit deutlich geringer als bei klassischen spektralen Verfahren, was ihren Einsatz
fiir groBe Datenmengen und Echtzeitanwendungen préadestiniert. Abhéngig von der Filterwahl
konnen orthogonale oder biorthogonale Wavelet-Basen, etwa Haar-, Daubechies- oder Symlet-
Wavelets, verwendet werden [Daubechies, 1988]. Bei geeigneter Wahl der Filter ist eine exakte
Rekonstruktion des Ursprungssignals aus den Approximations- und Detailkoeffizienten
gewihrleistet.

Im Vergleich zur kontinuierlichen Wavelet-Transformation liefert die DWT keine
kontinuierliche  Zeit-Skalen-Darstellung, sondern eine  diskrete, skalenabhidngige
Représentation. Die feste dyadische Skalenstruktur kann bei sehr komplexen oder nicht
dyadisch skalierten Prozessen in speziellen Anwendungen zu Informationsverlust fiihren, was
jedoch in den meisten ingenieurgeoddtischen Fragestellungen von untergeordneter Bedeutung
ist. Die Wahl des Mutter-Wavelets sowie der Zerlegungstiefe beeinflusst die Analyseergebnisse
malgeblich und erfordert fachliche Erfahrung sowie eine Anpassung an die jeweilige
Signalcharakteristik [Mallat, 1999].
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4.6 Wavelet-Transformation in der Geodasie

Die vorgestellten Transformationen bilden ein abgestuftes Methodenspektrum zur Analyse
zeitabhingiger Messdaten, wie sie insbesondere in der Geodédsie und im Bauwerksmonitoring
auftreten. Klassische Fourier-basierte Verfahren wie die FT, DFT und FFT stellen dabei
grundlegende Werkzeuge zur frequenzbasierten Auswertung dar und eignen sich vor allem fiir
stationdre oder nahezu stationdre Schwingungsprozesse. Sie werden in der Praxis haufig zur
Identifikation globaler Eigenfrequenzen, Resonanzen oder langfristig stabiler Dynamiken
eingesetzt, liefern jedoch keine Information iiber die zeitliche Entwicklung dieser
Frequenzanteile.

Zeit-Frequenz-Verfahren wie die Kurzzeit-Fourier-Transformation erweitern diese Analyse,
indem sie eine zeitliche Lokalisierung spektraler Inhalte ermoglichen. Fiir geodétische
Monitoringanwendungen, bei denen Messdaten haufig durch zeitlich begrenzte Ereignisse,
wechselnde Umweltbedingungen oder verdnderliche Anregungen beeinflusst werden, ist diese
Eigenschaft grundsitzlich von Vorteil. Der feste Auflosungs-Trade-off zwischen Zeit und
Frequenz schrinkt die Aussagekraft jedoch bei stark nichtstationdren, multiskaligen oder
transienten Signalanteilen ein, wie sie etwa bei Rissbildung, Lastumlagerungen oder
sprunghaften Strukturdnderungen auftreten kénnen.

Die Wavelet-Transformation adressiert diese Einschrankungen gezielt und bietet insbesondere
fiir das Bauwerksmonitoring in der Geodésie einen hohen Mehrwert. Durch ihre multiskalige
Struktur ermdglicht sie eine adaptive Zeit-Frequenz-Auflosung, bei der hochfrequente,
kurzzeitige Effekte mit hoher zeitlicher Genauigkeit und niederfrequente, langfristige Prozesse
mit hoher spektraler Prézision erfasst werden. Damit eignet sich die Wavelet-Transformation
besonders fiir die Analyse komplexer Strukturantworten, die durch eine Uberlagerung
unterschiedlicher Zeitskalen gekennzeichnet sind.

Wihrend die kontinuierliche Wavelet-Transformation vor allem der detaillierten Analyse und
Interpretation zeitlich variierender Schwingungsenergie dient, erlaubt die diskrete Wavelet-
Transformation eine recheneffiziente, nicht-redundante Zerlegung der Messdaten. Dies
préadestiniert sie fiir die Detektion lokaler Anomalien, Datenspriinge und transienter Effekte
sowie fiir automatisierte Auswerteverfahren im Rahmen langfristiger Monitoringkonzepte. In
der ingenieurgeoddtischen Praxis ergibt sich somit ein methodischer Baukasten, in dem
Wavelet-basierte Verfahren eine zentrale Rolle bei der Auswertung zeitabhdngiger Sensordaten
einnehmen und klassische frequenzbasierte Ansitze sinnvoll ergidnzen.

5 Anwendungen der Integraltransformationen im Monitoring

Anwendungsbeispiele kommen aus dem ingenieurgeoddtischen Monitoring an der
Marienkirche in Neubrandenburg und der St.-Petri-Kirche in Altentreptow. In Neubrandenburg
wurde ein Langzeitmonitoring durchgefiihrt, das verschiedene Sensortypen wie GNSS,
Tachymeter und MEMS-Sensoren kombinierte [Engel et al., 2017]. Mittels Fourier-Analysen
konnten Eigenfrequenzen und Schwingungsmoden des Kirchturms bestimmt werden.
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5.1 Analyse von GNSS-Messungen an der Marienkirche

Die Erfassung der Turmschwingungen mittels GNSS erfolgte {iber einen Rover, welcher am
Kirchturm befestigt ist und einer Referenzstation, welche auf dem Messdach der Hochschule
Neubrandenburg angebracht war. Die Empfénger arbeiteten mit einer Abtastfrequenz von 20
Hz. Das Ergebnis der Schwingungsanalyse ergab mehrere Schwingfrequenzen. Der grofBte
Auslenkung lag bei einer Frequenz von 1,14 Hz mit einer Amplitude von knapp unter einem

Millimeter, siche Abb. 1.
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Abb. 1:  Amplitudenspektrum und Spektrogramm der GNSS-Messung
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Im Spektrogramm ist deutlich das Abschalten der Glockenlduteanlage bei 900 Sekunden und
1200 Sekunden zu sehen. Dies wird im einfachen Amplitudenspektrum nicht sichtbar und war

bis zur Auswertung mittels Kurzzeitfourieranalyse auch nicht bekannt gewesen.
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5.2 Analyse von NIVEL210-Messungen an der St.-Petri-Kirche

Die St. Peter Kirche in Altentreptow ist in den letzten Jahrzehnten umfassend restauriert
worden. Nachdem zuletzt der Dachstuhl des Kirchenschiffes erneuert wurde, beginnt jetzt die
Sanierung des Kirchturms. Dabei sollen vor allem die Holzverkleidungen des Turmes
ausgetauscht werden. Bei Arbeiten am Kirchturm sind auch hier Schwingungen bedingt durch
das Glockengeldut aufgefallen. Eine Bestimmung von Amplitude und Frequenz dieser
Schwingungen wird von Seite der Kirchengemeinde begriiit. Bei der St. Peter Kirche
Altentreptow ist das Verhalten des Turmes und der Liuteplan vorab nicht bekannt gewesen.
Hier erweist sich der neuentwickelte Sensor in  Verbindung mit der
Kurzzeitfouriertransformation als besonders effektiv. Nach nur einer Messung mit einer Dauer
von ca. 30 Minuten kann ein Schwingverhalten sowohl zeitlich als auch in der Amplitude
bestimmt werden, siche Abb. 2.
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Abb. 2:  Amplitudenspektrum und Spektrogramm der NIVEL-Messung an der St.-Petri-Kirche

Bei der Kurzzeitfouriertransformation ist immer ein Kompromiss zwischen der Zeitauslosung
und der Frequenzauflosung erforderlich, da beide Auflésungen konnen nicht beliebig gesteigert
werden konnen.
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1 Einleitung

Fiir die Uberwachung von Naturgefahren eignet sich eine Vielzahl geoditischer und
geotechnischer Sensoren. Diese unterscheiden sich beziiglich Messgrosse, rdumlicher und
zeitlicher Auflosung, Genauigkeit sowie Kosten. Wie bei jeder Uberwachungsmessung sollten
das Sensorsystem und das Beobachtungsintervall so gewahlt werden, dass die zu erwartenden
Verdanderungen der Messgrossen (in der Regel geometrische Verdnderungen aufgrund eines
geologischen Prozesses) zuverldssig und statistisch signifikant nachgewiesen werden konnen.

Folgende praktische Herausforderungen beeinflussen bei alpinen Naturgefahren zudem
typischerweise die Auslegung des Messkonzepts:

e  Grosse rdumliche Ausdehnung

e Beschrinkte Zuginglichkeit (alpines Geldnde und/oder akute Gefdhrdungssituation)

e  Wenige oder keine stabilen Zonen (Materialisierung von Fixpunkten schwierig oder
unmdéglich)

e Exposition gegeniiber extremen Witterungsverhéltnissen

e  Vegetation, die Teile des zu iiberwachenden Geladndes verdeckt

Trotz technischer Limitationen (insb. bei Schlechtwetter und dichter Vegetation) hat sich die
drohnengestiitzte Fotogrammetrie nicht nur als komplementdre, sondern auch als primére
Methode fiir die Uberwachung unterschiedlicher Naturgefahren im alpinen Raum bewihrt.
Anhand ausgewéhlter Projekte der Griinenfelder und Partner AG sowie der Terradata AG aus
den Jahren 2024 und 2025 werden in diesem Artikel verschiedene Analysemethoden und
Visualisierungen vorgestellt, die bei der Kundschaft auf grossen Erfolg gestossen sind. Zudem
wird gezeigt, wie die Kombination aus hochwertiger Hardware, praxistauglichen
Flugbewilligungen und Datenerfassungsprozesse sowie einem webbasierten Datenviewer mit
Fotogrammetrie- und GIS-Features eine grosse Effizienz- und Qualitétssteigerung gegeniiber
herkdmmlichen Methoden ermdglicht.

Die nachfolgende Tabelle verschafft einen Uberblick iiber die vorgestellten Projekte.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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Tabelle 1: Vorgestellte Projektbeispiele der Griinenfelder und Partner AG und Terradata AG

Brienzer Rutsch |Blockgletscher c
. .. Bergsturz Kleines Felssturz
Projekt (Felssturz, Hiibschhorn Nesthorn Starlera
Schuttstrom) (Murgang)
Brienz/Brinzauls |Simplonpass Innerferrera
Ort (GR) (VS) Blatten (VS) (GR)
Ausdehnung 5 bis 24 (Helikopter),
[kn?] 29 3.7 3.9 (Drohne) 0.004
Hohenlage 1.300 bis 3.400
. 950 bis 1.800 1.600 bis 3.000 |(Helikopter), 1.550 bis 1.610
[m. 4. M] 1.400 bis 2.700 (Drohne)
... 102bis 5, .
Es/s:]hwmdlgkelt kurzzeitig mehr ir?bIZkza?n(Sl fangs katastrophaler Bergsturz |0 bis 0.02
als 20 m/d
halbjdhrlich bis | monatlich monatlich (Helikopter, halbjahrlich
Beobachtungs-  |tdglich wihrend wihrend 5 Monaten),
intervall schneefreier wochentlich bis tiglich
Periode (autonome Drohne)

Die Projekte weisen Ausdehnungen und Deformationen in unterschiedlichsten
Grossenordnungen auf. Diese Unterschiede werden bei der fotogrammetrischen Flugplanung
sowie bei der Georeferenzierung der Daten beriicksichtigt. Alternative Messtechniken wie
Radarinterferometrie oder punktuelle GNSS-Messungen werden, wo verfiigbar, fiir die
Diskussion der Ergebnisse miteinbezogen. Es handelt sich dabei jedoch nicht um
wissenschaftlich angelegte Experimente zur Validierung der Fotogrammetrie, sondern um eine
praktische Einschitzung zum Nutzen der verschiedenen Mess- und Analyseergebnisse.

2 Webportal TEDAMOS

Wihrend fiir Feldarbeiten je nach Projekt unterschiedliche Hardware und Methoden
erforderlich sind, kommt TEDAMOS bei allen vorgestellten Projekten gleichermassen zum
Einsatz. Es handelt sich dabei um einen webbasierten Datenviewer, welcher von Terradata AG
entwickelt wurde. Nebst klassischen geoditischen und geotechnischen Sensordaten konnen mit
dem Modul TEDAMOS Pixel auch fotogrammetrische Aufnahmen prozessiert und visualisiert
werden.

Sofern die Passpunkte mit einem gut detektierbaren Muster (z. B. Schachbrett) signalisiert
wurden, erfolgt die fotogrammetrische Auswertung ab dem Upload der Rohdaten bis hin zu den
fertig visualisierten Produkten vollstindig automatisiert. Qualititschecks und die Wahl
optimaler Settings erfolgen durch Algorithmen aus Eigenentwicklung, die umfangreicher
praktischer Erfahrungswerte optimiert wurden. So konnen eine schnelle Auswertung und eine
standardisierte Qualitdt erreicht werden.
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Fotogrammetrische Daten (Einzelepochen) konnen wie folgt visualisiert werden:

e  Orthofoto mit Hintergrundkarte und georeferenzierter Planiiberlagerungen
(Kartendienste und CAD-Dateien)

e Raster-DSM (2.5D-Oberflichenmodell) mit Hillshade oder DTM (falls
Klassifizierung vorhanden)

e  Zeichnen/Messen von Punkten, Linien, Flachen inkl. H6heninformation

e Uberlagerung von Symbolen, Vektoren und Diagrammen zusitzlicher Sensoren

e Viewer fiir Punktwolke und texturiertes Mesh

Vergleiche zwischen mehreren Epochen sind ebenfalls moglich:

e Hohendifferenz zweier Raster-DSM/DTM oder Hohendifferenz zu 2.5D-Plandaten

e Vergleich einer beliebigen Anzahl Epochen entlang einer Polylinie (H6henprofil)

e  Volumendifferenz (Auf- und Abtrag) innerhalb eines Polygons

e Feature Tracking: Verschiebungsvektoren von diskreten Features (je nach
Datensatz basierend auf Punkwolkenkorrelation oder Bildmessungen)

3 Brienzer Rutsch

Die Griinenfelder und Partner AG hat im Jahr 2025 11 fotogrammetrische Aufnahmen der
Brienzer Rutschs im Auftrag der Gemeinde Albula/Alvra prozessiert. Nebst eigenen
Aufnahmen wurden Daten der Firma Sixense Helimap SA sowie des WSL-Institut fiir Schnee-
und Lawinenforschung SLF verarbeitet.

3.1 Messkonzept Brienzer Rutsch

Die Genauigkeitsanforderungen sind moderat, da die Bewegungen schnell sind und der Hang
mit zahlreichen Sensoren iiberwacht wird. Unter anderem sind automatische GNSS-Sensoren,
Totalstationen, Radar-Interferometrie und ein Steinschlagradar im Einsatz.

Abb. 1: WingtraOne GEN II der Griinenfelder und Partner AG im Einsatz in Brienz/Brinzauls.
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Die Aufnahmen mit einer Auflosung von 4 cm werden im Normalfall mittels CORS-Daten
(Continuously Operating Reference Station) des Korrekturdiensts Refnet sowie mehreren
Passpunkten georeferenziert. Zusitzlich wurde der Einsatz einer lokalen Referenzstation mit
einem genau bestimmten Festpunkt ausserhalb des Rutschgebiets vorbereitet und getestet. Die
Passpunkte befinden sich im Bereich der Strassen westlich und 6stlich ausserhalb des
Rutschgebiets und werden periodisch kontrolliert. Im hoher gelegenen Bereich des Gebiets
konnen keine Passpunkte installiert oder temporér signalisiert werden. Die Datenerfassung
erfolgte mit einer Flichendrohne vom Typ WingtraOne GEN II (Abb. 1), ausgestattet mit
Vollformatkamera.

Das Messintervall ist flir dieses Projekt nicht fix definiert, sondern wird durch den
Friihwarndienst der Gemeinde Albula laufend an die aktuellen Entwicklungen angepasst. Eine
mogliche dauerhafte Installation einer autonomen Drohnenlésung wurde diskutiert, aber im
Gesamtbild als nicht lohnend betrachtet.

3.2 Resultate und Erfahrungswerte Brienzer Rutsch

Kosten

Die Wahl des Messkonzepts inkl. Preisgestaltung hat sich fiir das Jahr 2025 als richtig erwiesen.
Trotz einer Zuspitzung der Ereignisse Ende November konnte eine ausreichende Anzahl
Drohnenfliige durchgefiihrt und jeweils iiber Nacht prozessiert werden. Da die Beschleunigung
des Hangs im Bereich «Plateau Ost» nur iiber wenige Tage anhielt (Abb. 2) und sich von einem
anbahnenden Felssturz in einen langsamen Schuttstrom umwandelte, bestitigte sich die gezielte
Auslosung manueller Drohnenaufnahmen mit Abstand als kostengiinstigste Variante.
Gegendiiber einer Variante mit autonomer Drohne (z. B. DJI Doack) konnten geméss internen
Schétzungen ca. 60% an Kosten eingespart werden. Gegeniiber Helikopter-Aufnahmen zu
denselben Zeitpunkten konnten basierend auf groben Richtpreisen verschiedener Schweizer
Anbieter tiber 80% an Kosten gespart werden.
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Abb. 2: Weg-Zeit-Diagramm des permanenten GNSS-Rovers im Bereich «Plateau Ost» im Zeitraum
04.11.2025 bis 10.12.2025. Orange: horizontale Verschiebung, griin: vertikale Verschiebung.
Durchgefiihrte Drohnenfliige sind auf der Zeitachse rot markiert.


https://www.refnet.ch/
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Wahl der Drohne

Da die Durchfiihrung von BVLOS-Einsdtzen (Beyond Visual Line of Sight) erhebliche
administrative und sicherheitstechnische Hiirden mit sich bringt, ist der Einsatz einer
Flachendrohne fiir diese Grosse von Fluggebiet optimal. Trotz beschrankter Startmoglichkeiten
am Rande der Sperrzone konnten die Fliige dank der grossen und gut sichtbaren Drohne in
VLOS (Visual Line of Sight) erfolgen. Zudem konnten die Aufnahmen auch bei marginalen
Wetterbedingungen in sehr kurzen Wetterfenstern erfolgen, was mit einer langsameren
Multirotor-Drohne noch schwieriger gewesen wire.

Aufgrund der Geldndeform ist mit einer Flichendrohne eine Flugh6he deutlich hoher als die
nach EASA-Vorschriften iiblichen 120 m {iber Grund erforderlich. Der sichere und legale
Betrieb unter diesen Umsténden ist mit der SORA-Bewilligung (Specific Operations Risk
Assessment) und darauf abgestimmten Verfahren der Griinenfelder und Partner AG
sichergestellt.

Fotogrammetrische Resultate
Die fotogrammetrischen Produkte erfiillen beim Brienzer Rutsch primér folgende Funktionen:

e  Uberwachung der Teilgebiete, welche von anderen Sensoren schlecht abgedeckt
sind (insb. die hoher sowie flach liegenden Zonen, welche vom terrestrischen Radar
nur schleifend erfasst werden).

e Schnelle und zuverldssige geometrische Messungen und Berechnungen wie
beispielsweise Abbruchvolumen und Hohenunterschiede zur Validierung
geologischer Modelle und Prognosen

e Visueller Gesamtiiberblick iiber die Entwicklungen am Rutschhang (gezeigt am
Beispiel «Plateau Ost» in Abb. 4 sowie im flichendeckenden Hohenvergleich der
Rastermodelle Abb. 3)

Hoemeegeich (2} 675 cm Abb. 3: Direkter Hohenvergleich der Epochen
vom 04.11.2025 und 10.12.2025
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Abb. 4: Orthofoto (oben), Raster-DSM (Mitte) und texturiertes Mesh (unten) des Plateau Ost im

Zeitraum November bis Dezember 2025. Die horizontale und vertikale Verschiebung der
Uberreste des Plateaus betriigt jeweils ca. 50 m.

3.3 Vergleich mit weiterfiihrenden Analysen des SLF

Wie in Abb. 5 links gut sichtbar, eignet sich der direkte Vergleich der Hohenmodelle nicht
optimal fiir die Analyse der Vorwirtsgeschwindigkeit der Rutschung. Es entstehen
schattenartige Artefakte im Hohenvergleich, da die Horizontalkomponente nicht geschétzt und
bei der Berechnung der Hohendifferenz nicht korrigiert wird. Die in /Manconi et al. 2024/
beschriebene DIC-Methode (digital image correlation) ermdoglicht eine komponentenweise
Bewegungsanalyse und zeigt anhand der exemplarisch zur Verfligung gestellten Auswertung
in Abb. 5 rechts fiir den Schuttstrom unterhalb des Plateaus plausible Resultate in der Nord-
/Sid-Komponente. Es wére zu erwarten, dass das in Abschnitt 4.2 gezeigte
punktwolkenbasierte Feature Tracking vergleichbare Resultate liefert. Aktuell liegt fiir den
Brienzer Rutsch jedoch keine Analyse mit Feature Tracking vor, die einen direkten Vergleich
der beiden Methoden ermdoglichen wiirde.
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e

Abb. 5: Gegeniiberstellung  von  direktem  Hohenvergleich  mit  gut  erkennbaren
«Schattierungsartefakten» (links) und Horizontalkomponente aus DIC (rechts) im Bereich der
«Schutthalde oben». Es handelt sich um geringfiigig andere Zeitrdume und Bildausschnitte
und somit um einen nicht quantifizierbaren Vergleich. Die exemplarische DIC-Auswertung
wurde von der Forschungsgruppe fiir alpine Fernerkundung des SLF zur Verfiigung gestellt.

Bei sehr grossen Unterschieden zwischen zwei Epochen (beispielsweise im Bereich des stark
beschleunigten und stiickweise zerfallenden Plateaus Ost) schldgt die DIC-Analyse fehl. Im
vorliegenden Fall wiére somit eine hohere zeitliche Auflosung erforderlich, um die Kinematik
des Plateaus Ost mit DIC detailliert abzubilden. Aus praktischer Sicht wire aber aufgrund der
Witterung selbst mit einem stdndig verfligbaren (autonomen) Drohnensystem kaum eine
ausreichende Messfrequenz erreichbar gewesen. In einer solchen Situation garantieren somit
nur die direkten Vergleichsmethoden ein Resultat. Wenn damit auch keine automatische
komponentenweise Bewegungsanalyse moglich ist, so konnen mit TEDAMOS Pixel durch
Schnitte im Hohenprofil zumindest manuell Abschédtzungen iiber horizontale und vertikale
Verschiebungen getroffen werden (Abb. 6).

Bei anderen Messtechniken, welche intrinsisch auf Korrelationsmechanismen beruhen
(beispielsweise Radarinterferometrie) konnen aufgrund abrupter Verdnderungen ebenfalls
fehlerhafte Resultate entstehen. Eindriicklich wurde dies in /Manconi 2021/ gezeigt, wo
DInSAR-Messungen (differenzielle Radarinterferometrie) mit geoditischen
Kontrollmessungen verglichen wurden. Der sogenannte «phase aliasing»-Effekt fiihrte am
Beispiel der Moosfluh-Rutschung dazu, dass eine (geoddtisch nachgewiesen) beschleunigte
Bewegung mittels DInSAR-Methodik félschlicherweise als linearer Bewegung aufgefasst
wurde.

Punktuelle geoddtische Sensoren oder Fotogrammetrie (direkte Vergleiche ohne
korrelationsbasierte Auswertung) konnen also helfen, Radar-Messungen zu verifizieren und
mogliche Cycle Slips festzustellen.


https://www.slf.ch/de/ueber-das-slf/organisation/forschungseinheiten/alpine-umwelt-und-naturgefahren/alpine-fernerkundung/
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Abb. 6: Lingsschnitt durch das Plateau Ost (2.5D-Oberflichenmodell) zu verschiedenen Zeitstinden
im Zeitraum 04.11.2025 bis 10.12.2025.

4 Blockgletscher Hiibschhorn (Murgang)

Im Unterschied zum Brienzer Rutsch waren bei Messbeginn im Friihjahr 2024 keinerlei
Geodaten verfiigbar, die einen systematischen Aufschluss liber die Bewegungen des Bergs
gaben. Die Uberwachung wurde mit Fotogrammetrie als primires Messsystem lanciert. Eine
Machbarkeitsanalyse sowie ein Preisvergleich mit Helikopteraufnahmen fiihrten zum
Entscheid, die Aufnahmen mit einer Flichendrohne durchzufiihren. Weitere Sensoren wurden
kurz nach Projektbeginn aufgrund eines grossen Murgangs installiert. Diese dienen primér
einem Alarmsystem zur automatischen Strassensperrung im Fall eines grosseren Ereignisses.
Ein weiterer Unterschied zum Brienzer Rutsch ist der Umstand, dass die
Massenverschiebungen am Hiibschhorn im Zusammenhang mit dem Auftauen des Permafrosts
stehen. Der Brienzer Rutsch hingegen liegt deutlich unter der Permafrostgrenze.

4.1 Messkonzept Blockgletscher Hiibschhorn

Die Herangehensweise fiir die Uberwachung des Hiibschhorns und der sich darunter
befindenden Galerie Engi der Simplonpassstrasse ist technisch vergleichbar mit der Befliegung
des Brienzer Rutschs. Das Gebiet ist jedoch grosser und hoher gelegen, was in der Praxis einen
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VLOS-Flug unmoglich macht (auch dort kann das Zentrum des Gebiets aus Sicherheitsgriinden
nicht betreten werden und eignet sich zudem nicht als Startplatz). Fiir die Durchfiihrung des
Drohnenflugs nach dem EVLOS-Prinzip (Extended Visual Line of Sight) wird ein Beobachter
eingesetzt. Zudem muss die Drohne von verschiedenen Positionen gestartet werden, die
teilweise nur zu Fuss (ca. 1h Aufstieg) erreichbar sind.

4.2 Resultate und Erfahrungswerte Blockgletscher Hiibschhorn

Die in den Sommermonaten 2024 und 2025 erfassten Daten weisen eine hervorragende
Hohengenauigkeit und eine, gemessen an der Ausdehnung von knapp 4 km2, hohe Auflosung
von 2 cm/Pixel auf. Die hoher gelegenen Zonen, die stark in Bewegung und regelmissig von
Abbriichen betroffen sind, sind vegetationsfrei und lassen sich mittels Feature Tracking sehr
gut beobachten. Hierzu wird ein punktwolkenbasierter Korrelationsalgorithmus verwendet. Die
resultierende Vektorschaar kann interaktiv in der Karte als Verschiebung oder Geschwindigkeit
sowie auch als Weg-Zeit-Diagramm einzelner Punkte betrachtet werden (Abb. 7).

.
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Abb. 7: Punktwolkenbasiertes Feature Tracking am Blockgletscher Hiibschhorn mit Vektorschar
(horizontale Geschwindigkeiten) und exemplarischem Weg-Zeit-Diagramm fiir ein
Punktfeature mit 3D-Verschiebungs- und Geschwindigkeitskomponenten.
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5 Bergsturz Kleines Nesthorn (Blatten VS)

Eine Deformationskamera zur Uberwachung des Birchgletschers unterhalb des Kleinen
Nesthorns registrierte Mitte Mai 2025 mehrere Felsabbriiche am Kleinen Nesthorn, die auf den
Birchgletscher stiirzten. Am 14. Mai wurde dadurch ein erster Murgang ausgeldst, worauf sich
die Situation innert weniger Tage zuspitzte'.

Am 19. Mai erfolgte ein erster Rapid Mapping Einsatz durch die swisstopo (Quick Orthofoto
ohne Hoheninformation). Zeitgleich begann die Terradata AG mit der Ausarbeitung eines
Uberwachungskonzepts im Auftrag des Kantons Wallis. Innert wenigen Tagen folgte eine erste
kombinierte Aufnahme mit LiDAR und Fotogrammetrie durch Sixense Helimap SA sowie die
Datenprozessierung und -visualisierung mit TEDAMOS. Wihrend der Planung weiterer
Folgemessungen mit Drohnen ereignete sich am 28. Mai ein grosser Bergsturz, bei dem das
mittlerweile evakuierte Dorf Blatten nahezu vollstindig verschiittet wurde.

Am Folgetag wurde ein weiterer Helikopterflug durchgefiihrt und prozessiert und ab dem 30.
Mai war in Kooperation mit der Remote Vision GmbH ein autonomes Drohnensystem im
Einsatz, um den unteren Teil des Gebiets (primér das verschiittete Dorf und der sich aufgestaute
See) taglich zu vermessen.

5.1 Erkenntnisse aus dem Messkonzept Blatten

Bei diesem sehr grossen und anspruchsvollen Gebiet mit steilen Felsen, Gletscher und einer
Hohendifferenz von iiber 2000 m erwies sich ein moglichst schneller und flichendeckender
Helikoptereinsatz als beste und zuverldssigste Methode. Angesichts der akuten Gefahrdung des
gesamten Dorfes spielten dabei die Kosten eine untergeordnete Rolle. Zudem wire der Einsatz
einer Drohne sowohl administrativ (BVLOS) als auch technisch (begrenzte Flugleistung im
hochalpinen Geldnde bei starkem Wind und teilweise marginalen Sichtverhiltnissen)
kurzfristig nicht umsetzbar gewesen.

A

MONITORING SOLUTION

SWISS

Abb. 8: Eines von zwei DJI Dock-Systemen fiir die tigliche Uberwachung des Dorfes Blatten VS.

! https://de.wikipedia.org/wiki/Bergsturz_von_Blatten
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Das kurz nach dem Bergsturz installierte Drohnensystem (Abb. 8) ist BVLOS-zertifiziert. Dies
ermoglichte einen neuen drohnenbasierten Ansatz fiir fortlaufende Aufnahmen, der in diesem
Fall die meisten Schwachpunkte eines manuellen Drohneneinsatzes l6sen konnte. Das
Fluggebiet wurde auf die niedrigeren Hohenlagen beschréinkt, zudem konnten die Einsétze dank
des stindig einsatzbereiten Systems optimal auf die Windverhéltnisse abgestimmt werden.
Durch eine Aufstockung auf zwei zeitgleich operierende Fluggerdte wurde die tédgliche
Befliegung eines nahezu 4 km?2 grossen Gebiets ermoglicht und der Bedarf fiir Aufnahmen aus
dem Helikopter auf einen Einsatz pro Monat gesenkt. Dieses System ist auf ldngere Sicht auch
giinstiger als manuelle Einsitze, da die Anreisezeit entféllt. Es muss jedoch im Betrieb durch
eine Person mit BVLOS-Ausbildung iiberwacht werden und kann somit nach den aktuellen
Vorschriften nicht vollstindig autonom agieren. Die bisherige Praxiserfahrung bestétigt diese
Forderung, da Konflikte mit anderen Luftfahrzeugen nicht in alles Szenarien automatisch geldst
werden konnen.

5.2 Resultate und Erfahrungswerte Blatten

Die fotogrammetrische Uberwachung des Dorfes mit dem sich aufstauenden Fluss Lonza war
fiir die Behorden eine dusserst relevante, zuverldssige und stets aktuelle Datengrundlage. Auch
ohne Verdffentlichung quantitativer Angaben ldsst sich an Abb. 9 erahnen, wie mittels der
online verfiigbaren Werkzeuge schnell ein sehr genaues Bild der Lage geschaffen werden
konnte. Sowohl visuell iiber die Verdnderung des Orthofotos aber auch dank praziser
Hohenangaben konnte die Situation laufend beurteilt werden. Eines der wichtigsten Kriterien
fiir den Praxisnutzen der Uberwachungsmessungen war in diesem Fall nicht die Genauigkeit,
sondern zuverldssige, schnelle und moglichst benutzerfreundliche Bereitstellung der Daten. Die
Verwaltung sdamtlicher Ergebnisse aus den Helikopter- und Drohnenaufnahmen iiber eine
einzige webbasierte Plattform trug massgeblich dazu bei, diese Anspriiche zu erfiillen.
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Abb. 9: Hohenprofil entlang Polylinie durch das verschiittete Gebiet in Blatten. Exaktes
Aufnahmedatum und Hohenskala verdeckt.
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6 Felssturz Starlera

Die Uberwachung des Felssturzes Starlera sollte als Demonstrationsprojekt in Zusammenarbeit
mit dem Tiefbauamt des Kantons Graubiinden dienen, um den Nutzen von Fotogrammetrie fiir
die hochgenaue Uberwachung kleinrdumiger Felsstiirze zu priifen. Leider musste das Projekt
im Zuge einer Felsrdumung nach einer einzigen, terminlich vorgezogenen Folgemessung
abgebrochen werden. Dennoch konnte eine sehr hohe Messgenauigkeit und ein entsprechendes
Potenzial fiir die Uberwachung sehr langsamer Prozesse nachgewiesen werden.

L

Abb. 10: Totalstation, Vermessungsdrohne und Spezialtarget zur Uberwachung des Felssturzes Starlera
im Averstal.

6.1 Erreichbare Genauigkeit

Zum Einsatz kamen 12 tachymetrisch eingemessene Spezialtargets als Passpunkte, die das
ganze Gebiet engmaschig abdecken. Die Installation erfolgte durch Fachpersonen als Arbeit
am hingenden Seil. Die fotogrammetrischen Aufnahmen wurden mit hoher Uberlappung und
unterschiedlichen Kameraausrichtungen erstellt. Dazu wurde eine Multirotor Drohne mit
Vollformatkamera eingesetzt. Ein Teil der Messeinrichtung ist in Abb. 10 ersichtlich.

Im Bereich der stabilen Strasse betrdgt der als Messunsicherheit interpretierbare
Hohenunterschied zwischen den beiden Epochen flichendeckend weniger als 5 mm (siche Abb.
11 links). Im Bereich scharfer Felskanten und starken Uberhiingen ist mit einer reduzierten
Genauigkeit aufgrund der leicht unterschiedlichen 3D-Rekonstruktionen zu rechnen. Ebenfalls
sind Teile der Felsen mit Vegetation bedeckt, die stellenweise einen aussagekréftigen Vergleich
verhindert. Insgesamt wird auf wohldefinierten Oberflichen eine flichendeckende
Messgenauigkeit erreicht, die sich nur wenig von einer direkten reflektorlosen Messung mit
Totalstation oder terrestrischen Laserscanner unterscheidet.
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6.2 Herausforderungen bei der Visualisierung

Die Beurteilung und Visualisierung der tatsdchlichen Deformationen gestaltete sich als
schwierig und wurde aufgrund des vorzeitigen Projektabbruchs nicht abschliessend geldst.
Verschiedene Ansitze wie die Auswertung in einem um 45° rotierten Koordinatensystem
(Kippung des steilen Hangs in die Horizontalebene), die Berechnung von
Verschiebungsvektoren aus Bildmessungen markanter Punkte aber auch direkte
Punktwolkenvergleiche nach der M3C2-Methodik wurden gepriift.

Abb. 11: Hohenvergleich im Strassenbereich (links, Farbskala +/- 2 cm) und im Bereich des Felssturzes
(rechts, Koordinatensystem um 45° verkippt, Farbskala +/- 10 cm).

Unabhingig von der Berechnungsmethode zeigt sich, dass eine Visualisierung mittels diskreter
Vektoren mehrere Vorteile gegeniiber einer flachenhaften Einfarbung des Rastermodells (Abb.
11 rechts) oder der Punktwolke hat: Im Gegensatz zu Farbskalen, die bei stark variierenden
Deformationswerten entweder schnell saturieren oder Farbbereiche ganz abschneiden,
funktioniert eine Vektordarstellung fiir eine deutlich grossere Bandbreite an Verschiebungs-
oder Geschwindigkeitswerten. Zudem kdnnen Flichen mit Bewuchs gezielt aus der Analyse
ausgeschlossen werden. Letztlich wird bei einer vektorbasierten Darstellung das Orthofoto
nicht von einem Falschfarbenbild iiberdeckt, was eine sofortige visuelle Kontrolle der
Oberflachenbeschaffenheit (Vegetation vs Fels) im Bereich der Punktfeatures ermoglicht.
Diese Visualisierungsform findet deshalb auch in anderen fotogrammetrischen
Uberwachungsprojekten mit hohem Vegetationsanteil Anwendung (beispielsweise am
Riedberg bei Gampel VS, Abb. 12).


https://www.cloudcompare.org/doc/wiki/index.php/M3C2_(plugin)
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Abb. 12: Vektorbasierte Visualisierung der Rutschung Riedberg VS mit Orthofoto-Hintergrund.

7 Fazit

Die vorgestellten Projekte bieten einen Uberblick iiber unterschiedliche Anwendungsfille von
Fotogrammetrie im Zusammenhang mit alpinen Naturgefahren. Mehrfach wurde gezeigt, dass
der Einsatz von Drohnen als kostengiinstige Alternative zu Helikoptereinsidtzen eine bessere
Datengrundlage durch héufigere (bis hin zu téglichen) Aufnahmen ermoéglichen kann. Die
automatisierte Auswertung sowie die digitale Verwaltung und Visualisierung der Daten mit
TEDAMOS erwies sich in verschiedenen Projekten als wesentliches Element zur
termingerechten und fiir den Endkunden benutzerfreundlichen Losung der Aufgabenstellung.
Die erreichbaren Genauigkeiten und raumlichen Ausdehnungen erlauben den Einsatz in einer
Vielfalt an Szenarien und stellen gleichzeitig hohe Anforderungen an die Methoden der
Deformationsanalyse und die Visualisierung der Resultate.
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Abstract

Systematic effects on total station measurements arising from solid glass corner cube prisms
can lead to deviations at the mm-level. We show that these deviations can be mitigated by
forward modeling based on geometrical optics and assumed properties of the reflectors, or by
empirical modeling based on calibration measurements with a variety of reflector poses.
Establishing the forward model is less costly, but some empirical modeling is required to
derive necessary pa-rameters which are not disclosed by the manufacturers. Empirical
modeling can better account for specific deviations of individual prisms and for deviations
related to the particular data pro-cessing within a total station. Corrections obtained by
modeling are applicable to measurements of moving prisms, e.g., for tracking drones or
construction machines, and to geodetic network measurements where differences exceeding 5
mm could result from uncorrected prism effects even when using high-precision single prisms.

1 Introduction

Precise distance and angle measurements using a total station typically require a retro-reflective
prism as signalization of the target point. In surveying, solid glass corner cubes are normally
used for this purpose; see e.g., Rueger (1996). Refraction at the prism’s front face and the lower
propagation speed inside the glass significantly affect distance and angle measurements. An
additive constant can compensate for these effects only if the prism is perfectly aligned with the
incoming line-of-sight (LoS). With other prism orientations, and in particular when using prism
assemblies like a 360-degree reflector, systematic deviations at the level of several mm can
arise, see e.g., Heister (1998), Favre und Hennes (2000), Braun (2015), Lackner and Lienhart
(2016). These effects can surpass the quality specifications of the reflectors and arise from
their use, particularly with large angles of incidence (AOI) of the measurement beams onto the
prisms.

For laser tracker measurements, hollow corner cube prisms are typically used nowadays, i.e.,
prisms with orthogonal reflective surfaces but air instead of glass in front of them, or only a thin
protective layer of glass. Such reflectors are usually too expensive and not robust enough for use
in surveying. Other means of mitigating deviations due to the reflector are needed. The effects
are smaller for reflectors with smaller prisms, and manufacturers have developed reflectors that
minimize certain effects over relatively large ranges of reflector orientations, see e.g. Bernhard
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et al. (2008). Nevertheless, the effects can limit the accuracy in practical applications. Due to
their systematic nature, it is in principle possible to mitigate them.

We show that compensation by forward modeling based on geometrical optics and assumed
properties of the prisms and reflectors is possible, or by empirical modeling based on calibration
measurements with a variety of prism poses. Establishing the numerical forward model is less
costly, but some empirical modeling is required to derive necessary parameters of the prisms
and total station which are not disclosed by the manufacturers. Empirical modeling, on the other
hand, can better account for specific deviations of individual prisms (rather than prism types)
and for deviations related to the particular data processing within a total station, especially in
relation to image-based angle measurements (e.g., ATR for Leica instruments).

The present study has not yet provided a comprehensive solution of the problem. However,
encouraging results were achieved with relatively simple calculations, and priorities for fur-
ther development can be identified using these results. Corrections obtained by modeling as
presented herein are applicable to tasks with moving reflectors, e.g., for tracking drones, tilted
INS-based poles, and to geodetic network measurements where differences exceeding 5 mm
could result from uncorrected prism effects and be forced into observation residuals, primarily
of horizontal and vertical angles, even when using high-precision single prisms.

D/l

Fig. 1: Geometry and key elements of a corner cube prism with a principal ray (red) incident
under an angle-of-incidence o from position 7" (left); key elements in plane 77 (right).

2 Theoretical forward modeling

The idea of forward modeling is to assume the position and orientation of a reflector % relative
to the total station .7 as known, calculate the beam path using geometrical optics, and determine
the deviations of the apparent target point R’ from the reflector’s true reference point R.

A corner cube prism is obtained by cutting a cube of glass into a triangular pyramid with an
equilateral triangle as its base. We follow the terminology used by Peck (1948): The base is the
front face 1y of the prism (see fig. 1, left). We denote the equal lengths of the orthogonal edges
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from the corner E to 7y as a, and the orthogonal projection of E onto 7y as pole P. The depth D
of the prism, i.e., the distance EP is D = a/ /3. The outward pointing unit normal vector of Ty
is ny, and the line through E and P, parallel to ny, is the prism axis. Real prisms for surveying
are often cut out further, e.g., to have a round front. For our purposes, it is sufficient to represent
this by a mask at the triangular front face and by calculating only beams that enter and leave the
prism through the transparent part of this mask.

Typically, distances measured using EDM and a reflector are corrected by an additive (reflector)
constant ¢ such that they refer to R. However, a fixed value is not sufficient to achieve this
correction for all prism orientations. Manufacturers take this into account by choosing glass
with an appropriate refractive index (below 1.5 to above 1.7), mutually adapting the size of
prisms, the geometry of the reflector, and the (typically negative) value of ¢ such that the impact
of the prism on the measured distances is negligible over a certain range of orientations. The
choice can be such that R is obtained if the prism face is (nearly) orthogonal to the EDM
measurement beam (AOI= 0). For this case, and assuming that R lies on the prism axis at a
distance f behind the front face (see fig. 1), this means (see e.g., Riieger, 1996):

1
c=f—-D-—. (1)
nG
In eq. (1), the group index of air has been neglected. Only ng, the one of the glass at the EDM
wavelength needs to be taken into account. Surveying prisms are often coated. This has an
impact on the noise level of the measurements and the deviations modeled herein. However, we

neglect this, herein, and leave potential related improvements of the model for later.

Each incident ray reaching the front face under a suitable angle and at a suitable location will
be reflected three times within the prism—once on each of the orthogonal internal faces—, and
leave it as emanating ray at a different location but parallel to the incident ray. Unless stated
otherwise, we will subsequently only refer to such parallel rays as incident and emanating, and
we will assure not to use others for the calculation. All parallel incident rays have the same path
length within the prism, see e.g., Riieger (1996). We can study the impact of a prism on total
station measurements by analyzing the path of the principal ray, i.e., the incident ray which
enters and exits at the same point /.

Figure 1 shows the situation for a principal ray reaching the prism in the direction of a unit
vector 1 from a total station at T'. The ray intersects 7y at an incidence angle o in point / and
changes direction according to Snell’s law. It reaches E directly along the straight line from /
and returns to 7 along the same path. The point / where it enters and leaves the prism is the
principal point for the direction 1. The incident ray, the refracted ray and the normal vector of
the interface lie in a plane (Mahajan, 2014, p. 15). We denote it as w7. Also, E, P, T and the
intersection J of the straight line from 7 to E lie in 7. This allows us to study the refraction at
the front face in this plane, i.e., in 2D, see fig. 1 (right).

If T were on the prism axis, we would have I = P and the ray would cover the distance D
within the prism. Since the refractive index ng of the glass differs from the one in air, this
distance would appear as D" = ng /ng;; - D, and the total station would yield the coordinates of
the apparent corner E”. Adding the reflector constant would move E” along the prism axis. If
the reflector’s reference point R is also on the prism axis, using the value of ¢ as of eq. (1) would
correct the distance such that the calculated point is R instead of E”.
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However, if the prism axis does not point exactly to the total station, the situation is more
complicated. The principal point is not known beforehand. It is on g7 between J and P, but its
distances e and e, from these two points need to be calculated. Given X7, Xg, and n¢ in the
same coordinate frame, we can calculate xp and x; in that frame, as intersections of the prism
axis and the chord TE with 7ty. The angle of incidence Y in J can be calculated from ny and the

unit vector s pointing from 7 to E; it serves as an approximation o (©) of the AOI in I:
Y= arccos(—n]Tc .s):=a® )

If T is far from the prism, a will practically be equal to . To also account for other situations,
we calculate o and [ by iteration using Snell’s law, the unit vector e between P and J, and the
geometrical situation depicted in fig. 1:

B(i) = arcsin(E -sin a(i)) R arcsin(i -sin a(i)> 3)
nG nG
el! = D-tan g )
X\ =xp+el e 5)
(i)
10— X X1 (6)
A el
ol = arccos(—n} S10) (7

In our later calculations, we terminate the iterations when o changes by less than 10~ °rad,
which corresponds to sub-micrometer accuracy for e; and I. We then check whether I, as
obtained from eq. (5) in the last iteration, lies within the transparent part of the front face mask.
If not, the prism cannot be measured from 7 for the given relative position and orientation.

Fig. 2: Coordinate frames used for
the calculations: total station’s
topocentric frame (t-frame), re-
flector frame (r-frame), ans
prism frame (p-frame) for a re-
flector with a single prism.

The total station’s angle measurements represent the direction of 1. The calculated ("apparent’)
target point lies in that direction from 1. Without ¢ added, it is the apparent prism corner E';
with ¢ added (c < 0) to the distance measurement, it is R’. The deviations of the measurements
follow as the differences between R’ and R. Herein, we define them as ‘expected/observed
minus true’ and quantify them in terms of distance, horizontal angle, and zenith distance. For
plotting and assessing, we convert the angular deviations to metric ones, because the impact of
the prism orientation on the angles is actually an apparent eccentricity of the target.

Ultimately, we need the coordinates of R’ and R in the total station’s left-handed Cartesian
coordinate frame (t-frame). For convenience, we model the reflector through its own left-handed
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Cartesian frame (r-frame) with origin in R and axes aligned with distinct directions on the
reflector, such that its orientation relative to the total station can easily be expressed using a
rotation matrix R. or an axial vector Y. (e.g., Euler angles). Finally, we associate the prism
with a right-handed Cartesian frame (p-frame) whose origin is in £ and whose axes coincide
with the orthogonal edges of the prism. The prism’s pose in the reflector is then represented by
xp and R}, Fig. 2 shows these frames for a reflector with one prism. Without loss of generality,
we carry out the above iterations in the p-frame.

Reflector with single prism

For forward modeling in case of a reflector with a single prism we choose appropriate values for
the prism depth D, for ng as a function of wavelengths (e.g., as a look-up table), for the prism’s
orientation W; and corner Xy in the r-frame, and for the front face mask. All this defines
the reflector #. Then, the position X% and orientation y’. of the reflector in the t-frame must
be defined, and finally the relevant details of the total station 7. Herein, the latter comprise
only the EDM carrier wavelength, the wavelength of the target illumination used for angle
measurement, and the reflector constant c.

As an example, we present results for a Leica standard prism (GPH1) and mini prism (GMP101)
‘measured’ from 30m distance using a hypothetical total station with different wavelengths,
chosen to highlight the sensitivity w.r.t. prism size and wavelengths, see fig. 3. The parameters
of the prisms are given in tab. 1. The reflector is rotated stepwise from —60 to 60 gon about
its vertical axis while R and 7' remain at the same height. The deviations increase with AOI
(here: magnitude of rotation). They stay below 1 mm for distances with AOI up to 40gon
and hardly exceed 2mm even at the extremes. However, they reach 7mm horizontally and 4
vertically. The deviations are 50% smaller for the smaller prism. The angular deviations are
practically independent of the wavelengths but the distance deviations depend strongly on the
EDM wavelength because the fixed value of ¢ is appropriate for only one specific wavelength.
So, while—in the forward modeling as in the real world—the additive constant must be properly
chosen for the specific combination of instrument and reflector, the above calculations can be
carried out using only the group refractive index ng of the EDM.

Reflector with multiple prisms

To model a reflector & with more than one prism, e.g., a 360-degree reflector, each prism (py)
must be defined in terms of Dy, ng,, front mask, xz and 7}, , and the apparent target points R;k
of these prisms, calculated exactly as above, must be combined into an overall target point R',.
That combination should resemble the measurement process of the total station.

It is hard to imagine that the individual prisms would contribute to the distance other than
through a weighted average, where the weights correspond to the signal power returned by the
individual prism and thus to the position of the prism within the EDM beam profile, the AOI and
the area of the respective front face through which emanating rays reach the total station (active
area). Also for the angle measurements the overall result will likely be a weighted average of
the angles corresponding to the individual prisms, but the weights could depend on additional
parameters (e.g., in case of advanced image processing within the total station), or could be 0
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for all but one prism (e.g., if the angle measurement beam is narrowly focused or the image
processing distinguishes the prisms).

Herein, we take a simple approach by averaging the R;k with weights proportional only to the
active area of the prisms. We thus neglect the potential impact of the power distribution within
the beams, of the pointing by the total station, and of potential advanced image processing
within the total station. The results indicate, that already this simple model yields astonishing
agreement between forward modeling and real measurements, see sec. 3.
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3 Empirical modeling

The deviations can also be determined experimentally. For full empirical modeling, measure-
ments need to be made with a sufficiently large variety of distances and 3d orientations of the
reflector to enable interpolation for arbitrary configurations. Such modeling would account for
most or all factors so far neglected in the above forward model and would thus be potentially
more accurate. However, it is costly to establish and requires appropriate filtering to mitigate
the impacts of measurement noise.

: Lab setups for empir-
ical determination of
prism effects: (a) ro-
tation table on trol-
ley of horizontal com-
parator (ETH Ziirich),
(b) prism mounted on
industrial robot (TU
Wien).

Instead of aiming for a full empirical model, we use a small set of experiments herein to assess
the quality of the results from the forward model and to identify needs and potential for its
further development. We carried out measurements with a Leica TS60 and various reflectors on
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the horizontal comparator bench in a lab at ETH Ziirich, see fig. 4a, and with a Leica MS60 and
various reflectors on an industrial robot (Universal Robots URS5 collaborative robotic arm) in a
lab at TU Wien, fig. 4b.

Figure 5a shows results with a Leica GPHI1 reflector at a distance of 30 m from the TS60. The
prism’s front face was vertical, the TS60 and the reflector were at the same height, and the
reflector was rotated about its standing axis in steps of 1deg within +65deg (0: AOI=0; > O:
clockwise, as seen from top). At each step, 10 measurements were recorded. The figure shows
the deviations of the original measurements (gray dots) and their mean (blue line) from the
mean value at rotation 0. The predictions from the forward model (parameters see tab. 1) are
plotted as dashed red lines; the thin, solid red lines are obtained when predicting for a 4gon
lower rotation angle, e.g., to account for an undetected initial misalignment of the setup.

Simulation and measurements differ by less than 0.5 mm for AOI up to 40deg and about 1 mm
for larger AOI. The predicted horizontal deviations fit almost perfectly when assuming the mis-
alignment of —4gon. However, the predicted distances fit almost perfectly when not assuming
this misalignment. We do not yet know the reasons for this discrepancy; possibly they are re-
lated to geometric deviations of the reflector, similar to the ones studied in Losler et al. (2026).
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Fig. 5: Predicted and observed deviations of total station measurements on reflectors for differ-
ent rotation (no tilt); GPH1 (a), GRZ4 (b).

Fig. 5b shows similarly obtained empirical and predicted deviations for a Leica GRZ4 reflector
in upright position, 30 m from the total station, and with clockwise rotation by 400 gon. Based
on the reflector design (6 prisms, alternately flipped upside down and tilted up-/downwards)
we expected that the deviations exactly repeat every 120deg (133 gon) for the angles and ev-
ery 60deg for the distances. We see this, within about 0.3 mm, for the distances and the vertical
angles, but the pattern of the horizontal deviations differs by up to about 1 mm from this repeata-
bility. Sub-mm accuracies of calculated corrections, if possible at all for such reflectors, would
likely require adaptation to the individual prism, not just prism type. The figure also shows
outliers at specific orientations, a similar effect as the one shown and discussed in Lackner and
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Table 1: Parameters used for forward modeling of various reflectors. Except ¢, these values
are assumptions and may not correspond to the true values, which are not directly
observable and not publicly available.
Reflector | D /mm X/, /mm ng @658nm? | ¢/mm®| Comments
GPH1 39.55 —13.35|0|0 1.535 —34.4 | Size determined for D(AOI = 0) < 0 with ¢ = 34.3mm
GMP101 19.33 —6.56/00 1.535 —16.9 | GPHI scaled to yield c = 34.4 — 17.1 mm
GRZ4 19.19 0]0]0 1.535 —11.3 | Size from outside dimensions and assumed X7
GRZ122 18.19 | 3.46|0]|2.45 1.700 —11.3 | D, XY and n adapted to outside dimensions and 8D =0°

4 Except for GRZ122 the refractive index of BK7 glass according to Riieger, 1996 was used. Only the group index for the
EDM wavelength of the TS60 is reported here. For GRZ122 n was assumed constant; according to Bernhard et al. (2008),
the actual value is likely even higher than 1.7.

b These are absolute prism constants; Leica typically reports the constants relative to GPH1, i.e., ¢ 4+ 34.4mm.
¢ 6D = 0 indicates the average distance deviation over 360 deg rotation of the vertical prism, with ¢ = —11.3mm.

Lienhart (2016). Such errors can almost certainly not be predicted with sufficient accuracy for
compensation, but the model can be used to identify the AOI and the principal point on each
prism of the reflector and thus to detect situations in which large deviations are more likely
than in others; this can be used as an information for weighting observations in subsequent
processing.

We used an industrial robot for measurements with a Leica GRZ122 reflector tilted from —35 to
35deg (towards/away from the total station) and rotated between 0 and 355 deg about the tilted
axis. The distance was about 25m. The reference point R remained at the same height as the
total station for all orientations. Rotation and tilt were incremented in steps of 5Sdeg. Measure-
ments were carried out automatically at each orientation. For determining the deviations, each
pose of the 360-degree prism was revisited with the robotic arm and a standard round prism,
manually aligned in the direction of the total station. The deviations of the polar coordinates,
derived from these measurements, thus include the uncertainties of the reference measurements
and of the repeatability of the robotic arm (0.1 mm according to the specification).
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Fig. 6: Deviations (measured minus expected) of total station measurements on Leica GRZ122
for different tilt and rotation (left: measurements; right: forward model).

The results are visualized in fig. 6 (left). The circular repeatability of the deviation patterns with
prism rotation is plausible given the specific assembly of the six prisms on this reflector. It is
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obvious that the deviations in azimuth and zenith distance increase in magnitude with increasing
tilt, exceeding 6 mm in extreme cases.

Despite small differences, particularly in absolute magnitude, the predicted deviations from the
forward model, fig. 6 (right), match the empirical results well. The differences are likely due
to the simplifying assumptions regarding the total station’s measurement process, the geometry
and refractive index of the prism (see tab. 1), but also to remaining uncertainties of the experi-
mental measurements and chosen reference values. Nevertheless, the results indicate that it may
be possible to practically compensate a large part of the prism effects by numerical modeling.

4 Compensation of effects

The above theoretical and empirical models represent the deviations dp of the total station
measurements, in the sense ‘expected minus true’, as a function of the true coordinates (X%)tme
and orientation ()" of the reflector relative to the total station:

8p := [6D,8Hz, 8Zd)" = £ 7 5 ((xg)™e, (yh)™e). (8)

Given a reasonable approximation (y/’.)*P™ of the reflector’s orientation, the function f7 ¢ for
the specific (type of) reflector % and total station .7 can be used to mitigate the prism effects
on the measurements p"% output by the total station:

pcorr — praw _ fy,% ((Xﬁe)corr’ (Wz;)aprx>. (9)

It may be sufficient to evaluate eq. (9) with the reflector coordinates (x%)™", directly corre-
sponding to the raw total station measurements, instead of the ‘corrected’ ones, (Xﬁe)“’“, which
need p°" for calculation. However, a refined approach may need solving eq. (9) iteratively. The
necessary approximation of the reflector’s orientation can, e.g., be derived from the deliberate
choice how a reflector is oriented relative to the network points in a static set-up or from the
pose estimation of a kinematic platform on which the reflector is rigidly mounted.

The above models can also be used for weighting of total station observations within further data
processing, be it for geodetic network adjustment, for checking coordinates of individual points,
or for trajectory estimation. For this, the AOI and the location of the principal point I within
each prism’s front face can be used as indicators of the expected quality of the measurements.
Measurements obtained with AOIs at which outliers are likely, measurements with the LOS
intersecting the prism close to the edge between adjacent prisms of a 360-degree reflector, or
measurements obtained in configurations for which the model f & 4 is more uncertain, can be
downweighted relative to other observations.

5 Conclusions

The use of glass prisms as reflectors for total station measurements introduces systematic devia-
tions if the line-of-sight and the reflector are not perfectly aligned or if the additive constant does
not match the reflector and the carrier wavelength of the EDM. These effects have long been
known and studied. Herein, we presented an analytical forward model to predict the deviations
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for arbitrary reflectors and geometric configurations. The model can handle single-prism reflec-
tors as well as prism-assemblies like 360-degree reflectors. It can deal with arbitrary distance
and orientation of the reflector relative to the total station.

We have carried out measurements for the empirical determination of the deviations, stepwise
turning reflectors into various orientations. The model predicts the deviations—up to several
mm laterally and vertically—and their dependence on reflector orientation to within 1 mm or
better. However, its evaluation requires parameters typically not disclosed by the reflector man-
ufacturers, e.g., prism dimensions and refractive index, and it does not account for imperfections
of the prisms and reflector assembly, e.g., misalignments, inhomogeneities or scattering of light
at the edges. Finally, it also does not yet account for the actual measurement process within the
total station, e.g. the beam profiles and divergence, or the internal data processing.

Some of the above parameters can be inferred from experimental data with sufficient accuracy,
others would require individual calibration of the prism-total-station system, and some would
likely appear random or too variable in time for effective modeling. We will address this in the
future. Overall, we expect that forward modeling can be a viable and economically attractive
solution to mitigating prism effects, particularly for application cases where reflectors cannot
be carefully aligned towards the total station.

Literature

BERNHARD, H., HINDERLING, J. & PETERMANN, M. (2008): Zielobjekt zur Retroreflexion
einer optischen Strahlung. Patent, WO2008043436A1.

BRAUN, J. (2015): Testing of the automatic targeting of total station Trimble S8 on reflective
targets. In Proc.: 5th International Multidisciplinary Scientific GeoConferences SGEM2015,
491-498.

FAVRE, C. & HENNES, M. (2000): Zum Einfluss der geometrischen Ausrichtung von 360°-
Reflektoren bei Messungen mit automatischer Zielerfassung. In: Vermessung, Photogram-
metrie, Kulturtechnik (VPK) (2), 72--78.

HEISTER, H. (1998): Zur Fehlausrichtung von Tripelprismen. In: Zeitschrift fiir Ver- mes-
sungswesen (ZfV) (113), 249-258.

LACKNER, S. & LIENHART, W. (2016): Impact of Prism Type and Prism Orientation on the
Accuracy of Automated Total Station Measurements. In: Proc. Joint Intl. Symposium on
Deformation Monitoring (JISDM), 8 pp.

LOSLER, M., KOPITZKE, K.-L. & ESCHELBACH, C. (2026): On the suitability of spherical
glass-body reflectors in industrial applications. In: Lienhart, W. (Ed.) Ingenieurvermes-
sung 2026 — Beitrdge zum 21. Internationalen Ingenieurvermessungskurs, Graz, Verlag der
Technischen Universitit Graz, 158—-169.

MAHAJAN, V.N. (2014): Fundamentals of Geometrical Optics. SPIE, ISBN: 978-0819499998.
PECK, E.R. (1948): Theory of the Corner-Cube Interferometer. In: Journal of the Optical
Society of America (38), 1015-1024. RUEGER, J.M. (1996): Reflectors. In: Electronic
distance measurement: an introduction. 4th ed., Springer Verlag, ISBN: 978-3-540-61159-2,
148-164.



233

Investigation of a Profile Laser Scanner for its use in
geodetic deformation monitoring

Victoria ROSAI (0009-0009-1837-1604) & Hans Neuner2 (0000-0002-2846-1402)
!'TU Wien, victoria.rosa@geo.tuwien.ac.at

2 TU Wien

DOI: 10.3217/978-3-99161-070-0-020, CC BY 4.0

https://creativecommons.org/licenses/by/4.0/deed.en
This CC license does not apply to third party material and content noted otherwise.

1 Introduction

The monitoring of large-scale infrastructures is a key issue in engineering geodesy. Terrestrial
laser scanning has proven to be an effective method for such monitoring tasks. In previous
works, one way to approach this task was employing a static profile laser scanner (PLS) to
monitor possible displacements of an object of interest. Examples of such a setup include
vibration response measurements (HESSE et al. 2006, KUTTERER et al. 2009) and bridge
monitoring, particularly for slow changes (a few mm per hour) (SCHILL & EICHHORN 2019a,
2019b). Besides static use of the scanner, kinematic monitoring has become a significant
research area. Mobile laser scanning systems are commonly used, for example, to monitor
large-scale environments such as streets (REITERER et al., 2022) and anchored retaining
structures (KALENJUK et al., 2021).

The use of cost-effective devices can potentially improve the efficiency of geodetic monitoring.
Inspecting these devices beforehand is essential to assess their suitability for specific
monitoring tasks. Studies on systematic effects in EO-distance measurements, such as
temperature changes (GLENNIE & LICHTI 2011), long-term stability (GLENNIE et al. 2016), and
the warm-up effect (RUEGER 1996), are widespread. HEINZ et al. (2018) examined a high-end
profile laser scanner and its stochastic distance characteristics at different ranges. Conversely,
BAUER & WOSCHITZ (2024) conducted a comparable study with a 3D laser scanner, assessing
performance over a 30 m range with a step size of 40 mm. Both studies achieved high accuracy
by using a horizontal comparator bench with an interferometer as the reference.

Integrating the inspected devices into multisensor systems requires precise knowledge of their
spatial offsets (lever arms) and rotational alignment (boresight angles) relative to the other
sensor frames. STRUBING & NEUMANN (2013) introduce an approach for determining the sensor
frame position of four profile laser scanners on a multi-sensor platform by scanning planar
surfaces. This method has been adopted, adapted and extended for applications in other studies
(ERNST et al. (2022); HEINZ (2021); KHAMI et al. (2025)).

This study explores a profile laser scanner used in automation technology to evaluate its
suitability for geodetic monitoring. Section 2 introduces the device, the Triple-IN PS250-90+
profile laser scanner, and reviews prior research. First, it examines the scanner's sensitivity for
detecting displacements within a 30 m range, supported by reference measurements obtained
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with a laser tracker. Second, it extends the correction model to account for two key device-
dependent effects: transient response over days and the influence of temperature, as originally
proposed by KOSTJIAK & NEUNER (2023). Section 3 focuses on determining the device’s sensor
frame, emphasizing the impact of the four-sided rotation polygon mirror and its subsequent
effects on monitoring tasks. In contrast to STRUBING & NEUMANN (2013), the sensor frame of
a single standalone device is determined directly here. The inability to measure via the zenith
direction, as in ERNST et al. (2022), together with the restriction to a single circular position,
poses serious challenges to finding a suitable configuration. In this work, a practically feasible
approach is presented. Finally, the conclusion and outlook are presented in Section 4.

2 Test device Triple-IN PS250-90+

This section introduces the Triple-IN PS250-90+ test device. This PLS was selected for the
study because it has a specified coordinate standard deviation of 5 mm, is cost-effective, and
therefore has potential for geodetic monitoring applications.

2.1 Specifications

The Triple-IN PS250-90+ (serial 2921), shown in Figure 1, has dimensions of
12.1 cmx 10.9 cm x 24.7 cm (B x T x H) and weighs 2.8 kg. (TRIPLE-IN 2019). It has a robust
case, making the device suitable for use in harsh conditions and operating at outdoor
temperatures from -30 °C to +50 °C. Data communication and power are via Ethernet, with
local network data retrieval. Distance measurements from 1.6 m can be performed with a
standard deviation of 5 mm in the coordinates (up to 20 m), and up to 250 m with a standard
deviation of 28 mm. The laser spot is circular at scan distances under 20 m, with a diameter of
less than 5 cm. The PLS is operating in “normal mode” at a frequency of 30 Hz, using a four-
sided rotation polygon mirror. Each mirror performs a sequential profile scan with 1 000 points
over a 90 ° scan area (step size 0.09 °). The profile starts at 45 ° inclination from the vertical
axis (see Figure 1 in the middle). The orientation of the specified coordinate system of the PLS
is shown on the right of Figure 1. In monitoring applications observing slow changes at
velocities of a few mm/hour, extending the measurement duration can enhance precision.
Assuming uncorrelated averaged measurements over one minute, measured at 30 Hz
(ny = 1800), with the specified standard deviation of the coordinate o, = 5 mm, the theoretical
standard deviation of the mean is 0,,,; = 0.1 mm (see Eq. 1), rising to g,,, = 0.2 mm for single-
mirror scans (n, =450). The non-centrality parameter A, corresponding to the standard
deviation of the difference between two measurements ay;¢ (Eq. 2), was calculated to identify
the smallest detectable deformation. It was determined using the significance level (a =5 %,
two-sided) and the target test power (f = 20 %). The value of A was obtained by summing
the relevant quantiles of the standard normal distribution, resulting in 4; = 0.4 mm and
A, =0.8 mm.

Os

Om = \/_ﬁ (1)

Odiff = V2 Om (2)
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dead zone

Scan angle 80°
1000 points

Fig. 1: Triple-IN PS250-90+ (left); Scan area (TRIPLE-IN 2019) (middle); Defined coordinate system
(right);

2.2 Investigations for static measurement configurations

In KOSTJAK & NEUNER (2023), the same test device was examined for its sensitivity in detecting
distance variations and its systematic effects on distance measurements. The laboratory studies
discussed there are presented and expanded in this section.

Sensitivity

For the sensitivity investigation, the PLS and a laser tracker (LTD800), used as a reference,
were aligned with CCR measurements at a distance of 34 m. The object, a concrete block, was
moved within the line of sight of the devices. For the first 2 mm of displacement (vertical black
line), the step size was 0.1-0.2 mm; thereafter, it was increased up to 4 mm to test the response
to larger displacements until a total displacement of 27 mm was achieved. Displacement
measurements at 4 m and 30 m from the PLS were obtained using a stop-and-go method. The
schematic setup is shown in Figure 2. The PLS measured a profile over one minute along the
z-axis, whereas the laser tracker monitored the movement with a corner cube reflector (CCR)
mounted in a magnetic nest on the concrete block. Figure 2 (left) illustrates the deviation of the
PLS measurements from the reference, plotted as a function of displacement relative to the
initial measurement recorded by the laser tracker. The graphs show the mean deviation of the
profile points on the object by each mirror. The histograms on the right display the distribution
of differences between all measured points and the reference (red for 4 m, black for 30 m). The
PLS reports the displacements equally well for both distances compared to the reference
measurement. This is also reflected in the comparison of the mean values shown in the
histograms, where the difference is not statistically significant. Additionally, there is no
significant difference between the mirrorwise measurements. In conclusion, the PLS is able to
detect small displacements (<1 mm) within a 30 m range.
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Fig. 2: Difference between PLS and reference. Mean difference of all points on the concrete block to
the reference per mirror (left); histogram of differences of all points on the concrete block to
the reference: red: 4 m, black: 30 m (right)

Systematic effects in the distance measurement

A correction model (Eq. 3) for investigating systematic effects in distance measurements was
initially proposed by KOSTJAK & NEUNER (2023). The model consists of 3 components:
correction of the exponential transient response aT (1 —e~P™), correction for the linear
temperature dependence C(T — 'T"), and an offset d. The behaviour of the two considered
systematic effects was examined in six datasets collected over two years (2021-2023). It was
found that the effects are reproducible and can be described using the same parameter set for
each mirror position. In the left part of Figure 3, the top graph depicts distance variations with
the median subtracted (black) at the 90° mirror position in April 2023 over a period of seven
days. The measurements were taken over one minute, with a five-minute pause interval. In red,
the original correction model is shown; the related parameters are listed in Table 1. In the graph
on the right in Figure 3, the difference between the distance variations and the original
correction model is displayed in red.

Here, the above-mentioned model is enhanced by an additional exponential term that accounts
for a systematic effect identified during reanalysis of the six data sets. This effect is assumed to
result from an overlying warm-up. This extension of the correction model is presented in Eq. 4
with the related parameters in Table 1. The graphs of the extended model and the difference
from the distance variations are shown in Figure 3 (blue).

Both models capture the overall behaviour of the distance variation. In the original model, the
transient response is described as a weak, long-term effect. The extended model splits this into
a short-term effect, modelled as a warm-up (parameters g, f), and a long-term accumulation.
This eliminates the long-term trend exhibited by the original model. The assumption of a short-
term transient response is supported by the more accurate approximation of the course of the
distance variations over the first two days. However, the long-term transient response, which
lasts several days, occurs whenever the scanner is switched on. The exact cause remains
unknown; therefore, a physical explanation cannot yet be included in the correction model.
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AD=(D-D)=aT(1-e ™) +c(T-T)+d 3)
AD=(D-D)=T(a(l—-e ™) +g(1—e ™)) +c(T-T)+d 4)
Table 1: Parameter sets for mirror position at 90 © for both models
Original | Extended
Parameter
model model
a (mm/°C) 0.049 0.035
4.25 4.95
-1
b(mm™) | -4 | -4
¢ (mm/°C) 0.428 0.332
d (mm) —-1.16 —3.34
f (min™) 0.029
g (mm/°C) 0.061
a) distance variation (black) and b) difference between distance variation
correction model (red: original; blue: extended) and correction model
2- ‘ ' ] 2 (red:‘ original; plue: extended)
O L
—-2r
£
£
S,
-6

-8 s . -8 | ! |
Apr 11 Apr 13 Apr 15 Apr 17 Apr 19 Apr 11 Apr13 Apr 15 Apr 17 Apr 19
2023 2023
Fig. 3: Comparison of the correction models at mirror position 90 °: a) distance variation (black) and

correction model (red: original; blue: extended); b) difference between distance variation and
correction model (red: original; blue: extended)

3 Determination of the sensor frame

Depending on the application, two types of data collection for monitoring measurements can
be distinguished. On the one hand, absolute data collection is primarily used for kinematic
measurements, and on the other hand, relative data collection is used mainly for deformation
analysis. In both cases, determining the sensor frame's position is important. In kinematic
applications, aligning sensors with each other is crucial. It is also important to know the
measurement locations on the object when performing deformation analysis. Therefore,
determining the sensor frame is necessary.

As, this test device stores the profile measurements with the corresponding mirror ID, this
enables an investigation of the polygon mirror and its influence on profile measurements. A
sensor frame can be estimated for each mirror measurement. Alignment differences between
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the single sides of the polygon can lead to different profiles being measured on the object,
resulting in systematic effects.

3.1 Methodology

As noted in the introduction, a common method for determining the position of profile laser
scanners uses planes. This paper presents a concept based on the approach outlined in STRUBING
& NEUMANN (2013). In this method, plates are treated as planes and scanned with two laser
scanners.

In this contribution, the reference system is right-handed and realised using a laser tracker
AT960 and a handheld line scanner T-Scan 5. The PLS sensor system is also right-handed, with
the x-axis aligned with the scan plane (x-z plane) (see Figure 1 (right)). The approach is based
on the plane equation given in Eq. (5), which states that all scanned points i lie on the same
plane. The plane parameters, the normal vector n = [n,, n,, n,], and the distance to the origin
d, are defined in the reference system. The transformation between the two sensor frames (see
Eq. (6)) can then be estimated using the plane equation condition. The point x; = [x,y, z];
derived from the measurements by the PLS must be part of the plane in the reference system.
The rotation matrices are given in Eq. (7a-b). The estimation is performed using a Gauss-
Helmert least-squares adjustment. The unknown parameters are the six transformation
parameters: translation t,, t,, t, and rotation 7y, 1,7, between the PLS sensor frame and the
reference frame. The point to be transformed is introduced in the polar space as the PLS only
delivers the measured distance s, per encoder position «.

n'-x;—d=0 ()
Sq ' cosa
x; =t+ R,R,R, - x} withx{ = [ 0 ] (6)
Sq ' Sina
1 0 0 cosr, 0 sinmn,
R, 0 cosr, —sinn|,R,= 0 1 0 |, (7a)
[0 sin7,  cosry | —sinn, 0 cosn,
‘cosr, —sinr, O]
R, sinr, ~cosr, O (7b)
0 0 11

The plane parameters n and d, derived from the T-Scan scans, are introduced deterministically
into the adjustment because of the T-Scan’s high accuracy. The measured distance s, is treated
as an observation, in contrast to the encoder position a, which has deterministic values
according to Eq. 8.

(8)

In this contribution, in contrast to STRUBING & NEUMANN (2013), the sensor frame of a single
standalone device is determined directly through a single transformation from the PLS sensor
to the reference frame. In addition, the approach presented here enables the estimation of the

a € [0°,45°] U (315°,07) with Aa = 0.09°
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sensor frame from a single device position. Due to the low opening angle of 90 © and the
minimum measuring distance of 1.6 m, the required number and arrangement of planes were
adjusted accordingly. The inability to measure in two circular positions and via the zenith
direction makes it challenging to find a suitable configuration. A simulation environment was
developed to identify the configuration process and to understand how individual planes operate
within the setup.

3.2 Laboratory setup

The PLS profile in the PLS system is shown in Figure 4 on the left. A total of 9 planes are
arranged along two vertical alignments, with the planes positioned at horizontal distances of
1.8 m and 5.8 m from the test device. Figure 4 on the right shows each plane's most significant
contribution (grey), identified by a decrease in correlation between parameters, to estimating
the transformation parameters. This is determined by excluding that plane during the adjustment
process. It is evident that several planes support a single parameter in the estimation process.
In addition, the main direction of the normal vector of the plate relative to the PLS coordinate
system is shown in the last column. To precisely determine the sensor frame’s location, the
plates must be aligned along all three coordinate axes.

1500 -
1 1 X
1000 - ‘L . i9 2 7
3 Z
500 - 7
\ ™ @ 4 Z
e T8 = Y
H
> 6 Y
-500 7 Z
%4
8 8 Z
-1000 - . 9 X
1500 | ‘ ‘ ‘ . \* \\; \"L Aoy < N < .1'60“0(\
2000 3000 4000 5000 6000 A
Xmm Parameters

Fig. 4: Left: measured PLS profile (red). Right: Significant contribution (grey) of each plane to the
estimation of the transformation parameters and main direction of the normal vector (last
column).

In Figure 5, the left and middle images provide an overview of the laboratory setup. The planes
are realised using white-painted aluminium plates. These are mounted on a stable frame with
magnetic ball nests, which enable the establishment and fixation of each plate's orientation. The
PLS is mounted on a secured tripod. The laser tracker is positioned to enable scanning of all
plates with the T-Scan. Because it is not possible to scan all 9 plates simultaneously due to the
need to adapt the orientation at a single position, the measurement process is divided into three
sections. After setting up the plates for simultaneous scanning, the plates were first scanned
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using the T-Scan (see Figure 5, right). Then, the plates were scanned using the PLS. To improve
precision, one-minute scans were performed. It was ensured that the aligned plates or frame
remained untouched during scanning. In addition, the measurement was performed as quickly
as possible to minimise potential effects from the surroundings.

Fig. 5: Arranged plates in the laboratory, as seen from the PLS (left); Devices' positions (middle); T-
Scan (right)

3.3 Results

For the evaluation, the Reference-scans taken by the T-Scan were used to estimate the plane
parameters. The PLS measurements were filtered and referenced to the plane parameters. Planes
scanned multiple times with both devices during the measurement process were treated
separately in the least-squares adjustment. The least-squares adjustment for position estimation
is performed individually for each mirror. The correlation matrix is shown in Figure 6, with the
highest value of ~0.86.

Table 2 shows the estimated standard deviation of the transformation parameters for each
mirror. As expected, the standard deviations are similar for the cases of the four mirrors. In the
worst case, the translation parameters are determined with a standard deviation of 0.24 mm.
The rotation parameters are estimated with standard deviations of max. 7.5 mgon. This is
closely related to the noise level of the distance measurements introduced. The adjustment uses
the scanner-provided standard deviations of the distance measurements (mean value g prior)-
These values could be slightly lowered to pass the global test; the mean value G 5 is shown
in Table 2. Additionally, the dimensions of the laboratory room permit only a maximum
distance of 6 m. The differences between the estimated sensor frames per mirror are shown in
Table 3. Bold numbers indicate values higher than the standard deviation of the difference
between two mirrors. Values that exceed three times the standard deviation of the difference
are shown in red.
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The significant deviations in rotation about the Z-axis indicate that the profile of mirror 3 differs
from those of the other mirrors. Regarding rotation about the X-axis, it can be inferred that
mirrors 1 and 2 are paired, as are mirrors 3 and 4.

Parameters

104

10.2

t t r r r
X y z X b z
Parameters
Fig. 6: Correlation matrix of the measurement
Table 2: Estimated standard deviations of the transformation parameters per mirror and mean
standard deviation of the distance measurements
Mirror O¢, o ty O¢, Oy, (2} Ty Oy, as,prior as,post
(mm) (mm) (mm) (mgon) | (mgon) | (mgon) (mm) (mm)
1 0.20 0.13 0.10 4.0 6.6 4.8 4.3 2.6
2 0.23 0.15 0.12 4.5 7.4 5.5 4.3 2.8
3 0.24 0.15 0.12 4.6 7.5 5.6 43 3.0
4 0.20 0.13 0.10 3.9 6.4 4.8 43 2.6
Table 3: Differences between the estimated sensor frame per mirror. Bold black — values higher
than the standard deviation of the difference between two mirrors; red — values that
exceed three times the standard deviation of the difference between two mirrors
Mirror- At, At, At, Ar, Ar, Ar,
difference (mm) (mm) (mm) (mgon) (mgon) (mgon)
1-2 0.81 -0.33 0.07 -10.3 -11.9 20.0
1-3 1.46 -0.65 -0.31 38.0 17.2 44.3
1-4 0.16 -0.23 -0.04 42.7 19.3 1.6
2-3 0.64 -0.32 -0.39 48.3 29.1 24.3
2-4 -0.65 0.10 -0.11 53.0 31.2 -18.2
34 -1.30 0.42 0.28 4.7 2.1 -42.6
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The measurement results clearly show that the estimated sensor frames differ significantly in
individual parameters. This demonstrates that the profile's position relative to the object yields
significant differences across individual mirrors. Considering the difference between mirrors 1
and 3 of 44.3 mgon over 6 m results in a lateral deviation of 4.43 mm, whereas over 30 m it is
22.15 mm. Whether the individual origins of the sensor frames can be merged must be
considered separately, depending on the application. However, the results also show that many
differences exceed the calculated standard deviations, even though the threshold for
significance is raised due to the high standard deviations of the estimated parameters. Reducing
the estimated standard deviation could lead to more values being significant. Nonetheless, the
manufacturer's specifications could be verified.

4 Conclusion and outlook

In this contribution, the Triple-IN PS250-90+ profile laser scanner was investigated for its
suitability for monitoring measurements in geodesy. For this purpose, the sensitivity to
deformation was tested in a laboratory experiment. The test device can detect small
displacements (<1 mm) over a distance of 30 m. Additionally, an extension of the correction
model, primarily proposed by KOSTIAK & NEUNER (2023), was introduced. Although it
performs better than the original correction model, it cannot account for all systematic effects
observed in the distance measurements. One reason is that the cause of the transient response
remains unknown.

This contribution aimed to estimate the sensor frame of the investigated PLS and assess whether
the sensor frames related to the four mirrors differ significantly from one another. The
transformation between the mirrorwise profile scans and the reference scans was then estimated
through a least-squares adjustment. The laboratory measurements show significant differences
between mirror 3 and the other three mirrors in rotation about the z-axis. The maximum
difference is 44.3 mgon, which corresponds to a profile spacing of 22.15 mm at a distance of
30 m. However, the standard deviation of the estimated rotation parameters between the
reference system and the PLS sensor frames is several milligons. This is due to the accuracy
level of the PLS.

Overall, the results indicate that the specified standard deviation of 5 mm can be confirmed.
This was accomplished by scanning the same plates, considered to be planes, with the PLS and
T-Scan. In the future, the correction model will be further investigated, and the laboratory setup
will be refined. Improvements are planned for plate fixation and positioning. Moreover, a study
will be conducted on the notable differences between mirrorwise sensor frames at higher
distances, where their impact on monitoring measurements is likely to be larger.
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Abstract

Accurate measurement of crane rail geometry is essential for safe and reliable crane operation,
as even small deviations in geometry can adversely affect crane performance and structural
integrity. Modern tachymetric methods enable high precision surveying of crane rails.
However, their accuracy strongly depends on the stability of the instrument orientation during
measurement.

This study investigates the stability of a tachymetric measurement setup used for crane rail
geometry control, with a particular focus on horizontal orientation drift during long term
observations. Based on semi-automated measurements performed on a wide span crane rail
simulated system, systematic variations in horizontal directions were observed that could not
be attributed to local target movements.

An experimental analysis combining segmented drift evaluation, inclination measurements, and
meteorological observations was carried out simultaneously to identify the dominant sources
of instability. The results show that the observed horizontal drift is primarily caused by rotation
of the instrument tripod around the vertical axis, while the orientation station remains largely
stable. Furthermore, the influence of mechanical and environmental factors varies significantly
over time, with both immediate and delayed effects detected.

The findings confirm that instrument stability cannot be assumed constant during extended
crane rail surveys. Segment based analysis and consideration of time dependent effects are
therefore essential for reliable orientation correction. The presented results contribute to
improved understanding and mitigation of orientation related errors in high precision crane rail
geometry measurements (MARJETIC, et al., 2012).

1 Introduction and motivation

The stability of surveying instruments during continuous measurements is crucial for achieving
the highest accuracy that these instruments enable when monitoring deformations of structures
and equipment. Tachymeters can be stabilized in various ways in the field, either on concrete
pillars or on a tripod. The instruments are subject to numerous external influences, the most
common of which are vibrations of the structure, changing meteorological conditions, and

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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consequent changes in the mechanical properties of the tripod or concrete pillar. Measurements
where these changing conditions are present are very difficult to eliminate due to the specific
environment where crane rails are installed - on a wide variety of infrastructure structures,
especially on hydroelectric power plant dams.

To monitor the correctness of the geometry of crane rail, we use tachymetric measurements
with a special metal L-platform (Fig. 1) (MARJETIC, et al., 2012), which we place on the crane
rail. The measuring points on the rail are determined by using the polar method, whereby it is
important to measure the horizontal direction to the orientation point (e.g. from S to S in Fig.
1). Due to obstacles (structures and equipment, Fig. 1, right), we only take measurements from
two instrument setups (S1 and S, Fig. 1, left) — one crane rail from each setup. One point is the
setup point and the other is the orientation point. We repeat the orientation several times during
the measurement of each rail.

Fig. 1: The principle of measuring crane rail tracks

From the results of repeated measurements to the orientation point, we found out that the value
of the horizontal direction at the orientation point changes over the time (several hours). This
change is not negligible. Fig. 2 shows an example of the change in the horizontal direction
values at the orientation point when measuring the crane rail. The change in mean value of both
faces at the orientation point changed by approximately 13” in about two hours. This means a
transverse deviation of the point position on the 200-meter rail of more than 1 cm.

change in orientation

Fig.2: Example of changing the values of horizontal directions to an orientation point
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In the process of calculating the parameters of the rails, these changes are of course taken into
account and compensated for accordingly (Fig. 3).

Fig. 3: Compensation for direction change at orientation point when calculating crane rails

The phenomenon of changing the line of sight or horizontal direction to the orientation point
was the main motive for the research. We conducted a test simulating the conditions for
measuring crane rails in the field, where we use a tripod (Leica Geosystems GST120) for
tachymeter and orientation point and using no protection from sunlight.

In some previous studies, the authors have already discussed the influence of the height and
torsional stability of tripods (NINDL & WIEBKING, 2010) and meteorological conditions on
measurement results and instrument stability, as well as the influence of tripod tilt on changes
in measured directions (ODZIEMCZYK, 2018).

All of the above indicates that the system consisting of a tachymeter and a tripod is not rigid,
but behave as a mechanically dynamic system that is subject to external influences and has a
certain time response.

The aim of the research is therefore to analyze the time-dependent changes in the horizontal
directions of the tachymeter, with results that indicate the instability of the tachymeter-tripod
system and not the instability of the orientation point. We also investigated the possible
connection between the change in orientation direction, the inclination of the instrument, and
meteorological factors.

2. Surveying method and data

2.1 Surveying method

The measuring system consists of three measuring devices: a Leica Nova TS60 tachymeter, a
Leica Nivel 210 inclinometer, and a Vaisala weather station (Fig. 4). The tachymeter was
mounted on a wooden tripod (Leica Geosystems GST120). The instrument is usually fixed to
the tripod with a screw. For the test, we used a special tray on which the inclinometer Leica
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NIVEL210 was placed. We screwed the tray together with the tachymeter to the head of the
tripod (Fig. 4).

. S

Fig. 4: Test setup

The test was performed on the roof of the Faculty of Civil and Geodetic Engineering, University
of Ljubljana. The placement of the targets is shown in Fig. 4. With this setup, we simulated the
situation when measuring crane rails. Two targets were placed on a concrete pillar to simulate
the targets on the crane rail. Next to the pillar, we placed another target on a tripod, which
simulated an orientation point. The standing position and the measured points were
approximately 65 meters apart, which corresponds to the dimensions of the situation when
measuring crane rails.

The Vaisala weather station enables the collection of various meteorological data. The data
includes wind speed, wind direction, air pressure, temperature, and relative humidity. The Nivel
210 inclinometer measures changes in inclination in the X and Y directions. Due to the way the
inclinometer is positioned, the changes in inclination in the Y direction are transverse to the
line of sight towards the orientation point. This data helped us analyze the stability of the tripod.

We performed the measurements over two longer periods of time using the automatic
monitoring function, where the instrument performed measurements periodically at
predetermined time intervals. We performed the measurements of meteorological parameters
simultaneously and separately and stored the data on a computer.

2.2 Collected data

The data was collected during a two-day test. We performed two sets of measurements within
the test. The first set began at 11:56 a.m. on December 9, 2025, and ended at 5:34 p.m. on the
same day, while the second set began at 1:55 p.m. on December 10, 2025, and ended at 11:38
p.m. on the same day. Between the two sets of measurements, we only used different methods
of data recording, using the GeoCOM protocol in the first set and the Measure Sets function in
the Leica Captivate application in the second set. In the first test, we measured a total of 45 sets
of angles, and in the second test, 118 sets of angles.

The measurements were obtained from three different devices, which is why these devices also
had slightly different time resolutions. The inclinometer recorded data every ten seconds, and
the weather station every minute. The tachymeter measured all three points in one set of angles
every five minutes. For the final conclusions on the connectivity of the data and their impact
on changes in horizontal directions, we performed time synchronization of the measured data.
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3 Methodology

With this test, we wanted to analyze the stability or instability of the tripod when performing
long-term measurements. Instability can manifest itself in various ways. Given our specific test
area, we expected that the instability of the tripod would help us understand the measurements
of angles (a and /), horizontal directions (HzT1, HzT2, and HzT3) (Fig. 5), and measurements
of possible inclinations with an inclinometer and changes in meteorological parameters with a
weather station.

pillar
Ty T3

O, = 0°0'0" El

Instrument Instrument

Fig.5: Measurement system (left) and display of orientation direction change (right)

3.1 Analysis of rotations of the tripod-tachymeter system at a setup point

We assumed that angle f is constant, as it is the angle between two rigidly connected points on
a concrete pillar. We assumed that three possibilities could occur with angles and horizontal
directions:

e ais constant and horizontal directions do not change during long-term
measurements => the system does not rotate.

e q is constant and the horizontal directions change during long-term measurements
=> the tripod with the tachymeter rotates.

e ais not constant and the horizontal directions change during long-term
measurements => the tripod with the target moves and the tachymeter tripod system
rotates.

As geodesy experts, we would like the first option to be true, but we have already shown at the
beginning, using the example of crane rail calculations on a practical example, that this is not
the case. We assumed that one of the remaining two options would occur.

We checked the constancy of both angles using the o and f calculations for each set of angles.
From all calculated o and g values, we calculated deviations from the average values. The
deviations are graphically presented in Fig. 6. We also listed the maximum deviations in
absolute value for a and S (Table 1).

Table 1: Table of maximum deviations for o and

Max. deviation | Measurements 1 | Measurements 2
for o ["] 2,3 2,7
for 5 ["] 3,2 2.4
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From the results of changing angles a and 5, we can conclude that both angles are constant and
eliminate the stability of orientation point.
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Fig. 6: Display of a and § deviations for the first set of measurements (left) and the second set of
measurements (right)

Despite the constancy of angles a and f, the change in horizontal directions to points indicates
a total rotation of the entire tripod-tachymeter measuring system. This rotation is the result of
the tripod rotating together with the tachymeter around the vertical axis (Fig. 5, right). In the
horizontal directions, the rotation manifests itself as a systematic effect that is common to all
observed points (Fig. 7).

The graphs shown in Fig. 7 clearly illustrate the differences in the change in orientation
direction, which affects all horizontal directions to the measured points.

We were interested in the rotation, or change in horizontal direction, for each measured point
(T1, T2, and T3) separately. For each point, we can calculate the difference between the
horizontal direction in a given set of angles and the horizontal direction in the first set of angles.
With the calculated difference (AHz Ti) between the direction in the first
(Hz_Ti_first set of angles) and last set of angles (Hz Ti last set of angles), we obtained
the total rotation for each point. The average of AHz T1, AHz T2, and AHz T3 represented
AHz sys.

The representation AHz sys allows us to determine long-term trends related to slow system
rotations, as well as short-term changes that occur as a result of mechanical responses to
meteorological influences. In this way, we created a time series that we could further analyze
and link to inclinometer measurements and parameters obtained from the meteorological
station.

3.2 Data synchronization

The data was collected at different time intervals and at different points in time. For this reason,
we cannot make a direct comparison. All data sets need to be synchronized in terms of time. A
discrete time index (HAMILTON, 1994) with a step size of one minute was defined. All data
was then mapped to a common time axis.
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Synchronization was performed by averaging the time within each minute interval. This
replaced all data within the same minute with their average value and assigned them to the
reference time at the beginning of the next minute. This solved the problem of different data
frequency and at the same time reduced the influence of short-term noise and individual
outliers.

It is important to note that this procedure did not use linear interpolation in the classical sense,
but rather time averaging of data (TURK, 2008). The synchronized time series obtained in this
way enable a direct comparison of the relative rotation of the system with the inclinations
measured by the inclinometer and with selected meteorological parameters, which forms the
basis for further correlation and time-shifted analysis (Fig. 7, Fig. 10 and Fig. 11).

3.3 Correlation and lag correlation analysis

After synchronizing the data, we performed a correlation analysis. With this analysis, we
wanted to evaluate the possible correlation between the rotation of the tachymeter and selected
meteorological and inclinometer parameters. In addition to the raw determination of the
correlation, we also wanted to investigate possible time lags between the causes and the rotation
of the system.

In the first phase, we performed a basic correlation between the parameters. For each pair of
variables, we calculated Pearson's correlation (TURK, 2008), where we determine the degree
of linear correlation between two time series. The calculated coefficient (Table 3 and Table 4)
allows us to identify changes in two parameters that occur proportionally and at the same time.
Simply put, when one parameter changes, the other changes at the same time. At that moment,
the coefficient is elevated, and therefore the correlation between the parameters can be
determined.

However, since mechanical and meteorological influences often do not show a strictly linear
response, Spearman's rank correlation was also used (TURK, 2008). This correlation is based
on rank values and measures the monotonicity of the relationship independently of the form of
the relationship between the parameters (Table 3 and Table 4). A simple description of this is
that Spearman's correlation detects a relationship where one quantity increases or decreases
together with another. Even if the relationship is not proportional or uniform, a correlation is
detected.

For a more detailed analysis of the temporal dynamics of the system, lag correlation analysis
was used (HAMILTON, 1994) (GOUEDARD, et al., 2008). In this procedure, one time series
is shifted relative to another. The correlation coefficient is calculated for each shift. This made
it possible to determine whether changes in individual parameters precede or follow changes in
the relative rotation of the tachymeter (7able 5 and Table 6). A positive time lag means that the
changes occurred before the change in relative rotation, i.e., that the rotations are the result of
changes in parameters or a response to them. The opposite is true if the time lag is negative.
The correlation analysis with lag was performed within a time window of £180 minutes to
check whether the mechanical response of the system in the form of rotation occurs
simultaneously or with a time lag relative to changes in meteorological parameters.
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4. Results

4.1 Results of the analysis of the rotation of the tripod-tachymeter system at
the standing point

This chapter presents the results of the analysis of relative changes in horizontal directions for
individual measured points (T1, T2, and T3) and their average, which represents the system
component (AHz_sys). The analysis was performed separately for each set of measurements in
the test.

The analysis focused on these relative changes in horizontal directions at the measured points
within each set of measurements.

The results show that in both sets of measurements there is a noticeable rotation of the
measuring system that exceeds the expected measuring accuracy of the tachymeter. The shifts
in individual directions (T1, T2, T3) are generally similar, which confirms that this is primarily
a common rotation of the tripod around the vertical axis and not local shifts of individual targets.

The changes in horizontal directions are shown graphically below. In addition, we show the
change in temperature as one of the assumed potential factors for the rotation of the system
(Fig. 7). In a later analysis, when we checked the correlation between other measured
parameters and the change in direction, we created graphs for the most correlated elements,
which show the connectivity between changes in one quantity and another.

Table 2: Change in horizontal direction from the start to the end point of the measurement set

Measurements 1 2

Point Drift AHz ["] Drift AHz ["]
Duration [h] 5h 40 min =~ 5,67 h 8h 52 min~ 8,87 h
T1 +27,0 +37,6

T2 +23,9 +38,3

T3 +25,9 +38,7

Average, AHz sys +25,6 +38,2

Speed ["/h] 4.5 4.3

Horizontal drift by points - Measurement 1

Horizontal drift by points - Measurement 2
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Fig. 7: Changing horizontal directions and temperatures for the first (left) and second (right) set of
measurements
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Table 2 shows the change in horizontal direction from the first to the last point in individual
measurements. We can see that the largest change occurred in the second set, averaging 38.2".
The right side of Fig. 7 also indicates that we can expect a good correlation between changes in
horizontal direction and temperature.

4.2 Tripod tilt measurements

The change in direction was in the same direction as the change in tilt in the Y direction of the
inclinometer. Fig. 8 and Fig. 9 show how the tilt in the Y direction for the first and second sets
of measurements. Quite big changes in inclination of tripod in first set of measurements and in
the beginning of second one may be a consequence of walking around the tripod.

03 TiltY variation - Measurements 1
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Fig. 8: Change in slope in the Y direction for the first set of measurements
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Fig. 9: Change in slope in the Y direction for the second set of measurements

The maximum absolute change in inclination in the transverse direction Y was 0.519 mrad in
the first measurement set and 0.227 mrad in the second. With an measured distance of 65 m,
approximate height of tachymeter of 1.5 m, this corresponds to a change in the horizontal
direction of approximately 2.5” for the first set and 1.1” for the second set. Both values are
significantly smaller than the actual detected changes in the measured horizontal directions
shown in Table 2. Nevertheless, these values are not negligible and should be detected and taken
into account in precise measurements .

4.3 Correlation analysis results

Next, simultaneous correlations between relative changes in horizontal directions and selected
parameters were analyzed separately for each set of measurements. These were quantities
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obtained from the meteorological station and the inclinometer. Pearson's and Spearman's
correlations were used to assess the relationship (TURK, 2008). In Table 3 and Table 4, Pearson's
correlation coefficients are denoted by (P) and Spearman's by (S). The stronger correlation
coefficient of the two is marked in bold, and the highest coefficient of all parameters is marked
in green.

Table 3: Correlation coefficients for individual parameters in the first set of measurements

Parameters | Correlation Correlation Correlation Correlation
coefficient for T1 | coefficient for T2 coefficient for T3 coefficient for the
system (AHz_sys)

P -0,851 (P)/-0.865 | -0,870 (P)-0,912 | -0,847 (P)/-0.872 | -0,858 (P)/0,885
(S) (S) (S) (S)

D -0,183 (P)-0,203 | -0,171 (P)/-0,178 | -0,174 (P)/-0,185 | -0,177 (P)/0,197
S) (S) S) S)

TiltY 0,050 (P)/0,176 (S) | 0,055 (P)/0,148 (S) | 0,065 (P) /0,162 | 0,057 (P)/0,168 (S)

S)

T 0,163 (P)/0,167 (S) | 0,164 (P)/0,140 (S) | 0,154 (P)/0,142 (S) | 0,161 (P)/0,153 (S)

S 0,069 (P)/0,118 (S) | 0,063 (P)/0,096 (S) | 0,082 (P)/0,126 (S) | 0,071 (P)/0,117 (S)

U -0,010(P)/0,036 | -0,010 (P)-0,015 | -0,001(P)/-0,017 | -0,007 (P)/0,026

®) ®) ®) ®)

In the first set of measurements, air pressure (P) proves to be the strongest predictor for all
target variables, with a pronounced negative correlation Table 3. Spearman's coefficient values
reach magnitudes of approximately 0.87-0.91, which significantly exceeds all other parameters.
The calculated values in the last column represent the average of all three points (AHz_sys) for
each correlation coefficient. Fig. 10 shows how pressure and AHz sys change. We can see that
AHz_sys increases as pressure decreases.

Correlations with the 7iltY slope and temperature (7) and auxiliary variables are significantly
weaker and remain below values of approximately 0.20.

Measurements 1 | Astys ["] vs P | Correlation=0.885
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Fig. 10: Correlation between AHz sys and P for the first set of measurements
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Table 4: Correlation coefficients for individual parameters in the second set of measurements

Parameters | Correlation Correlation Correlation Correlation

coefficient for T1 | coefficient for T2 | coefficient for T3 | coefficient for the
system (AHz_sys)

T -0,983 (P)/-0,996 -0,984 (P)/-0,996 -0,984 (P)/-0,996 -0,984 (P)/-0,996
(S) (S) (S) (S)

U 0,980 (P)/0,993 (S) | 0,982 (P)/0,993 (S) | 0,981(P)/0,993 (S) | 0,982(P)/0,993 (S)

P 0,971(P)/0,987 (S) | 0,973 (P)/0,986 (S) | 0,972 (P)/0,986 (S) | 0,973 (P)/0,987 (S)

S -0,555 (P)/-0,600 -0,561 (P)/-0,603 -0,563 (P)/-0,610 -0,560 (P)/-0,605
&) &) &) &)

D -0,533 (P)/-0,476 -0,528 (P)/-0,477 -0,526 (P)/-0,475 -0,529 (P)/-0,476
(S (S () ()

TiltY -0,259 (P)/0,009 -0,260 (P)/0,013 -0,264 (P)/0,014 -0,261 (P)/0,013
(S (S () ()

The second set of measurements showed extremely high correlations between changes in
horizontal directions and meteorological parameters 7, U, and P (Table 4). Spearman's
coefficients for meteorological parameters reach values close to 1, indicating an almost perfect
monotonic relationship.

Measurements 2 | AHz___["] vs P | Correlation=0.987
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Fig. 11: Correlation between AHz_sys and P for the second set of measurements

Fig. 10 and Fig. 11 clearly show why the correlation coefficients are high.

4.4 Lag correlation results

Since the mechanical and thermal responses of the system are often delayed in relation to
changes in meteorological parameters, a correlation analysis with a delay was also performed
(Statisti¢no drustvo Slovenije, 2024). For each pair (AHz, parameter), the maximum absolute
correlation within the +180 minute interval and the corresponding time lag at which the
correlation is highest were determined (HAMILTON, 1994) (GOUEDARD, et al., 2008).
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Table 5 shows for each parameter the minute at which the maximum absolute value of the
correlation coefficient (|14, |) between the change in horizontal direction and the individual
parameter occurs. In addition to the maximum absolute value of the correlation coefficient, the
corresponding time lag is also given.

Table 5: Correlation results with delay for the first set of measurements

Parameters | |74 | Time e | Time | |[rpax| | Time | 70y | for Time

for T1 [min] for T2 [min] | for T3 | [min] | the system [min]
(AHZz_sys)

P 0,851 0 0,870 0 0,847 0 0,858 0

T 0,630 -51 0,633 -51 0,622 -53 0,630 -53

U 0,605 93 0,595 92 0,603 92 0,603 92

TiltY 0,492 -92 0,482 -92 0,499 -93 0,492 -92

D 0,192 11 0,192 10 0,193 12 0,192 12

S 0,125 72 0,123 -60 0,125 -60 0,123 -60

Table 6: Correlation results with delay for the second set of measurements

Parameters | |74 | Time e | Time | |[rpax| | Time | 70y | for Time

for T1 [min] for T2 [min] | for T3 | [min] | the system [min]
AHz_sys)

P 0,983 0 0,984 0 0,984 0 0,984 0

T 0,980 0 0,982 0 0,981 0 0,982 0

U 0,971 0 0,973 0 0,972 0 0,973 0

TiltY 0,581 12 0,588 12 0,588 12 0,586 12

D 0,533 0 0,528 0 0,526 0 0,529 0

S 0,259 0 0,260 0 0,264 0 0,261 0

The results of the analysis reveal that the most influential parameters for both sets of
measurements are P, T, and U, all of which have the highest absolute correlation coefficient
(Imax |) above 0,6 (Table 5 in Table 6). We can see (Table 6) that there are no major delays in
the second set, while in the first set (7able 5) the delays can be longer than one hour. This fact
is also interesting because we used the same equipment throughout the entire test.

5 Discussion and Conclusions

5.1 Interpretation of results

The results of the analysis clearly show that the stability of the entire system tripod-tachymeter
during long-term measurements is not constant. In both sets of measurements, systematic
changes in the horizontal directions were detected that cannot be attributed to local movements
of individual targets or instability of the orientation point. This confirms the finding that the
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main source of the detected deviations is the rotation of the entire tripod-tachymeter system
around the vertical axis.

The analysis of the constancy of angles o and f further confirms that the targets on the reference
pillar remain stable throughout the entire observation period, which excludes the possibility that
the detected changes are the result of movements of the observed points. Consequently, changes
in horizontal directions can be interpreted as a systematic influence that affects all measured
directions equally and manifests itself as a zero rotation of the horizontal circle.

Correlation analysis showed that the most dominant influence is air pressure (P). In the second
set of measurements, meteorological influences are very pronounced, especially changes in air
pressure, temperature, and relative humidity. This shows that the rotation of the tripod cannot
be attributed to a single causal factor, but is the result of the simultaneous action of several
interrelated processes.

Correlation analysis with a time lag further reveals that influences often do not act
simultaneously, but with a pronounced time lag. Such lags are characteristic of mechanical and
thermal responses of the system, where a change in external influence does not cause an
immediate response, but rather a gradual adjustment of the tripod and instrument. This means
that high values of simultaneous correlation do not in themselves imply direct causality, but
that the time dynamics of the system must also be taken into account for a correct interpretation.

Overall, the results confirm that the behavior of the entire system under long-term measurement
conditions is complex and time-varying. Stability cannot therefore be described by a single
variable or a simple model, but requires a segmented approach to the data and consideration of
the delayed mechanical and meteorological responses of the system.

5.2 Implication for the stability of the instrument

The results of the study show that the perceived changes in horizontal directions in long-term
tachymetric measurements mainly reflect the mechanical behavior of the tripod as a whole and
not the instability of the measured targets. The stability of the tachymeter's orientation therefore
largely depends on the mechanical properties of the tripod and its interaction with
meteorological influences.

In contrast to classical instrument stability tests, which focus on the short-term internal stability
of the tachymeter (ODZIEMCZYK, 2018), this study treats the tripod-tachymeter as a time-
varying mechanical system. The results confirm that during long-term measurements, the
system gradually responds to external influences, which manifests itself as rotation around the
vertical axis.

We also measured the inclination changes of the tripod. The analysis showed that even small
changes in the inclination of the system can cause measurable changes in the orientation of the
instrument, which emphasizes the importance of monitoring inclinations in high-precision
measurements. Their effects can accumulate over time and lead to systematic errors in position
determination, which is particularly critical in measurements with high accuracy, such as crane
rail geometry control.
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Meteorological parameters prove to be important accompanying factors, but high correlations
with them do not necessarily imply direct causality, but often reflect common temporal trends
or delayed mechanical responses of the system.

From a practical point of view, the results indicate that the stability of the entire system cannot
be ensured solely by accurate initial positioning. Reliable long-term measurements require
appropriate procedures for monitoring and compensating for changes in orientation, as well as
careful selection and positioning of the tripod.

5.3 Conclusions

The analysis showed that the stability of the tachymeter during long-term observations is not
constant over time, but varies depending on prevailing mechanical and meteorological
influences. The detected changes in horizontal directions are predominantly systematic in
nature, confirming that they are primarily due to the rotation of the tripod around the vertical
axis and not to local movements of the targets.

The results confirm that a uniform treatment of all data is not sufficient, as a comparison of the
two sets of measurements reveals some differences in the dominant influences. Nevertheless,
meteorological influences and their connection with changes in horizontal directions are the
most pronounced in both sets.

The analysis of correlations with a delay further confirms the presence of delayed mechanical
and thermal responses and points out that a high simultaneous correlation does not in itself
imply direct causality. The stability of the entire system is therefore the result of the intertwining
of the mechanical properties of the tripod and time-varying meteorological influences, whereby
consideration of the segmental structure and temporal dynamics proves to be crucial for the
correct interpretation and use of high-precision geodetic measurements, such as the control of
crane rail geometry.
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1 Einleitung

In Deutschland zdhlt die alternde Infrastruktur zu den zentralen Herausforderungen der
kommenden Jahre. Besonders betroffen ist die Briickeninfrastruktur: Ein signifikanter Anteil
der Bauwerke weist einen kritischen Zustand auf. Allein in Baden-Wiirttemberg befinden sich
ein Zehntel der Briicken in einem sanierungsbediirftigen Zustand (Land Baden-Wiirttemberg,
2025) Um sicherheitsrelevante Schidden friihzeitig zu erkennen, ist eine kontinuierliche
Uberwachung der Bauwerkszustinde notwendig. In diesem Kontext gewinnt das Konzept des
Structural Health Monitorings (SHM) zunehmend an Bedeutung. Das SHM befasst sich unter
anderem mit der Analyse des Schwingungsverhaltens von Bauwerken. Dabei werden
Verdnderungen der Eigenfrequenzen, Eigenformen sowie des Dampfungsfaktors untersucht
(Neitzel & Schwarz, 2016). Zur Erfassung dieser Parameter kommen héaufig
Beschleunigungssensoren zum Einsatz, die punktuell am Bauwerk installiert werden und
anhand der gemessenen Beschleunigungen die relevanten Gréfen ableiten. Die punktuelle
Anbringung solcher Sensoren ist jedoch mit einem hohen planerischen, organisatorischen und
personellen Aufwand verbunden. Vor diesem Hintergrund soll in dieser Arbeit das Potenzial
beriihrungslos messender Sensorik untersucht werden, insbesondere der Einsatz terrestrischer
Laserscanner (TLS) im Profilmodus. Durch die beriihrungslose Datenerfassung kann der
Installationsaufwand erheblich reduziert werden. Zudem ermdglicht TLS eine quasi-
raumkontinuierliche Erfassung entlang des Messprofils. Ein weiterer Vorteil gegeniiber der
punktuell messenden Beschleunigungssensoren besteht in der Moglichkeit, absolute
Auslenkungen direkt zu bestimmen.

Der Einsatz von TLS im Profilmodus zur Erfassung des dynamischen Verhaltens von Briicken
hat sich bereits in diversen Arbeiten als erfolgreich erwiesen. Hervorzuheben sind unter
anderem die Arbeiten von Schill (2017) und von Neitzel & Schwarz (2016). In dieser Arbeit
wird das Messverfahren auf eine Stabbogenbriicke iibertragen, wobei der Fokus auf der
Bestimmung des dynamischen Verhaltens der Hénger liegt, mit dem Ziel eine
Bestandsaufnahme der héngerspezifischen Eigenfrequenzen durchzufiihren.

Das Paper gliedert sich wie folgt: In Kapitel 2 werden die bendtigten theoretischen Grundlagen
beschrieben. Kapitel 3 stellt die durchgefiihrte Messkampagne vor. Das vierte Kapitel
beschreibt die Datenauswertung und stellt die Ergebnisse vor. Das Paper schlieft mit einer
kurzen Zusammenfassung und einem Ausblick auf zukiinftige Untersuchungen in Kapitel 5.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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2 Theoretische Grundlagen

Fiir die Prozessierung der erfassten Messdaten sind die nachfolgend dargestellten theoretischen
Grundlagen erforderlich.

2.1 Punktwolkenmodellierung mit B-Spline-Kurven

Eine B-Spline-Kurve ist eine parametrische Kurve der Form (Piegl & Tiller, 1997):

np
C(u)ZZ N, (W) - P, w=[0,..1] (1)
i=0

Ein Kurvenpunkt C(u) berechnet sich demnach als das gewichtete Mittel der np+1
Kontrollpunkte P;. Die B-Spline-Basisfunktionen N;,(u) von Grad p lassen sich rekursiv

berechnen und sind Funktionen des Kurvenparameters u, der C(u) auf der Kurve lokalisiert.

Werden B-Spline-Kurven zur Modellierung von Punktwolken verwendet, wird {iblicherweise
mehrstufig vorgegangen (Harmening, 2020). Im ersten Schritt werden den beobachteten
Datenpunkten im Rahmen der Parametrisierung geeignete Kurvenparameter zugewiesen (s.
z. B. Piegl & Tiller, 1997). Anschlieend konnen die Kontrollpunkte in einem linearen Gaul3-
Markov-Modell geschitzt werden (Bureick et al., 2016). Die Bestimmung der optimalen
Anzahl der Kontrollpunkte ist ein Modellselektionsproblem und kann z. B. mit Hilfe des
Bayes‘schen Informationskriterium (engl.: Bayesian Information Criterion, BIC) geldst werden
(Schwarz, 1978; Harmening & Neuner, 2016). Alternativ bietet sich die strukturelle
Risikominimierung an, die auch die Wahl des optimalen Grades p erlaubt (Harmening, 2020).
Haufig ist jedoch der Einsatz kubischer Kurven (p = 3) ausreichend (Piegl. & Tiller, 1997).

2.2 Multiskalenanalyse mittels Wavelets

Wavelets Y sind eine Gruppe von Funktionen, die zur Signalanalyse eingesetzt werden konnen.
Sie kdnnen durch den Parameter b verschoben und durch den Skalierungsfaktor a gestaucht
werden, wodurch eine Lokalisierung der Frequenzanteile tiber die Waveletkoeffizienten Wy,
moglich wird. Die kontinuierliche Wavelet-Transformation (engl.: continuous wavelet
transform, CWT) des Signals f(t) ist durch folgende Formel definiert (Blatter, 2003):

wor @b+ [ fow(Z)a o

In diskreter Form kommt die Wavelet-Transformation bei der Multiskalenanalyse (engl.
multiresolution analysis, MRA) zum Einsatz. Bei der MRA wird ein Signal rekursiv in
Grobsignale (Approximationskoeffizienten) und Detailsignale (Detailkoeffizienten) zerlegt.
Dabei entspricht dies einer Hoch- und Tiefpassfilterung des Signals. Die Hochpassanteile
entsprechen den Waveletkoeffizienten. Die diskrete Wavelet-Transformation (DWT) bzw. die
MRA kommt z. B. in der Signalverarbeitung als Denoisingverfahren zum Einsatz. (Bergh. et
al. 2007)



260 Lingel et al.

Nach Donoho & Johnstone 1994 sind die Waveletkoeffizienten v; ,, der ersten Skala (i = 1) der
MRA groBtenteils durch das Rauschen verursacht. Dabei steht n fiir die Nummerierung der
Waveletkoeffizienten. In der Praxis wird filir nicht stationire Zeitreihen der Median der
absoluten Abweichung (engl. median of absolute deviation, MAD) als Schitzung fiir die
Standardabweichung des Signals verwendet:

B median(|v1,n-median(v1)|)

= 3)
MAD 0,6745

2.3 Fourier-Transformation, Leistungsdichte- und Amplitudenspektrum

Signale lassen sich als additive Uberlagerungen harmonischer Schwingungen auffassen. Durch
die Transformation vom Zeit- in den Frequenzbereich konnen wesentliche Informationen tiber
den Schwingungsvorgang gewonnen werden. Ein diskret abgetasteter Signalausschnitt x;, der
Lange T mit N Abtastwerten kann durch die Formel der diskreten Fouriertransformation (DFT)
in den Frequenzbereich transformiert werden (Kuttner 2015):

1 N-1 K
. n
X, =— E Iy 4
k=0

Nach dem Abtasttheorem konnen lediglich Frequenzen bis maximal zur Hélfte der
Abtastfrequenz eindeutig dargestellt werden. Aulerdem konnen aufgrund der Betrachtung von
endlichen Zeitreihen Leaking-Effekte (Spektralverschmierungen) auftreten. Die schnelle
Fouriertransformation (engl.: Fast Fourier Transform, FFT) nutzt Redundanzeigenschaften aus,
um die Rechenzeit stark zu reduzieren. (Kuttner 2015)

Signale enthalten hiufig auch zufillige Anteile. Um Aussagen liber stochastische Signale zu
treffen, wird das Leistungsdichtespektrum (LDS) verwendet, welches die Fouriertransformierte
der Autokorrelationsfunktion darstellt. Im LDS konnen die enthaltenen Frequenzen sowie die
zugehorige Leistung abgelesen werden. Eine Skalierung zum Amplitudenspektrum erlaubt die
Ablesung der Schwingungsamplituden. (Parhi & Ayinala 2014)

3 Messkampagne

Ziel der Messkampagne ist die Erfassung und Analyse der Verformungen sowie des
Schwingverhaltens der Hanger einer Stabbogenbriicke.

3.1 Messobjekt

Im Rahmen der Messkampagne wurde eine stdhlerne Eisenbahnbriicke untersucht (s. Abb. 1).
Das zweigleisige Tragwerk ist als Stabbogenbauwerk ausgefiihrt und weist eine quer orientierte
Fahrbahn auf. Die zueinander {iber Hohlprofilriegel versteiften Bogen sind als geschweif3te
Hohlkésten ausgefiihrt und hidngen die Fahrbahn {iber je zwdlf Flachstahlhdnger ab. Die
Anschliisse der Hénger sind in Fahrtrichtung orientiert und entsprechend der Richtzeichnung
nach Ril 804 — Modul 804.9010 (Richtlinie 804) ausgefiihrt.
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Die Hanger (H) der Briicke werden in beiden Bogen mit fortlaufenden Nummern benannt (s.
Abb. 1). Hierbei ist die Ost-West-Ausrichtung der Briicke mafigebend: Die Hanger im Osten
beginnen mit der Nummer eins, mit aufsteigender Nummerierung in Richtung Westen.
Zusitzlich wird die Bezeichnung der Hanger um die Lage des jeweiligen Bogens ergédnzt (Nord-
(N) bzw. Siidbogen (S)).

3 |
‘\ M

Abb. 1: Skizzenhafte Darstellung der Briicke und des Messautbaus. Griin: Profilscan.
Gelbes Kreuz: Vom Tachymeter angezielter Punkt. Blaues Kreuz: Position des
Beschleunigungssensors.

3.2 Eingesetzte Sensorik und Messaufbau

Bei der Messkampagne kamen verschiedene Messinstrumente zum Einsatz: der terrestrische
Laserscanner Z+F IMAGER®© 5016 (Zoller + Frohlich GmbH), der triaxiale ICPO-Miniatur-
Vibrationssensor (PCB PIEZOTRONICS) sowie die Leica Nova MS60 Multistation (Leica
Geosystems AQG). Der Z+F IMAGER® 5016 kann mithilfe des zugehodrigen Software
Development Kits (SDK) im Profilmodus betrieben werden. In diesem Modus erfolgt keine
motorgetriebene Rotation um die Stehachse, sodass anstelle einer dreidimensionalen
Punktwolke ein zweidimensionales Messprofil erfasst wird. Durch den Verzicht auf die
Rotation um die Stehachse kann das Messprofil mit einer deutlich hheren Frequenz abgetastet
werden. Gewdhlt wurde die hochste Rotationsgeschwindigkeit von 50 rps (rounds-per-
seconds). Beim Koordinatensystem des Z+F IMAGER® 5016 handelt es sich um ein
dreidimensionales rechtshidndiges Koordinatensystem mit positiver Zgr;g-Achse in
Verldngerung der Stehachse. Die Yr;s-Achse ist durch die Ablenkeinheit definiert. Die Xr; -
Achse wird in diesem statischen Fall der Profilmessung auf null gesetzt. Aus der TLS-Messung
resultieren somit Messprofile mit zugehorigen Messprofilpunkten (Y- und Z-Koordinaten)
sowie einem Zeitstempel. Die MS60 wird im Streaming-Modus zur hochfrequenten Messung
eines einzelnen Punktes (~ 20 Hz) eingesetzt. Aus diesen Messungen resultieren Zeitreihen
eines 3D-Punktes. Die Tachymetermessungen werden reflektorlos durchgefiihrt, da aus
sicherheitsrelevanten Griinden keine Prismen am Tragwerk angebracht werden diirfen. Als
Referenz dienen Beschleunigungssensormessungen (4000 Hz), die in X ¢c-, Yacc- und Zycc-
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Richtung vorliegen. Bei allen drei Sensoren erfolgte die Zeitstempelung auf Basis der
geriteinternen Zeitmessung.

Fiir die Messung der Hanger werden der TLS und das Tachymeter auf einem hoher gelegenen
Fuligéngeriiberweg positioniert, um steile Auftreffwinkel zu vermeiden. Das Tachymeter wird
auf die Mitte des Héngers ausgerichtet. Der Beschleunigungssensor wird in einer Héhe von
1500 mm iiber der Oberkante des Randlangstrdagers durch einen Magneten am Héngerprofil
appliziert. Exemplarisch ist der Aufbau fiir den Hénger H7S in Abb. 1 skizziert. Gemessen
wird wihrend zwei unterschiedlicher Anregungsszenarien: Zum einen werden die Hénger
durch Hammerschldge angeregt, zum anderen erfolgt eine Anregung durch Zugiiberfahrten.

4 Datenauswertung und Ergebnisse

Je nach eingesetzter Sensorik werden die Daten unterschiedlich ausgewertet. Die
sensorspezifischen Auswertestrategien werden in den nachfolgenden Abschnitten beschrieben.

4.1 Beschleunigungsdaten

Priméres Ziel der Beschleunigungsmessung ist die Erfassung der Eigenfrequenzen der Hianger
um die schwache Achse. Bei rechteckigen Héngerprofilen wird die starke Achse in der Regel
vernachléssigt, da eine hindische Anregung aufgrund der signifikant hoheren Steifigkeit nicht
umsetzbar ist. Damit die tatsdchlichen Bauteileigenfrequenzen ohne den Einfluss von
Verkehrslasten bestimmt werden konnen, sind fiir die Auswertungen ausschlieflich
Anregungen infolge der Hammerschlige relevant. Je Hénger werden mindestens drei
Ausschwingvorgidnge aufgezeichnet, wobei ausschlieBlich die Beschleunigung um die
schwache Achse, d. h. in Briickenquerrichtung (Y,¢), beriicksichtigt wird.

Im Rahmen der Messung eines Héngers wurde das Abklingverhalten der Schwingung nach
Anregung aufgezeichnet. AnschlieBend wurde mit einer FFT (s. Kapitel 2.3) das
Amplitudenspektrum (s. Abb. 2) berechnet, wobei aufgrund der Messfrequenz von 4000 Hz
eine Frequenzauflosung von 0,03 Hz sichergestellt wurde.

Frequenzspektrum des Abklingvorgangs
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Abb. 2: Amplitudenspektrum des Héngers H6S.
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Fiir jeden Hénger konnten aus dem Spektrum die ersten vier Eigenfrequenzen ermittelt werden;
dargestellt sind spiter jedoch ausschlieBlich jene, zu denen ein Vergleich mit geodétischen
Messmethoden moglich war (s. Kapitel 4.2 und 4.3 fiir die Ergebnisse).

4.2 Profilscans

Da keine identischen Punkte in zwei aufeinanderfolgenden Messprofilen vorliegen, ist eine
rdumliche Prozessierung der TLS-Daten notwendig, um aus den erfassten Messpunkten
vergleichbare Punkte zu generieren. Die in dieser Arbeit angewendete Prozessierungsart stellt
eine angepasste Version der raum-zeitlichen Prozessierung nach Schill (2017) dar (s. Abb. 3).

-

@)

AX

Eigenfrequenz

3 i t

e
X ©

Eingangsdaten Vorprozessierung Zeitliche Prozessierung

©

Auslenkung

Abb. 3: Schematische Darstellung der raum-zeitlichen Prozessierung nach Schill (2017).

Vorprozessierung

Zunichst wird das Messprofil auf die tragwerksrelevanten Punkte reduziert. Bereits geringe
Unebenheiten wie Schrauben im Tragwerk konnen zu einer zu komplexen rdumlichen
Approximation fithren, weshalb die tragwerksrelevanten Punkte zudem bereinigt werden. Da
in den hier vorgestellten Untersuchungen iiberwiegend glatte Oberfldchen betrachtet werden,
werden sowohl die Selektion als auch die Ausreilerbeseitigung manuell durchgefiihrt.

Réiumliche Prozessierung

Eine Moglichkeit der rdumlichen Approximation der erfassten Profile ist die Modellierung
mittels B-Spline-Kurven (vgl. Abschnitt 2.1). Auf Grundlage der tragwerksrelevanten
Profilmesspunkte wird eine B-Spline-Kurvenschitzung durchgefiihrt, um eine kontinuierliche
Reprisentation der Profile zu erzeugen. Dieses Modell erlaubt anschlieBend die Konstruktion
identischer Punkte in den unterschiedlichen Messepochen und damit die temporale
Auswertung. Anhand der resultierenden Residuen kann zudem eine Bewertung der
Approximationsgiite erfolgen, wodurch gleichzeitig Riickschliisse auf mogliche Ausrei3er
innerhalb der Messprofile ermdglicht werden. In Abb. 4 ist exemplarisch eine solche rdumliche
Approximation fiir den Hénger H6S dargestellt. Zusétzlich sind die Messprofilpunkte
entsprechend der Grof3e ihrer Residuen farbcodiert visualisiert.

Zeitliche Prozessierung

Auf Basis der rdumlichen Approximation durch die B-Splines konnen aus den verschiedenen
Messepochen Zeitreihen abgeleitet werden. Fiir die Héinger ist eine Auslenkung in Y7, -
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Richtung zu erwarten, entsprechend werden die Zeitreihen flir feste Hohen des Hiangers
bestimmt (Zr; s = konst., siche Abb. 5 fiir dreibeispielhafte Zeitreihen).

2
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10 11
g
—~ 81 0.5 =
g 5
N | 10 3
6 :
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B Messprofil ‘ -1
2 « B-Spline-Kurvenpunkte
X Kontrollpunkte -1.5
L 1 |

0 [ ¢ I 1 I
-46.93 -46.92 -46.91 -46.9 -46.89  -46.88 -46.87  -46.86  -46.85
Y (m)

Abb. 4: B-Spline-Kurvenschitzung (rote Linie) des ersten Messprofils des Héangers H6S. Die originale
Punktwolke ist nach den errechneten Residuen eingefarbt.

Bei einer Zugiiberfahrt ist die Zeitreihe in drei Phasen unterteilbar, in denen unterschiedliche
Eigenschaften ableitbar sind (s. Abb. 5):

e Ruhephase: Das Tragwerk befindet sich in einem ausreichenden Ruhezustand. Es sind
keine systematischen Anderungen erkennbar; sowohl Mittelwert als auch Varianz der
Zeitreihe bleiben {iber den betrachteten Zeitraum konstant. Die Genauigkeits-
abschitzung kann iiber die Standardabweichung erfolgen.

e Zugiiberfahrt: Das Tragwerk ist ausgelenkt. Es tritt eine deutliche Abweichung des
Mittelwerts gegentiber der Ruhephase auf. Hier ist die grofite Auslenkung zu erwarten.

e Ausschwingphase: Das Tragwerk kehrt in seine Ausgangslage zuriick, der Mittelwert
bleibt dabei nahezu konstant. Die Auslenkung nimmt jedoch zeitlich ab, da es sich um
ein instationdres, geddmpftes Schwingungssignal handelt. Das Schwingverhalten ist auf
die Eigenschwingung zuriickzufiihren.

Voraussetzung fiir die Auswertung der generierten Zeitreihen im Frequenzraum ist die
Aquidistanz innerhalb der Zeitreihe, die durch lineare Interpolation erreicht wird; zudem ist
eine Trendbereinigung notig. Durch die anschlieBende Erstellung von Leistungs- und
Amplitudenspektren (s. Abschnitt 2.3 und Abb. 5, unten) lassen sich die dynamischen
Eigenschaften der Briicke ableiten.

Wie aus Abb. 5 ersichtlich wird, hingen die auftretenden dominanten Frequenzen dabei stark
von der Position auf dem Hanger und der jeweiligen Phase ab.
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Bei der Anregung durch den Hammerschlag kann nicht direkt in die einzelnen Phasen
unterschieden werden, da die Auslenkung wesentlich geringer ist. Stattdessen erfolgt eine In-
Situ-Genauigkeitsabschétzung iiber den MAD (s. Abschnitt 2.2).
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Abb. 5: Extrahierte Zeitreihen (oben) fiir drei Hohen (Pos. 1-3) auf dem Hénger mit zugehdrigen
Leistungsdichtespektren (unten).
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Bei der rdumlichen Prozessierung mittels B-Splines ist neben der punktuellen Auswertung auch
eine quasi-raumkontinuierliche Betrachtungsweise moglich. Dabei wird fiir jeden ermittelten
Kurvenpunkt eine eigene Zeitreihe gebildet, sodass eine ortsabhdngige Analyse des zeitlichen
Schwingungsverhaltens entlang der gesamten B-Spline-Kurve durchgefiihrt werden kann. Auf
diese Weise ergeben sich 3D-Spektrogramme (s. Abb. 6).

Die Ergebnisse der TLS-Messungen sind fiir fiinf beobachtete Hédnger in Tab. 2 dargestellt.
Aufgefiihrt sind die gemessenen Hénger sowie die jeweilige Referenzergebnisse der
Beschleunigungssensormessungen. Zuséitzlich sind die Standardabweichung der Ruhephase
ORuhephase Und der MAD zur Abschitzung der Koordinatenunsicherheit von einem Punkt mittig
des Hingers angegeben. Auch die maximale Auslenkung AY,, . dieses Punktes ist angegeben.
Neben den Eigenfrequenzen fgenwerden wihrend der Zugiiberfahrt weitere Frequenzen

identifiziert, die unter f,,; zZusammengefasst sind.

Tab. 2: Ergebnisse der TLS-Messung (Hammerschlag und Zugiiberfahrt).
Hénger Referenz |Zugiiberfahrt Hammerschlag
aRuhephase MAD f eigen f sonst AYmax MAD f eigen

(Hz) (mm) (mm) (Hz) (Hz) [(mm) |(mm) (Hz)

H4S 3,49 - - - - - 0,18 3,75

HS5S 3,76 0,15 0,10 3,75 0,96 |33 - -
7,76 1,98

H6S 2,72 0,30 0,11 2,72 0,96 13,7 0,17 2,71
5,75 5,71 5,75
9,39 9,37

H7S 3,02 Hz 0,14 0,26 2,99 0,96 |11,8 0,57 3,20
6,33 Hz 6,30

H8S 3,67 Hz 0,08 0,08 3,63 0,96 13,2 0,13 3,65
7,60 Hz 1,97 7,58

3,00

4.3 Tachymeterdaten

Da die Tachymetermessung reflektorlos erfolgt, ist kein Tracking der kartesischen Koordinaten
moglich; stattdessen wird dhnlich zu den TLS-Messungen die Auslenkrichtung vorgegeben.
Die Auswertung erfolgt analog zur in Kapitel 4.2 beschriebenen zeitlichen und punktuellen
Vorgehensweise. In Tab 3. sind analog zu Abschnitt 4.2 die Ergebnisse der
Tachymetermessung dargestellt. Zur Genauigkeitsabschétzung sind auch hier der MAD und die
Standardabweichung angegeben.

4.4 Zusammenfassung und Interpretation der Ergebnisse

Die Ergebnisse aus den vorherigen Abschnitten zeigen, dass sich sowohl mittels TLS als auch
durch das Tachymeter Schwingungen der Hénger der Stabbogenbriicke aufdecken lassen. Die
ermittelten Frequenzen zeigen insbesondere in der quasi-raumkontinuierlichen
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Betrachtungsweise (s. Abb. 6) eindeutige Charakteristiken der Eigenfrequenzen bzw. deren
Eigenformen. Das Amplitudenmaximum A, gr der ersten Eigenfrequenz liegt in der
Héngermitte; an der Position von Ay, 1gr 15t die Amplitude der zweiten Eigenfrequenz gleich
Null. Die erste Eigenfrequenz besitzt einen Schwingungsbauch, die zweite hingegen zwei
Schwingungsbduche. Diese ermdglichen eine eindeutige Zuordnung der Eigenfrequenzen.

Tab. 3: Ergebnisse der Tachymetermessung (Hammerschlag und Zugiiberfahrt).
Hianger Referenz | Zugiiberfahrt Hammerschlag
aRuhephase MAD f eigen f sonst AYmax MAD f eigen
(Hz) (mm) (mm) (Hz) (Hz) |(mm) |(mm) (Hz)
H4S 3,49 - - - - - 10,15mm |3,48
HS5S 3,76 0,19 0,12 3,77 0,95 (3,2 - -
2,00
H6S 2,72 0,42 0,27 2,72 0,96 (3,3 - -
5,75 5,75 10,14
H7S 3,02 Hz 0,17 0,25 3,02 0,95 |11,7 0,27 3,02
6,33 Hz 6,32
HS8S 3,67 Hz 0,13 0,10 3,66 0,96 4,3 0,13 3,66
7,60 Hz 7,58 2,00 7,60
3,00

Bei den Tachymetermessungen hingegen ist diese Zuordnung iiber die Eigenschaften der
Eigenfrequenzen nicht moglich, da die Betrachtungsweise punktuell erfolgt und auf einer
Zeitreihe basiert. Dennoch sind auch hier Eigenfrequenzen detektierbar, jedoch hidngen die
aufgedeckten Frequenzen stark von der gewéhlten Position der Anzielung ab.

Die Referenzmessungen mittels Beschleunigungssensoren bestitigen die ermittelten
Eigenfrequenzen. Diese Referenzmessungen liefern Ergebnisse bis zur vierten Eigenfrequenz.
Mit den geodétischen Messmitteln konnte jedoch lediglich die Signifikanz der ersten beiden
bzw. der ersten drei Eigenfrequenzen nachgewiesen werden. Der Grund hierfiir liegt in der
abnehmenden Amplitude der Eigenfrequenzen mit zunehmender Eigenfrequenzordnung.

Generell sind bis auf zwei Ausnahmen bei den Hammerschlagsversuchen (H4S und H7S)
ausschlieBlich kleine Differenzen von ca. 0,01 bis 0,05 Hz sowohl zu den Referenzmessungen
als auch zwischen den Messergebnissen von Tachymeter und TLS festzustellen. Die
Messunsicherheit der Beschleunigungssensoren bei Messungen unter 10 Hz ist mit 1,1 %
angegeben, womit die geoditischen Messergebnisse im Rahmen dieser Messunsicherheit
liegen. Bei den geoditischen Messinstrumenten ist eine Unsicherheitsbestimmung der
Frequenzbestimmung hingegen schwierig, da diese vom geriteinternen Zeitstempel abhingt,
zu dem keine weiteren Informationen vorliegen. Zudem kann eine vorhandene Drift nicht
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ausgeschlossen werden. Daher ist fiir zukiinftige Arbeiten ein Zeitstempelgenerierung mittels
einer GNSS-Antenne empfehlenswert.

Neben den ermittelten Eigenfrequenzen der Hianger selbst konnte bei den meisten
Zugiiberfahrten in den TLS- und Tachymeter-Daten eine weitere Frequenz bei ca. 1 Hz
identifiziert werden. Die Amplitude dieser Frequenz nimmt mit der Hohe der Hénger zu. Aus
diesem Grund konnten diese Frequenzen bei den Messungen der Beschleunigungssensoren
aufgrund deren Positionierung am unteren Hangeranschlusspunkt nicht festgestellt werden. Es
ist zu vermuten, dass diese Schwingung durch den Bogen induziert wird, weshalb sie im unteren
Bereich der Briicke nicht bemerkbar ist. Diese Vermutung bestétigt sich durch eine
weiterfiihrende Untersuchung des Bogenabschnitts {iber den Héngern.

Ein weiterer relevanter Faktor ist die Auslenkung der Hénger bei einer Zugiiberfahrt (AY,,,x in
Tab. 2 und 3). Da keine identischen Punkte bei den TLS- und Tachymetermessungen erfasst
wurden und auch keine Transformation iiber Passpunkte realisiert wurde, ist ein Vergleich der
ermittelten Auslenkungen zwischen diesen Messsystemen nur bedingt moglich. Dennoch ist
grundsitzlich ein &hnliches Verhalten der Hénger festzustellen. Ein Vergleich der
Auslenkungen zwischen den einzelnen Hiangern ist ebenfalls nicht mdglich, da keine
Vergleichsmessungen unter identischer Belastung (Gewicht des Zuges, Anzahl der Waggons
etc.) vorliegen.

Dennoch konnen anhand der Auslenkungen Aussagen iiber das Schwingverhalten getroffen
werden. Durch die Verkehrslasten in Form der iiberfahrenden Ziige kommt es zu einer
Verdrehung (Torsion) des Randtrigers sowie einer globalen vertikalen Deformation des
Briickendecks. Gemeinsam mit der Bogenverschiebung werden dadurch Verschiebungen in
den Anschlusspunkten der Hianger induziert. Im Zuge der dynamischen Anregung durch die
iiberfahrenden Ziige wird dann im ausgelenkten Zustand eine Schwingung im Hénger selbst
hervorgerufen. Die Eigenfrequenzen der Hianger sind auch im ausgelenkten Zustand erkennbar.
Nachdem der Zug die Briicke vollstindig iiberquert hat, kehrt der Hinger in seine
Ausgangsposition zuriick, schwingt jedoch zunéchst mit einer groBeren Amplitude, die mit der
Zeit abnimmt. Dieser Effekt ist durch den Ddmpfungsfaktor beschrieben. Bei den meisten
Héngern wurde die Dauer des Ausschwingprozesses unterschétzt, sodass die Messungen zu
friih abgebrochen wurden. In zukiinftigen Arbeiten kann das Potential der Identifikation dieses
Faktors untersucht werden.

5 Zusammenfassung und Ausblick

In diesem Beitrag wurde beriithrungslos messende geoditische Sensorik (TLS im Profilmodus
und Tachymeter) zur Bestimmung dynamischer Eigenschaften einer Briicke eingesetzt und die
erzielten Ergebnisse wurden mit denen von klassischen Beschleunigungssensoren verglichen.
Generell konnte durch diese Arbeit nachgewiesen werden, dass die Schwingungseigenschaften
eines Bauwerks mithilfe beriihrungslos messender geodétischer Messinstrumente identifiziert
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werden konnen und dieses Verfahren somit zu einer erheblichen Aufwandsreduktion fiihrt. In
weiterfilhrenden Arbeiten ist zu untersuchen, welche grundlegenden Voraussetzungen die
betrachteten Bauwerke erfiillen miissen und welche Einschrinkungen mit dem Einsatz dieses
Verfahrens verbunden sind. Dariiber hinaus bietet es sich an, im Rahmen des SHMs Bauwerke
iiber einen ldngeren Zeitraum hinweg zu beobachten.
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1 Einleitung

Die Klimaverdnderung fiihrt in nahezu allen alpinen Regionen der Erde zu einem verstédrkten
Abschmelzen der Gletscher. Mit dem Gletscherriickgang ist meist eine verstirkte
Schuttbedeckung, vorzugsweise in den Ablationsbereichen der Gletscher (Zungenenden),
verbunden. Fiir glaziologische und klimatologische Studien ist eine Zeitreihenanalyse der
Vergletscherung fiir einzelne Gletscher bzw. auch Gebirgsregionen unerldsslich. Klassische
Zustandsparameter der jeweils aktuellen Vergletscherung sind u.a. die geometrischen Grofen
wie Flache, ein absoluter Wert, und Eisdicken- und Volumenédnderung und
FlieBgeschwindigkeit, als Relativwerte. Durch die angesprochene Zunahme der
Schuttbedeckung ist es schwieriger geworden — das Gletschereis ist hdufig nicht mehr direkt
sichtbar, nicht nur vor Ort im Gelénde, sondern auch in Fernerkundungsbildern — den aktuellen
Gletscherrand klar bzw. tiberhaupt abzugrenzen: In vielen Féllen ist das Oberfldchensubstrat
(Blockwerk, Schuttmaterial, teilweise sogar mit Pionierpflanzenbewuchs und initialer
Bodenbildung bei entsprechendem, eher feinkdrnigem Substrat) der Gletscher und deren
Umgebung in Textur und spektraler Signatur zum Verwechseln dhnlich. Fiir grofBrdumige
Gletscherstudien sind Fernerkundungsmethoden unerldsslich, wobei hier vorzugsweise
flugzeug- bzw. satellitengestiitzte Methoden zum Einsatz kommen. In-situ-Messungen werden
aufgrund des groflen Aufwandes (Zeit und Kosten) meist nur fiir glaziologische Detailstudien
bzw. zur Verifikation von Auswerteergebnissen basierend auf der Fernerkundung durchgefiihrt.

In diesem Beitrag wird am Beispiel des Gdssnitzkeeses, einem kleinen, stark schuttbedeckten
Kargletscher in der Schobergruppe, Hohe Tauern gezeigt, wie die vorhin angesprochene
Gletscherkartierung mit Hilfe von Luftbildzeitreihen — trotz starker Schuttbedeckung —
erfolgreich durchgefiihrt und mit geodétischen In-situ-Messungen sinnvoll ergénzt werden
kann. Die Ermittlung der spezifischen Kenndaten der Gletscher ist nicht Selbstzweck, sondern
dient in optimaler Weise klimatologischen Studien zur Abklirung der Auswirkung der
lokalen/globalen Klimadnderung auf die Kryosphére (Gletscher, Permafrost) im Gebirge und
die Landschaftsgenese, aktuell aber auch in Zukunft. Zu diesem Zweck werden in diesem
Beitrag fiir das Gossnitzkees ermittelte geometrische Kenngréfen mit Temperaturzeitreihen
korreliert und somit in glaziologisch-klimatologischen Wert gesetzt.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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2 Arbeitsgebiet

Das Gossnitzkees — Kees ist ein in Salzburg, Tirol, Stidtirol und Kéarnten verwendeter Begriff
fiir Gletscher und leitet sich aus dem mittelhochdeutschen Wort fiir Eis und Frost ab — befindet
sich im Talschluss des Gossnitztales im Kérntner Teil der Schobergruppe, Hohe Tauern
(Abb. 1). Die Schobergruppe (Fliche ca. 386,5 km?, 36 Gipfel iiber 3000 m) ist eine wenig
erschlossene Gebirgsgruppe, die bundeslidnderiibergreifend in Kérnten und Tirol (Osttirol) liegt
und aufgrund ihrer landschaftlichen Unversehrtheit und Schonheit auch Teil des Nationalparks
Hohe Tauern ist. Diese Gebirgsgruppe ist aufgrund ihrer geographischen Lage klimatologisch
kontinental, mit relativ geringen Niederschldgen, geprdgt, was sich auch in einer relativ
geringen Vergletscherung (Gletscherinventar/GI 3 aus dem Jahr 2009: 0,7 %, FISCHER et al.
2015) widerspiegelt. Die geologischen Gegebenheiten (Altkristallin mit Glimmerschiefer und
verschiedenen Typen von Gneisen; bedingt durch die starke tektonische Beanspruchung neigt
dieses Gestein zur Bildung von Blockwerk und Schutt forderlich fiir schuttbedeckte Gletscher
und Blockgletscher) in Kombination mit der geringen Vergletscherung vermitteln ein
insgesamt  gesteins-dominiertes Landschaftsbild, das durch den fortschreitenden
Gletscherriickgang iiberdies verstirkt wird. Das Gossnitzkees (GI 3, 0,498 km?) ist ein
nordexponierter, von Lawinen gendhrter Kargletscher. Aus glaziologischer Sicht ist ein
wirkliches Nahr- bzw. Akkumulationsgebiet fiir diesen Gletscher unter den aktuellen
Rahmenbedingungen (Topographie, Klima) nicht mehr gegeben. In seltenen Fillen iiberdauern
kleine Altschneeflecken in den Couloirs unterhalb der Klammerkopfe die Sommermonate
(Abb. 2). Im Jahr 2025 zeigte sich das Gossnitzkees stark schuttbedeckt und war visuell kaum
mehr existent (Abb. 2). Die aktuelle Oberflichenmorphologie zeigt einen offensichtlichen
Zertallsprozess des einst groBiten Gletschers der Schobergruppe an (um 1850 noch ca. 1,6 km?).
Die aktuellen klimatischen Bedingungen begiinstigen nicht nur das weitere Abschmelzen der
vorhandenen Gletscherreste, sondern auch das Auftauen des auBlerhalb der vergletscherten
Flachen befindlichen Permafrosts, was sich u.a. durch verstirkten Steinschlag aus den
Gehidngen der Klammerkopfe bemerkbar macht. So musste aufgrund der aktuellen Gefdhrdung
durch Steinschlag ein alpiner Steig iiber die Klammerscharte (Verbindung Elberfelder Hiitte
zur Adolf-NoBberger-Hiitte) zuerst gesperrt und spéter sogar aufgelassen werden (vgl. Abb. 2).

Klammerkopfe ggssitzscharte
3108 m (2732 m) ~a

Klammerscharte
(2930 m)
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Abb. 1: Lage des Arbeitsgebietes im Karntner Abb. 2: Geodétische Vermessung. Blick in

Teil der Schobergruppe in der stidostlicher Richtung in den Talschluss
Kernzone des Nationalparks Hohe des Gossnitztales mit dem unterhalb der
Tauern. Klammerkopfe gelegenen Gossnitzkees.

Foto: V. Kaufmann, 29.8.2025.
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3 Stand der Forschung

Die folgende Auflistung gibt einen Uberblick zu unterschiedlichen Forschungsaktivititen im
Bereich des Gossnitzkeeses, die in letzten Jahrzehnten dort durchgefiihrt wurden.

(1) Osterreichweites Gletschermessprogramm des Osterreichischen Alpenvereins (OAV): 1982
wurde das Gossnitzkees und zwei weitere benachbarte Gletscher — und somit erstmals auch die
Schobergruppe — durch G.K. Lieb und V. Kaufmann in das Messnetz des OAV eingebunden
(LIEB 1987, FISCHER et al. 2018). Im Wesentlichen werden durch einfache Distanzmessungen
(MaBband, Distometer) — Wiederholungmessungen von mehreren eingemessenen Punkten pro
Gletscher in genau definierten Richtungen — am Zungenende Vorsto3 bzw. Riickzug des
Gletschers erfasst. Die gesamte Messreihe wird jahrlich aktualisiert (zuletzt LIEB & KELLERER-
PIRKLBAUER 2025) und kann online eingesehen werden (GLETSCHERMONITOR 2026).

(2) Gletscherinventare 1969, 1998, 2009 und 2015: Die Gletscherfliche des Gossnitzkeeses der
genannten Jahre wurde auch im Rahmen Osterreichweiter Gletscherinventuren (GI 1-4) erfasst
(LAMBRECHT & KUHN 2007, KUHN et al. 2008, FISCHER et al. 2015, BUCKEL & OTTO 2018).

(3) Geodétische Messungen: 1996 wurde von V. Kaufmann und G. Kienast ein geodétisches
Messnetz am Gossnitzkees eingerichtet und zwar mit der Absicht nicht nur die
Gletscherldngeninderung, sondern auch die Eisdickenénderung und die FlieBgeschwindigkeit
des Gletschers alljahrlich mit hoher Genauigkeit zu erfassen. Fiir die Bestimmung der
FlieBgeschwindigkeit wurden 10 Messpunkte auf markanten Felsblocken permanent durch
Farbmarkierungen signalisiert. Aus den Messungen kann auch die lokale Eisdickendnderung
abgeleitet werden. Fiir die bessere hohenzonale Erfassung der Eidickendnderung wurde ein
Gletscherldngsprofil angelegt. Die anfangs mit einer Totalstation durchgefiihrten Messungen
wurden 2014 auf die satellitengestiitzte Positionierung mittels RTK-GNSS umgestellt. Die
alljdhrlichen Auswerteergebnisse konnen online eingesehen werden (KAUFMANN 2026).

(4) Terrestrisch-photogrammetrisches Aufnahmen: In Erginzung zu den punktuellen
geoddtischen Messungen wurde 1997 ein terrestrisch-photogrammetrisches Messnetz,
bestehend aus mehreren im Geldnde (Gegenhang, Steig auf den Hornkopf) gut erkennbaren,
mit Farbe und Bolzen markierten Punkten, eingerichtet. Ein fiir dieses Monitoring wichtiges
Referenz-Stereomodell wurde jedoch bereits 1988 von R. Kostka und V. Kaufmann
aufgenommen. Im Laufe der Zeit (1997-2015) kamen unterschiedliche analoge und digitale
Kameras zum Einsatz (KAUFMANN & LADSTADTER 2008a, KAUFMANN & SEIER 2016).

(5) Terrestrisches Laserscanning: Als weitere leistungsfahige terrestrische Fernerkundungs-
methode kam 2000 das terrestrische Laserscanning zum Einsatz. KELLERER-PIRKLBAUER et al.
(2005) haben erstmals einen terrestrischen Laserscanner eingesetzt, um den zentralen Teil des
Gossnitzkeeses in Form einer dichten Punktwolke einzuscannen. Aus dem Vergleich der
Zeitreihenaufnahmen konnten Eisdickenidnderung und morphologische Prozesse dokumentiert
werden.

(6) Luftbildauswertung (Flugzeug & unmanned aerial vehicle/UAV): Eine erste dezidierte
Gletscherkartierung flir das Gossnitzkees aus Luftbildern erfolgende aus einer
Luftbildbefliegung 1997 (LIEB 2000). Im Rahmen eines Forschungsprojekts hat G.K. Lieb aus
Geldndebefunden (Morénenstinde 1850; letzte maximale Vereisung in der Kleinen Eiszeit),
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vorhanden  historischen = Kartenwerken und  zusitzlichen  photogrammetrischen
Luftbildauswertungen (1954, 1969, 1974, 1983 und 1992) die Gletschergeschichte des
Gossnitzkeeses 1850-1997 rekonstruiert (KAUFMANN & PLOSCH 2000). In Folgeprojekten
wurden im Rahmen von zwei Bachelorarbeiten die Gletscherstdnde 2002, 2006, 2009 und 2012
erfasst (KAUFMANN & LADSTADTER 2008b, KAUFMANN & SULZER 2019). In Weiterfiihrung der
flichenhaften Gletscherkartierung wurde 2018 eine UAV-gestiitzte Luftbildbefliegung des
zentralen Gletscherbereichs durchgefiihrt. Durch den Vergleich des daraus ermittelten
Oberfldchenmodells mit jenem von 2015 konnte die diesbeziigliche Eisdickendnderung des
Gletschers fiir den unteren Zentralteil flichendeckend erfasst werden (KAUFMANN & SULZER
2019).

4 Methodik

4.1 Luftbildauswertung

Datengrundlage

Digitale Luftbilder 2015, 2018 und 2021 wurden iiber das Bundesamt fiir Eich- und
Vermessungswesen (BEV 2026) bezogen (Tabelle 1). Kamerakalibrierungsprotokolle und
Orientierungsdaten (Elemente der AuBeren Orientierung) wurden ebenfalls vom BEV zur
Verfligung gestellt.

Tabelle 1: Ubersicht der Luftbilddaten fiir das Gossnitzkees zwischen 2015 und 2021.

Archiv- | Datum Kamera Bild- Bodenauf-
nummer anzahl lésung (cm)
2015130 | 28.8.2015 | UltraCam 12 17-30
Eagle f100
2018160 | 28.9.2018 | UltraCam 11 11-19
Eagle M3
2021160 | 24.9.2021 | UltraCam 35 10-20
Eagle Mark 2

Die photogrammetrische Prozessierung der in Tabelle 1 gelisteten Luftbilder erfolgte mit der
Software Agisoft Metashape Professional (Version 2.0.3, AGISOFT METASHAPE 2026). Als
horizontales Datum wurde die GauB3-Kriiger-Abbildung MGI/ Austria GK Central (EPSG Code
31255) gewihlt. Die photogrammetrische Berechnung erfolgte jedoch in einem lokalen
Koordinatensystem unter Beriicksichtigung der Erdkriimmungskorrektur. Die Uberpriifung der
Genauigkeit der Georeferenzierung der erstellten digitalen Orthophotos ergab signifikante
Lageversitze, die nicht vernachlissigt werden konnten. In weiterer Folge wurde deshalb der
Bildverband 2021 als Referenzdatensatz fiir die Georeferenzierung der beiden anderen Epochen
herangezogen. Die Bildverbidnde 2015 und 2018 wurden in zwei separaten bi-temporalen
Biindelblockausgleichungen (2018+2015, 2018+2018) photogrammetrisch in Agisoft
Metashape orientiert, wobei durch Maskieren der vergletscherten Gebiete im Referenzdatensatz
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die bi-temporale Verkniipfung iiber stabile Verkniipfungspunkte sicher gewéhrleistet werden
konnte. Die Riickprojektionsfehler lagen bei +0,24 pixel (2015) bzw. £0,35 pixel (2018).

Oberflichenmodelle und Orthophotos

Ausgehend von den hochaufgelosten Oberflichenmodellen (vermaschte 3D-Punktwolken)
wurden 2D-Hohenraster (digitale Oberflichenmodelle/DOMs) sowie dazugehorige digitale
Orthophotos (DOPs) mit zueinander gleicher Auflésung von 20 cm berechnet. Fiir die weitere
Analyse der DOMs erfolgte eine Aggregierung der Rasterweite auf 1 Meter.

Gletscherflichen

Die epochenweise Erfassung der Gletscherrdnder erfolgte primér iiber die Uferlinie (Null-
Isolinie) von bi-temporalen Oberflichendifferenzmodellen. Im Falle eines Gletscherriickgangs
beschreibt die Null-Isolinie den Gletscherrand der é&lteren Epoche. Bei einem etwaigen
Gletschervorsto3 (Zunahme der Eisdicke) ergédbe sich der Gletscherrand der jiingeren Epoche.
Bei gleichbleibender Geldndehdhe (somit stationdres Verhalten des Gletschers an diesem
Bereich) versagt jedoch die beschriebene Methode und es kann nicht auf die Verdnderung der
Gletscherausdehnung zuriickgeschlossen werden. In diesem Fall kann der Gletscherrand
entweder aus einem zeitlich vorherigen Stand iibernommen oder interaktiv (2D/3D) aufgrund
der vorhandenen Phototextur (DOP) und den iiberlagerten bi- bzw. multitemporalen
Hohenschichtlinien konkordant mit den schon vorhandenen Gletscherrdandern bestmdglich
abgeschitzt werden. Inhdrentes Rauschen der ermittelten Hohendifferenzen wurde durch einen
3x3-GauB-Filter reduziert. Eine Kurvenglédttung des so ermittelten Gletscherrandes wurde
durch Anwendung des Douglas-Peucker-Algorithmus erzielt. Fiir die kldrende Abgrenzung der
Gletscherflichen kann auch auf die Oberflichenbewegung (Kap. 4.1.5) zuriickgegriffen
werden. Die in einer Vorstudie ermittelte Gletscherfldche fiir 2012 musste dem dargestellten
Konzept folgend klarerweise mit Hilfe einer jiingeren Epoche wie z.B. 2018 nachgefiihrt
werden.

Flichen- und Volumeninderung

Gletscherflichen und DOMs bilden einen multitemporalen Geodatenbestand, der nach
verschiedenen Gesichtspunkten analysiert werden kann. Die Eisdickendnderung ergibt sich
iiber die boolesche Schnittmenge/Intersection der Gletscherflachen, die Volumendnderung iiber
die diesbeziigliche Vereinigung/Union.
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FlieBgeschwindigkeit

Die horizontale Fliegeschwindigkeit fiir den Beobachtungszeitraum 2015-2018-2021 wurde
mit einer Matlab-Routine flaichendeckend durch Bildkorrelation der multitemporalen DOPs
ermittelt (KAUFMANN et al. 2021). Die Berechnung der 2D bzw. 3D Bewegungsvektoren
erfolgte in einem 5 m x 5 m Raster mit einem 31 pixel x 31 pixel (6,2 m x 6,2 m) groflen
Korrelationsfenster. Subpixel-Genauigkeit in den beiden Koordinatenrichtungen wurde durch
Interpolation einer Parabel an der Stelle des Korrelationsmaximums erzielt. Die
Ausreillerdetektion  erfolgte mit  Filtern (Back-Matching,  Glattheit der 2D-
Verschiebungsvektoren in  Richtung wund Betrag, Singularitit, Konsistenz der
Bewegungsrichtung mit der aus dem DOM berechneten Falllinie). Die Genauigkeiten der
ermittelten FlieBgeschwindigkeiten errechneten sich mit +£2,2 cm/Jahr (1 o-Schranke) fiir 2015-
2018 bzw. jeweils 1,8 cm/Jahr fiir die Zeitraume 2018-2021 und 2015-2021 (vgl. Abb. 5).
Keine Bewegungsinformation konnte in Bereichen mit Alt- bzw. Neuschnee, entlang der
Schlagschattenrdnder, in Zonen groflerer Massenumlagerung sowie in Bereichen von
Bewegungsinhomogenitéten (bewegt/stabil) gewonnen werden.

4.2 Geodatische Messungen

Eisdickeninderung

Die Eisdickenidnderung im unteren Zentralbereich des Gossnitzkeeses wurde einerseits entlang
eines Léngsprofils und andererseits an 10 markierten Messpunkten (S0-S9) aus den
alljdhrlichen geoddtischen Messungen seit 1996 ermittelt. Die Lage der Profillinie und der
Messpunkte ist der Abb. 4 zu entnehmen. Uber die Jahre sind mehrere der 10 Messpunkte
eisfrei geworden (siehe Kapitel 5.2).

FlieBgeschwindigkeit

Auf Basis der jahrlichen geodétischen Messungen an den 2025 noch relevanten Messpunkten
entlang des Profils ldsst sich auch die FlieBgeschwindigkeitsverdnderung im Zeitraum 1996 bis
2025 gut quantifizieren. Da die Messpunkte relativ gleichméaBig iiber die vertikale Erstreckung
des Gletschers verteilt sind, beschreibt dies gleichzeitig auch sehr gut die Verdanderung der
Kinematik, im Sinne von abnehmender GletscherflieBbewegung und Inaktivierung.

4.3 Klimamonitoring

Im September 2006 wurde in mehreren Gebirgsregionen Mittel- und Ostosterreichs ein
Netzwerk zur kontinuierlichen Uberwachung der Bodenoberflichen- und bodennahen
Temperatur mittels Miniaturtemperaturdatenlogger (MTD) eingerichtet und in weiterer Folge
erweitert (KELLERER-PIRKLBAUER et al. 2025). Fiir die gegenstindliche Arbeit wurden die
Bodentemperaturdaten von zwei dieser Standorte verwendet. Ein Standort befindet sich im
oberen Bereich eines Blockgletschers im 2,5 km entfernten Hinterem Langtalkar auf einer Hohe
von 2693 m (HLC-UP-N). Ein zweiter Standort liegt direkt im Gletschervorfeld des
Gossnitzkeeses auf 2598 m (GOE-PR), wobei dort in zwei Tiefen die Bodentemperatur
automatisch gemessen wird (0, 30 cm). Die verwendeten MTDs sind Datenlogger der Firma
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GeoPrecision mit PT1000-Temperatursensoren und stiindlicher Temperaturmessung. Des
Weiteren wurden in dieser Studie Lufttemperaturdaten der automatischen Wetterstation im
Hinteren Langtalkar (HLC-AWS; 2655 m) verwendet (vgl. KELLERER-PIRKLBAUER &
KAUFMANN 2012, 2018). Fiir jeden der genannten Standorte wurden die Jahresmitteltemperatur
fiir die Messperioden 1.8. bis 31.7. des Folgejahres berechnet (Boden- und Lufttemperatur).

S  Ergebnisse

5.1 Gletscherverinderung auf Basis von Luftbildanalysen

In der Karte der Vergletscherung 1850-2021 (Abb. 3) ist der Gletscherriickgang und der damit
einhergehende, gegenwirtige Zerfall des Gossnitzkeeses in mehrere Teilbereiche gut zu
erkennen. Ein flinfter, zukiinftiger Teilbereich entwickelt sich am unteren Gletscherende, in
jenem Bereich, wo die geoditischen Messungen momentan noch stattfinden. Dieser
Gletscherteil wird wahrscheinlich als Toteisbereich noch einige Jahre existent sein, da aufgrund
der Hohe und der Permafrost-affinen Bedingungen, das Abschmelzen des schuttbedeckten
Untergrundeises verlangsamt wird.

Tabelle 2 listet die geometrisch-glaziologischen Kenngroflen des Gdssnitzkeeses, die aus der
gegenstiandlichen Luftbildauswertung 2015-2021 abgeleitet wurden. Fiir Vergleichszwecke ist
der glaziologische Hochstand von 1850 (,,Kleine Eiszeit*) angefiihrt. Der Gletscherstand von
2012 (KAUFMANN & SULZER 2019) wurde nachgefiihrt.

Abbildung 4 zeigt eine graphische Darstellung der mittleren jahrlichen Eisdickenédnderung des
Gossnitzkeeses fiir den Zeitraum 2015-2021. Zu beachten sind die teilweise recht hohen Werte
von mehr als -2 m/Jahr fiir die unteren Gletscherteile in den Bereichen von Gossnitzkees West
(Bereich @) und Ost (Bereich Q).

Die maximalen Bewegungsraten fiir den Zeitraum 2015-2021 betragen 115 cm/Jahr flir den
westlichen (Bereich @) bzw. 118 cm/Jahr fiir den 6stlichen Teil (Bereich @) des Gossitzkeeses.
Fiir den Zeitraum 2015-2018 ergab sich ein absolutes Bewegungsmaximum von 156 cm/Jahr
fiir den westlichen Teil. Vergleiche dazu die Abbildung 5.
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Abb. 3: Karte des Gossnitzkeeses fiir die verschiedenen Stinde zwischen 1850 (letzter Hochstand in
der sogenannten ,Kleinen Eiszeit™, erkennbar im Geldnde an markanten Seiten- und
Endmoréinen) und 2021. Geldnderelief: ALS-Daten, 2012, https://kagis.ktn.gv.at/.

Tabelle 2: Flachen, Flachen- und Volumenidnderung sowie Eisdickendnderung fiir ausgewéhlte
Jahre seit 1850.
Jahr Flache Fliacheninderung | Volumeninderung Mittlere Eisdicken-
(km?) (%) bzgl. 1850 (m®) zur Vorepoche | inderung (cm/Jahr) zur
Vorepoche
1850 1,555
2012 0,529 -66,0 -89,046 10° -50
2015 0,471 -69,7 -0,768 10° -52
2018 0,399 -74,3 -1,414 10° -105
2021 0,364 -76,6 -0,465 10° -40
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Abb. 4: FEisdickenidnderung am Gossnitzkees zwischen 2015 und 2021. Bereits 2015 bestand der
Gletscher aus mehreren Teilen (O bis @).
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Abb. 5: Karte der FlieBbewegung 2018-2021 im 6stlichen Teil des Gossnitzkeeses. Die maximale
FlieBgeschwindigkeit betrug in diesem Bereich 118 cm/Jahr.
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5.2 Gletscherverinderung auf Basis von geodiitischen Messungen

Die Eisdickendnderung des Gdssnitzkeeses entlang des geoditisch gemessenen Langsprofils ist
in Abb. 6 dargestellt.
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Abb. 6: Eisdickendnderung 1996-2025 am Gossnitzkees entlang der Profillinie. Vergleiche mit
Abbildung 4.

Aufgrund der anhaltenden Gletscherschmelze waren im Sommer 2025 von den urspriinglich 10
Messpunkten nur mehr 4 (S4-S7) nutzbar — die iibrigen befinden sich schon auf eisfreiem
Terrain — sowohl oberhalb als auch unterhalb der heute noch existierenden Eismasse (vgl. Abb.
4). Die Erkenntnisse aus der Luftbildanalyse werden durch die geodétischen Messungen —
zumindest fir den unteren zentralen Gletscherbereich — bestitigt. Die Eisdickendnderung
betrug bis in die 2010er Jahre zumeist mehr als -1,5 m/Jahr und liegt aktuell in diesem Bereich
nur mehr bei etwa -1 m/Jahr (Abb. 7 und 8). Aufgrund der kontinuierlichen Verringerung der
Eismichtigkeit ergibt sich dort auch eine damit einhergehende Verringerung der
FlieBgeschwindigkeit (Abb. 9). Die aktuelle Bewegungsrate betrdgt 30 cm/Jahr im Mittel.
Auffallend in allen drei hier gezeigten Abbildungen 7 bis 9 sind neben dem Trend auch die
starken Schwankungen von Jahr zu Jahr, der Trend ist erst durch die lange Datenreihe
erkennbar.

Profillinie im Hohenbereich 2520-2540 m (2025)

4 Messpunkte im Hohenbereich 2525-2543 m (2025)
Mittlere Eisdickenanderung 1996-2025: -1,35 m/Jahr

Mittlere Eisdickenénderung 1996-2025: -1,43 m/Jahr
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Abb. 7: Eisdickenidnderung Gossnitzkees 1996- Abb. 8: Eisdickendnderung Gossnitzkees 1996-
2025 in der Profillinie. 2025 an 4 markierten Punkten.
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Abb. 9: FlieBgeschwindigkeit Gossnitzkees 1996-2025 an 4 markierten Punkten.

5.3 Klimatische Verinderungen im Untersuchungszeitraum

Abbildung 10 zeigt die Entwicklung der Jahresmitteltemperatur an den drei Standorten im
Zeitraum 2007-2025 (fiir HLC-UP-N und HLC-AWS) bzw. 2015-2025 (GOE-PR). Deutlich ist
der Erwdrmungstrend in allen Datenreihen zu erkennen, wobei am Standort GOE-PR bedingt
durch die kiirzere Datenreihe dieser Trend ausgeprégt ist. Der Erwdarmungstrend liegt bei den
Bodentemperatursensoren HLC-UP-N sowie GOE-PR-Ocm bei 0,05 bis 0,07°C/Jahr, jener der
Lufttemperatur sogar bei iiber 0,1°C/Jahr. Die Trends sind fiir die Langzeitdaten von HLC-UP-
N (Bodentemperatur) und HLC-AWS (Lufttemperatur) auch statistisch signifikant. Ahnliche
signifikante Trends lassen sich auch an anderen Messtandorten im Ostalpenraum erkennen
(KELLERER-PIRKLBAUER & LIEB 2023, KELLERER-PIRKLBAUER 2026)
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Abb. 10: Entwicklung der mittleren jéhrlichen Luft- und Bodentemperatur im Bereich des
Gossnitzkeeses zwischen 2007 und 2025 (Messjahre hier: 1.8. bis 31.7. des Folgejahres).
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6 Diskussion

6.1 Kombination von Luftbild- mit geodatischen Daten

Durch die zunehmende Schuttbedeckung verbessert sich aus photogrammetrischer Sicht die
Oberflachenrekonstruktion wesentlich. Vorhandene Schnee- bzw. Blankeisflichen zeigen
oftmals Korrelationsméngel — die Oberflache kann nicht 3D rekonstruiert werden. Moderne
digitale Luftbildkameras konnen diesem Phdnomen durch hohe radiometrische Auflosung
schon gut entgegenwirken. Die Ableitung der Gletscherrdnder durch Differenzbildung von
zeitunterschiedlichen DOMs funktioniert nur dann gut, wenn die Eisdickendnderung signifikant
von Null verschieden ist. Bei einer negativen Eisdickendnderung zwischen zwei Datensétzen,
wovon momentan auszugehen ist, kann nur der dltere der beiden Gletscherstdnde rekonstruiert
werden. Fiir die (gesicherte) Ermittlung der aktuellen Gletscherausdehnung ist eine weitere,
jingere Vergleichsepoche notwendig. Der in diesem Aufsatz beschriebene halbautomatische
Prozess der Findung der Gletscherrdnder konnte durch den Einsatz von KI-Methoden
theoretisch vollkommen automatisiert werden, wobei eine Plausibilititspriifung des
Ergebnisses trotzdem natiirlich durchgefiihrt werden sollte. Die geoditischen Messungen
liefern aufgrund der geringen Punktdichte entlang eines Profils nur beschriankte Informationen
in Hinblick auf den Gletscherzustand. Die Messungen haben jedoch eine hohere temporale
Auflosung, erginzen die Ergebnisse aus der Fernerkundung und konnen iiberdies zur
Uberpriifung derselben herangezogen werden. Aufgrund der geringen GroBe des
Gossnitzkeeses deckt das geoditische Profil im Wesentlichen auch den gesamten Gletscher in
seiner Vertikalerstreckung ab. Die Eisdickendnderung nahm kontinuierlich seit den 1990er
Jahren ab (Abb. 7 und 8), schwichte sich aber im Laufe der Zeit ab, bedingt durch den
zunehmenden Abschmelzschutz der supraglazialen Schuttdecke.

6.2 Kombination von geometrischen Gletscherverinderungen mit
Klimadaten

Wie in den Abbildungen 7 bis 9 gezeigt wurde, nahm die Gletscherdynamik markant seit den
1990er Jahr ab. Gleichzeitig nahm auch die Eisméchtigkeit dramatisch ab. Kumuliert man die
mittleren Hohenabnahme der vier verbliebenen Messpunkte fiir den Zeitraum 1996 bis 2025,
so ergibt sich ein mittlerer Hohenverlust der Profillinie von -41,1 m. Der Vergleich der
kumulativen Eisdickendnderung mit der FlieBgeschwindigkeit (Abb. 11 links) zeigt, dass mit
zunehmenden Eisverlust auch die Kinematik in Form der FlieBgeschwindigkeit deutlich
abnahm, was glaziologisch zu erwarten ist. Vergleich man die mittlere Jahreslufttemperatur an
der nahe gelegenen meteorologischen Station im Hinteren Langtalkar mit der
FlieBgeschwindigkeit (Abb. 11 Mitte) und der Eisdickendnderung pro Jahr (Abb. 11 rechts), so
fallt auf, dass die Temperatur weder fiir die FlieBgeschwindigkeit noch fiir die
Eisdickendnderung der wichtigste Faktor zu sein scheint. Diese Grafiken zeigen des Weiteren,
dass sich offensichtlich aufgrund der zunehmenden Schuttbedeckung und nicht aufgrund der
tieferen Lufttemperaturen der Eisverlust iiber die Zeit abgeschwicht hat. Die
FlieBgeschwindigkeit war im Zeitraum 1996-2025 unabhingig von der Lufttemperatur und
primir durch die Eisméachtigkeit bestimmt. Somit zeigen unsere Daten, dass die zunechmende
supraglaziale Schuttbedeckung (Fliche und Michtigkeit) am Gossnitzkees sich positiv fiir die
Resteiserhaltung auswirkt und den Eisverlust reduziert, ein Phidnomen, das auch am
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nahegelegenen Pasterzenkees bereits beobachtet wurde (KELLERER-PIRKLBAUER 2008,
KELLERER-PIRKLBAUER et al. 2008). Somit entkoppeln sich schuttbedeckte Gletscher immer
mehr von den aktuellen klimatischen Bedingungen. Im Falle von hochgelegenen Gebieten, wie
des Gossnitzkeeses, sind umliegende Fels- und Schuttbereiche auch von Permafrost beeinflusst,
wobei diese Beeinflussung im Gletschervorfeld des Gossnitzkeeses selbst nur marginal ist und
schuttbedecktes Eis dadurch zwar nicht langfristig erhalten, aber zumindest mittelfristig
verlangsamt abschmelzen konnen. Permafrostneubildung ist in den entgletscherten Bereichen
theoretisch moglich, auf Basis der aktuellen rasanten Erwarmungstendenzen (vgl. KELLERER-
PIRKLBAUER & LIEB 2023) aber stark erschwert. Auch die positiven Jahresmitteltemperaturen
vom Standort GOE-PR (vgl. Abb. 10) belegen, dass eine Permafrostneubildung im
Gletschervorfeld des Gossnitzkeeses aktuell unwahrscheinlich ist. Extrapoliert man die
Entgletscherung des Gossnitzkeeses — iibertragen auf die gesamte Schobergruppe sowie dem
Osterreichischen Alpenraum — in die Zukunft, so kann davon ausgegangen werden, dass
oberflachlich sichtbares Eis in der Schobergruppe bald Geschichte sein wird, sich aber
strahlungsgeschiitzte Gletscherreste in den Hochlagen der Ostalpen noch einige Jahrzehnte
halten werden. Ob man dann aber noch von eigentlichen ,,Gletschern* sprechen kann, ist jedoch
eine andere Frage, da Gletscher per Definition am Ende des Gletscherhaushaltsjahres (in den
Alpen Ende September) noch groBflichig vom Altschnee des Vorwinters bedeckt sein sollten.
Bei Gletscher, die im klimatischen Gleichgewicht sind, sollte dieser Altschneeanteil 2/3 des
gesamten Gletschers umfassen, ein Wert der schon lange nicht mehr erreicht wird, wie auch die
jihrlichen Gletscherberichte des OAV (vgl. LIEB & KELLERER-PIRKLBAUER 2025) belegen.
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Abb. 11: Gegeniiberstellungen verschiedener glaziologischer und meteorologischer Parameter und ihre
Korrelationen. Eisdicken- und Bewegungsdaten des Gdssnitzkeeses fiir 1996-2025, mittlere
Jahrestemperaturen (MAAT=mean annual air temperature der Luft im Hinteren Langtalkar
HLC-AWS) fiir 2007-2025.

7 Fazit

Das Gossnitzkees zeigt exemplarisch, wie stark sich schuttbedeckte Gletscher unter anhaltender
klimatischer Erwidrmung verdndern: Flachenverlust, Zerfall in Teilkdrper und deutliche
Abnahme der Eismichtigkeit seit den 1990er Jahren, begleitet von stark sinkenden
FlieBgeschwindigkeiten. Die Kombination von Orthophotos und Oberflichenmodellen mit
jahrlichen geodétischen Messungen liefert ein belastbares, sich ergénzendes Bild:
Fernerkundung erfasst flichenhafte Verdnderungen und Geschwindigkeitsfelder, Geodéasie
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erhoht die zeitliche Auflosung und validiert Trends lokal. Klimatisch belegen die Boden- und
Lufttemperaturreihen einen signifikanten Erwdrmungstrend. Dennoch schwichte sich der
spezifische Eisverlust zuletzt ab — vor allem durch eine anwachsende supraglaziale
Schuttdecke, die das Eis thermisch immer besser schiitzt. Damit entkoppeln sich schuttbedeckte
Gletscher zu einem gewissen Grad von kurzfristigen Lufttemperaturschwankungen; die
Kinematik wird primér durch Eisméchtigkeit und Schuttbedeckung bestimmt. Permafrost kann
in den Hochlagen der Schobergruppe kryologische Prozesse modifizieren, eine Neubildung im
Vorfeld des Gossnitzkeeses ist derzeit jedoch unwahrscheinlich unter Beriicksichtigung der
Boden- und Lufttemperaturdaten. Regional ist in den Ostalpen mit dem baldigen Verschwinden
frei sichtbaren Eises zu rechnen; strahlungsgeschiitzte, schuttbedeckte Reste konnten jedoch
noch Jahrzehnte bestehen bleiben.
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1 Einleitung

Die Uberwachung von Ingenieurbauwerken ist zu einem wesentlichen Bestandteil moderner
Instandhaltungs- und Risikomanagementstrategien geworden. Alternde Bauwerke, steigende
Verkehrsbelastungen und begrenzte Ressourcen erfordern Ansétze, die iiber periodische
Sichtpriiffungen  hinausgehen und das  tatsdchliche  Tragwerksverhalten  unter
Betriebsbedingungen bewerten. In diesem Kontext wird Structural Health Monitoring (SHM)
als Entscheidungsunterstiitzung verstanden (NOVAK ET AL., 2024; WEDEL ET AL., 2025).

Beim Monitoring sind unterschiedliche zeitliche Skalen zu beriicksichtigen. Quasistatische
Beobachtungen konzentrieren sich auf langsam verlaufende Effekte (z. B. temperaturinduzierte
Deformationen). Demgegeniiber adressiert das dynamische Monitoring strukturelle
Reaktionen, die beispielsweise durch den Verkehr hervorgerufen werden. Dynamische
Verénderungen liefern wertvolle Informationen iiber Steifigkeiten,
Lastabtragungsmechanismen und das Gesamtverhalten des Systems; ihre Erfassung unter
realen Betriebsbedingungen stellt jedoch erhohte Anforderungen an die Sensorik
(LIENHART ET AL., 2023; NOVAK ET AL., 2024; WEDEL ET AL., 2025).

Traditionell wird das dynamische Briickenmonitoring durch kontaktbasierte Sensorsysteme
dominiert. Infolgedessen sind flichendeckende Beobachtungen des dynamischen Verhaltens
hiufig nur eingeschrankt moglich (LIENHART ET AL., 2023; SCHILL & EICHHORN, 2019;
SCHILL ET AL., 2022). Getrieben durch Fortschritte in der Sensorik konnen geoditische
Sensoren wie bspw. bildgestiitzte Totalstationen (ZSCHIESCHE ET AL., 2022), terrestrische
Laserscanner (WujaANZ  ET  AL., 2018) oder  radarbasierte Instrumente
(BAUMANN-OUYANG ET AL., 2022) Bauwerke iiberwachen ohne direkten physischen Kontakt.

Die verschiedenen geoditischen Sensortechniken weisen komplementdre Eigenschaften
hinsichtlich der rdumlichen und zeitlichen Aufldsung sowie der Sensitivitdtsrichtung auf.
Punktbasierte Sensoren wie GNSS oder Totalstationen ermdglichen dreidimensionale
Verschiebungsmessungen an ausgewdhlten Punkten, wéihrend bildbasierte Systeme rdumlich
verteilte Beobachtungen erlauben. Das terrestrische Laserscanning (TLS) ermdglicht
beriihrungslose Messungen ohne die Notwendigkeit einer physischen Installation am Bauwerk.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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Zusitzlich kann durch die Beschriankung der Datenerfassung auf eine einzelne Scanlinie TLS
mit erhohter Messrate betrieben werden und ermoglicht die Beobachtung dynamischer
Verdnderungen an verschiedensten Objekten (SCHILL & EICHHORN, 2019). Studien zum
dynamischen Briickenmonitoring zeigen das Potenzial laserbasierter Ansitze und belegen, dass
kontaktlose Verfahren etablierte sensorbasierte Monitoringkonzepte ergidnzen konnen
(SCHILL ET AL., 2022; MEYER ET AL., 2022; KOSTJAK & NEUNER, 2023).

TLS-Systeme von RIEGL sind im Kontext des permanenten Laserscannings (PLS) in
Monitoringanwendungen etabliert. Dabei werden Scanner kontinuierlich iiber Iléngere
Zeitrdume  betrieben, um  quasistatische  Verdnderungsprozesse zu iiberwachen
(LINDENBERGH ET AL., 2025). Aufbauend auf diesem Monitoringkonzept ermoglichen die
aktuellen Weiterentwicklungen den Betrieb derselben Scannerplattform im Linienscanmodus,
wodurch der Anwendungsbereich bspw. auf das dynamische Briickenmonitoring erweitert
wird. Der vorliegende Beitrag présentiert erste Felderfahrungen mit dem VZ-600i und
fokussiert sich auf Aspekte der praktischen Umsetzung, der Datenerfassungsstrategien sowie
des Betriebsverhaltens unter reguldrem Eisenbahnbetrieb in Chile.

2 Untersuchungsgebiet und experimenteller Kontext

Das Experiment wurde am 11. September 2025 an der Eisenbahnbriicke “Puente Las Cucharas”
in Chile durchgefiihrt. Die Briicke ist Teil des interurbanen Eisenbahnnetzes der staatlichen
Eisenbahngesellschaft Empresa de Ferrocarriles del Estado (EFE) und stellt eine zentrale
Verbindung im Metrosystem zwischen Valparaiso und Limache dar. Eine Ubersicht iiber die
geografische Lage, den Streckenverlauf und die Position der Briicke ist in Abbildung 1
dargestellt.

Puente Las Cucharas ist eine Eisenbahnbriicke mit einer Linge von etwa 175 m. Die
Bauarbeiten erfolgten zwischen 1908 und 1913 und umfassten die Montage einer vorgefertigten
Stahlkonstruktion, die in Frankreich hergestellt und nach Chile transportiert wurde. Die heutige
Briicke ersetzte friilhere Bauwerke an derselben Stelle. Mit einer Betriebsdauer von iiber
110 Jahren ist sie weiterhin Bestandteil des Metrosystems und trdgt sowohl den téglichen
Metroverkehr als auch den gelegentlichen Giiterverkehr, womit sie ein typisches
Betriebslastszenario fiir Eisenbahnbriicken der Region darstellt (SEPULVEDA ORBENES, 2005).

Aus Sicht der EFE stellt Puente Las Cucharas ein kritisches Infrastrukturobjekt im regionalen
Verkehrsnetz dar. Das fortbestehende Interesse an der Uberwachung ergibt sich aus ihrer
strategischen Bedeutung, ihrem fortgeschrittenen Alter und der Notwendigkeit, steigende
betriebliche Anforderungen ohne Betriebsunterbrechungen zZu bewiltigen
(EFE TRENES DE CHILE, 2024). Aufgrund der kontinuierlichen Nutzung, der guten
Zuginglichkeit und der Eignung fiir kontaktlose Messverfahren unter realen
Verkehrsbedingungen wurde die Briicke als Teststandort ausgewihlt und bot geeignete
Rahmenbedingungen zur Untersuchung laserbasierter Linienscanverfahren fiir das dynamische
Briickenmonitoring im Regelbetrieb.
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Abb. 1: Lage und Kontext der Eisenbahnbriicke ‘“Puente Las Cucharas”. (a) Geografische Lage von
Valparaiso in Chile, ca. 150 km westlich von Santiago de Chile (Basiskarte: Natural Earth).
(b) Verlauf der Metro zwischen Valparaiso und Limache mit markierter Lage der Puente Las
Cucharas (Bildmaterial: Esri World Imagery; Eisenbahn-Overlay: OpenRailwayMap-Kacheln
und Eisenbahnvektoren aus OpenStreetMap iiber die Overpass API; © OpenStreetMap-
Mitwirkende, Open Data Commons Open Database License (ODbL); OpenRailwayMap,
CC-BY-SA 2.0). (c) Fotografie der Puente Las Cucharas, aufgenommen im September 2025
aus nordostlicher Richtung.

3 Messsystem und Linienscanverfahren

3.1 RIEGL VZ-600i — Systemiibersicht

Ein terrestrischer 3D-Laserscanner, der statisch auf einem Stativ betrieben wird, erfasst die
Geometrie der Umgebung durch das Aussenden von Laserpulsen und die Messung der Laufzeit
des riickgestreuten Signals. Auf Basis des Impulslaufzeitverfahrens werden in Kombination mit
der bekannten Strahlrichtung prizise dreidimensionale Koordinaten berechnet.

Der Scanner variiert wiahrend der Messung den Horizontal- und den Vertikalwinkel und erzeugt
so eine dreidimensionale Punktwolke, die die umgebende Szene geometrisch beschreibt. Diese
Punktwolke bildet die Grundlage fiir weiterfilhrende Auswertungen wie die Modellierung der
Geometrie oder den Vergleich von Punktwolken aus unterschiedlichen Epochen. Soll jedoch
statt einer flichenhaften 3D-Erfassung eine wiederholte Abtastung eines linearen Objekts
erfolgen, kann ein 3D-Laserscanner als zweidimensionaler Linienscanner betrieben werden,
indem der Scannerkopf hinsichtlich der Horizontalbewegung fixiert wird.

In dieser Arbeit kommt der Laserscanner RIEGL VZ-600i zum Einsatz (sieche Tabelle 1). Der
VZ-600i1 ist ein leistungsfahiger Hochgeschwindigkeitslaserscanner. Er arbeitet mit einer
Pulswiederholrate von 2,2 MHz und nutzt einen rotierenden Multifacettenspiegel mit vier
Facetten, der bis zu 105 Umdrehungen pro Sekunde erreicht und so bis zu 420 Scanlinien pro
Sekunde bei einem vertikalen Sichtfeld von 105° erzeugt.
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Tabelle 1: Spezifikationen des Laserscanners RIEGL VZ-600i (RIEGL, 2025A)
2.2 MHz Pulswiederholrate (PRR)

Messrate . ..
Scanseschwindiekeit Min.: 4 Scanlinien pro Sekunde;

g g Max.: 420 Scanlinien pro Sekunde
Scanmechanismus Rotierender Vierfacettenspiegel
Prizision 3 mm

C 3mm @ 50 m

3D Genauigkeit 5 mm @ 100 m
Scanbereich
(Horizontal / Vertikal) 360°/105° (-40° to +65°)
Reichweite 0.5 - 220 m (90% Reflexionsgrad)
(2,2 MHz PRR) 0.5 - 100 m (20% Reflexionsgrad)
Gewicht <6kg
GNSS-Empfinger internal (L1), optional: RIEGL RTK-GNSS Empfanger
Laserklasse 1 (augensicher)
Geriteschutzklasse [P64, staub- und spritzwassergeschiitzt

3.2 Funktionsprinzip des Linienscanmodus

Der Linienscanmodus entspricht einem Standardscan, bei dem die Rotation des Scanners um
die Horizontale deaktiviert ist. In diesem Modus fiihrt der Scanner einen zweidimensionalen
Scan mit vorgegebener Pulswiederholrate und Liniengeschwindigkeit durch. Die
Pulswiederholrate steht in direktem Zusammenhang mit der Punktmessrate; geringere
Pulswiederholraten ermdglichen groBBere maximale Messreichweiten (RIEGL, 2025A).

Die Anzahl der Scanlinien pro Sekunde ist proportional zur Rotationsgeschwindigkeit des
rotierenden Vierfacettenspiegels, wobei pro Facette und Umdrehung jeweils eine Scanlinie
erzeugt wird. Aufgrund fertigungsbedingter Abweichungen sind die Facetten des
Polygonspiegels nicht exakt orthogonal zueinander. IThre tatsichliche Geometrie wird im
Rahmen der Kalibrierung prézise bestimmt.

Die Anzahl der Scanlinien pro Sekunde (LPS) und die Pulswiederholrate (PRR) bestimmen
gemeinsam den Winkelabstand zwischen benachbarten Punkten innerhalb einer Scanlinie, den
sogenannten Theta-Inkrementwinkel (Af). Fiir einen Scanmechanismus mit einem
Vierfacettenspiegel ergibt sich dieser zu

LPS-360° 2
0 = :

4 PRR M

Bei einer maximalen PRR von 2200 kHz und 420 LPS ergibt sich ein Inkrement von 34 mdeg.
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3.3 Datenstruktur von 3D-Punktwolken und Linienscandaten

Eine erste Nachverarbeitung der Messdaten erfolgt in der Software RiSCAN PRO. Dabei
werden die Rohdaten des Scanners in Punktwolken {iberfiihrt, einschlieSlich der
Georeferenzierung und des Multistationsausgleichs (d. h. die Koregistrierung mehrerer
Scanpositionen zueinander bzw. die Registrierung gegeniiber externen Festpunkten). Die
erzeugten Punktwolken konnen in géingigen Formaten (z. B. LAS/LAZ, e57) exportiert oder im
nativen RIEGL-Datenbankformat (RDB) iiber die RDBLib-Bibliothek weiterverarbeitet
werden (RIEGL, 2025B).

Die RDBLib ist eine frei verfiigbare Programmbibliothek zum Lesen und Schreiben
verschiedener Datentypen (u. a. Punktwolken, Trajektorien, Voxel). Sie ermdglicht einen
direkten Zugriff auf die gespeicherten Daten aus unterschiedlichen Programmiersprachen
(z. B. Python) heraus und erleichtert damit die Integration in weiterfiihrende Auswerte- und
Analyseworkflows.

Eine RDB-Datei kann neben Primirattributen, in der Regel den XYZ-Koordinaten, beliebige
Sekundérattribute speichern. Fiir Punktwolken stellt das RDB-Format einen effizienten
rdumlichen Index fiir schnelle rdumliche Abfragen sowie fiir die Visualisierung groBer
Datensétze bereit. Wahrend bei klassischen RDB-Punktwolken Zeitstempel typischerweise als
Sekundirattribute abgelegt werden, sind sie bei Linienscandaten das Primérattribut.
Entsprechend werden Linienscandaten standardmifig mit einem zeitlichen statt mit einem
rdumlichen Index gespeichert, wobei eine Umwandlung zwischen rdumlicher und zeitlicher
Indexierung moglich ist.

4 Experimenteller Aufbau und Messkonzept

4.1 Feldinstallation und lokaler Referenzrahmen

Der TLS wurde auf der 6stlichen Seite der Puente Las Cucharas aufgebaut und betrieben, da
auf der westlichen Seite die Lage der Autobahn eine freie Sicht auf das Bauwerk verhindert.
Die 6stliche Seite bot eine ungehinderte Sicht auf die relevanten Tragwerkskomponenten sowie
ausreichend Platz fiir einen stabilen Aufbau.

Die Beobachtungsgeometrie wurde vor Ort tiberpriift, um sicherzustellen, dass die Scanlinie
einen definierten Bauwerksquerschnitt erfasst und wihrend der Messungen stabil bleibt. Zur
Gewihrleistung eines konsistenten Referenzrahmens wurde ein Projektkoordinatensystem
(Project Coordinate System, PRCS) auf Basis von sechs Scanpositionen eingerichtet. Die ersten
fiinf Positionen wurden in nahezu horizontaler Positionierung auf einem Stativ durchgefiihrt
und dienten der Definition des lokalen Referenzrahmens. In diese Definition werden
scannerinterne GNSS-Messungen einbezogen. Die Abstdnde zwischen den Positionen betrugen
jeweils weniger als 10 m. Die Messdaten liegen zunéchst jeweils im Scanner‘s Own Coordinate
System (SOCS) vor; die Transformation in das PRCS erfolgt {iber die Scanner Orientation and
Position (SOP)-Matrix, die die Lage wund Orientierung des Scanners im
Projektkoordinatensystem beschreibt. Das PRCS ist als lokale Tangentialebene zum
Erdellipsoid definiert, mit den Achsen in Ost- (X), Nord- (Y) und Vertikalrichtung
(Z, antiparallel zur Schwerebeschleunigung), sodass eine nivellierte XY-Ebene entsteht.

Die sechste Scanposition wurde fiir den Linienscanbetrieb genutzt und mit einem um 45°
geneigten Adapter betrieben. Zur Bestimmung der SOP-Matrix der geneigten Aufstellung
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wurde zunéchst ein vollstdndiger 360°-Scan durchgefiihrt und automatisch im PRCS registriert.
Der Standpunkt der letzten Scannerposition wurde iterativ verfeinert, bis er zentral unter einem
ausgewdhlten Briickentrdger platziert war. Die Ausrichtung der Scanlinie wurde iiber die
grafische Benutzeroberfliche des Scanners festgelegt. Der finale Aufbau und der Linienscan
sind in Abbildung 2 dargestellt.

b)

Abb. 1: Feldinstallation an der Puente Las Cucharas. (a) Finale Scanposition mit dem terrestrischen
Laserscanner in der 45°-Konfiguration. (b) Screenshot aus RiSCAN PRO mit dem
registrierten 360°-Ubersichtsscan (dunkel dargestellt) und dem zugehorigen Linienscan
(magenta), ausgerichtet entlang eines Briickentrdgers auf der Nordseite der Briicke.

4.2 Datenerfassung

Die Datenerfassung konzentrierte sich auf Linienscanmessungen wéhrend des reguldren
Zugbetriebs. Der Linienscanmodus wurde direkt am Scanner gestartet. Die Messungen
erfolgten zwischen 15:15:19 und 15:43:16 Ortszeit (UTC — 3 h). In diesem Zeitraum wurden
fiinf RDBX-Datensétze mit Aufzeichnungsdauern zwischen etwa 40 s und 15 min erfasst. Die
resultierenden Dateigroflen variierten je nach Aufzeichnungsdauer zwischen ca. 350 MB und
7,6 GB. Der Scanner wurde mit einer Pulswiederholrate von 2200 kHz und einem festen
Winkelinkrement A@ = 10 mdeg betrieben. Gemil3 Gleichung (1) ergab sich auf Grundlage
dieser Parameter eine effektive Linienrate von etwa 124 LPS. Die Zeitstempelung der Daten
basierte auf dem internen GPS-Empfianger des Scanners, sodass alle Messungen iiber eine
gemeinsame absolute Zeitreferenz verfiigten. Die Linienscandaten enthalten Zugpassagen in
beiden Fahrtrichtungen.

Die Datenerfassung erfolgte manuell ohne externe Trigger. Zur Unterstiitzung der
Identifikation und der zeitlichen Zuordnung von Zugdurchfahrten wurde parallel ein
kostengiinstiges Kamerasystem eingesetzt. Die Kamera zeichnete Bildsequenzen aus leicht
versetzter Position mit GPS-basierten Zeitstempeln auf und wurde fiir diese Messkampagne
entsprechend dem Ansatz von BLANCH ET AL. (2024) angepasst. Die Kameradaten dienten
ausschlieBlich der zeitlichen Referenzierung der Durchfahrten.

Ziel der Datenerfassung war es, Datensdtze mit klar identifizierbaren Zugpassagen zu
gewinnen, um die praktische Funktionsfahigkeit und Stabilitit des Linienscanansatzes unter
realen Betriebsbedingungen zu bewerten.
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4.3 Datenverarbeitung und Auswertungskonzept

Der hier eingesetzte Workflow ist eine angepasste Auswerteroutine, die speziell fiir die Analyse
hochfrequenter Linienscandaten entwickelt wurde. Es handelt sich nicht um eine standardisierte
Verarbeitungskette innerhalb der RIEGL-Softwareumgebung, sondern um einen
anwendungsspezifischen Ansatz, der auf dem direkten Zugriff auf Rohdaten und Metadaten
basiert.

Die Linienscandaten wurden direkt aus dem RDBX-Format ausgelesen. Jeder Messpunkt
wurde zundchst unter Verwendung der zugehdrigen SOP-Matrix vom SOCS in das PRCS
transformiert, wodurch ein konsistenter rdumlicher Bezug und eine eindeutig definierte
Vertikalrichtung sichergestellt wurden.

Zur strikten Anpassung der Analyse an die Geometrie des iiberwachten Bauteils wurde fiir den
betrachteten Trager ein lokales Koordinatensystem (Locally Levelled Coordinate System,
LLCS) eingefiihrt. Der Ursprung des LLCS wurde am 6stlichen Ende des Triagers an dessen
Anschluss an das Betonfundament definiert. Die z-Achse des LLCS entspricht der z-Achse des
PRCS und beschreibt die Vertikalrichtung. Die x-Achse verlduft entlang der Langsachse des
Tragers in Richtung seines westlichen Endes, wéhrend die y-Achse das rechtshidndige
Koordinatensystem transversal zur Briickenachse vervollstandigt.

Die Transformation vom PRCS in das LLCS wurde durch eine Local Orientation and
Positioning (LOP)-Matrix  beschrieben. Die auf die Messpunkte angewendete
Gesamttransformation ergibt sich somit zu

Xires = Tpres—iies * Tsocs—pres * Xsocs (2)
=LopP~1 =SOP

Die Scanlinie ist die kleinste zeitliche Einheit der Messung, da sie jeweils einer Facette des
rotierenden Vierfacettenspiegels entspricht. Vier aufeinanderfolgende Scanlinien wurden zu
einem Frame zusammengefasst, entsprechend einer vollstindigen Spiegelumdrehung. Der
Zeitstempel eines Frames wurde durch die erste Scanlinie des jeweiligen Zyklus definiert,
wodurch sich eine effektive Abtastrate von etwa 31 Hz (mittlere Framedauer: 0,032204 s)
ergibt.

Fiir jedes Frame wurden die zum liberwachten Trager gehérenden Punkte anhand ihrer Lage im
LLCS selektiert. Entlang der Langsrichtung (LLCS-x-Achse) wurde eine feste rdumliche
Binbreite von 0,10 m verwendet. Diese vereinfachte Diskretisierung wurde fiir das betrachtete
Bauteil als ausreichend erachtet und vermeidet fiir diesen ersten Versuch zusétzliche
Komplexitit durch geometrieabhingige Segmentierungen.

Fiir jedes rdaumliche Bin und jedes Frame wurde der mittlere Vertikalwert (LLCS-z-Achse)
berechnet, wodurch zeitaufgeldste vertikale Profile des Tréagers resultieren. Das Referenzprofil
wurde als zeitliches Mittel aller framebasierten Profile definiert, und relative Deformationen
wurden als Abweichungen davon ausgedriickt.

Zur Analyse des zeitlichen Verhaltens wurden an ausgewihlten Referenzpositionen entlang des
Tragers Verschiebungszeitreihen extrahiert. Diese weisen in der Regel nichtlineare Trends auf,
die mittels B-Spline-Regression nach HARMENING UND NEUNER (2016) approximiert wurden.
Die Anzahl der Stiitzstellen wurde durch Minimierung des Bayesian Information Criteria (BIC)
bestimmt.
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Als Abschdtzung der erreichbaren Messprézision wurde fiir jede Referenzposition die Median
Absolute Deviation (MAD) der trendbereinigten AZ-Zeitreihen berechnet. Nach Subtraktion
des splinebasierten Trends §(t) ergeben sich die Residuen zu

r(t;) = AZ(t;) — 5(t;) (3)
Die MAD wurde zeitlich gemil
MAD = median(| r; — median(r) |) 4)

bestimmt und unter Annahme einer Normalverteilung in eine dquivalente Standardabweichung
tiberfiihrt:

MAD

__Mab 5
OMAD = {6745 )

Dies liefert eine robuste Abschitzung der erreichbaren Messprazision.

5 Ergebnisse

Die Ergebnisse werden exemplarisch fiir eine Zugdurchfahrt dargestellt. Das ausgewéhlte
Ereignis entspricht einem west—ostwirts fahrenden Zug in Richtung Limache. Der Zug befuhr
die Briicke zwischen 18:38:09 UTC (15:38:09 Ortszeit, LT) und 18:38:23 UTC (15:38:23 LT).

Abbildung 3(a) zeigt das Linienscanprofil entlang des ausgewdhlten Tréagers. Fiir die
Auswertung wurde ausschlieflich der zum Gleisverlauf parallel verlaufende Abschnitt des
Tragers berticksichtigt, entsprechend den LLCS-x-Koordinaten zwischen 11 m und 64 m. Die
Scannerposition ist im selben Koordinatensystem mit x = 2,409 m, y = 0,036 m und
z = —1,574 m dargestellt. Das erfasste Messprofil entspricht dem vertikalen Sichtfeld des
Scanners von 105°, das durch die verwendete 45°- Konfiguration vollstindig ausgenutzt wird.
Dadurch wird eine kontinuierliche Erfassung des Trédgers entlang des gesamten {iberwachten
Abschnitts bei gleichbleibender Beobachtungsgeometrie ermoglicht.

Abbildung 3(b) zeigt die gemessenen Punkte entlang einer Scanlinie zu einem Zeitpunkt
(18:38:02 UTC). Bereits hier sind Unterschiede in der Messprézision erkennbar. Mit
zunehmender Entfernung vom Scanner sowie bei gro3er werdenden Einfallswinkeln nimmt die
Streuung sichtbar zu. Die fiir die nachfolgende Zeitreihenanalyse verwendete Referenzposition
bei x =23 m ist im selben Diagramm markiert.

Der zeitliche Verlauf der vertikalen Verschiebung an der Referenzposition ist in Abbildung 3(c)
dargestellt. Die Zeitreihe umfasst den Zeitraum von 18:38:01 bis 18:38:53 UTC und schlief3t
den Zustand vor der Zugankunft, die Belastungsphase wihrend der Durchfahrt sowie die
anschliefende Entlastung ein. Die Originalbeobachtungen (blau) sind gemeinsam mit einer
B-Spline-Approximation dargestellt, die den zugrunde liegenden Trend beschreibt. Das Spline-
Modell wurde datengetrieben bestimmt und weist 12 Knoten auf. Wahrend der Zugdurchfahrt
zeigt sich eine deutliche Abwirtsbewegung des Bauwerks mit einer maximalen vertikalen
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Verschiebung von etwa 2,4 mm. Nach dem Verlassen der Briicke kehrt sich die Deformation
um und ndhert sich schrittweise dem Ausgangsniveau an. Eine kurze Phase gegenlaufiger
Bewegung ist iiber etwa 25 s erkennbar, bevor sich die Verschiebung erneut stabilisiert. Der
Zeitpunkt der maximalen Deformation stimmt mit der vom Kamerasystem erfassten
Zugposition iiberein (Abbildung 4).
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Abb. 2: Linienscan-Ergebnisse flir eine reprisentative Zugdurchfahrt. (a) Langsprofil des iberwachten
Tragers im LLCS (x = 11-64 m) mit eingezeichneter Scannerposition. (b) Réumliches
AZ-Profil zum Zeitpunkt 18:38:02 UTC einschlieBlich der Referenzposition. (¢) AZ-Zeitreihe
an der Referenzposition (x =23 m) mit B-Spline-Trend.
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Abb. 3: Kamerabild zur zeitlichen Verifikation der Zugdurchfahrt an der Briicke Puente Las Cucharas
um 18:38:16 UTC.

Zur Abschétzung der erreichbaren Messprizision wurde die Streuung der trendbereinigten
Zeitreihen mithilfe der MAD (Gleichung 4) ausgewertet. Abbildung 5 zeigt die daraus
abgeleiteten omap in Abhédngigkeit von der Referenzposition entlang des Profils. Fiir
Referenzpositionen bis etwa 26 m liegen die omap unter 0,2 mm. Mit zunehmender Entfernung
vom Scanner nimmt die Streuung deutlich zu und erreicht bei 40 m etwa 0,4 mm sowie bei
50 m rund 0,6 mm.

Der beobachtete Anstieg folgt einem exponentiellen Verlauf in Abhingigkeit vom
Einfallswinkel. Dieses Verhalten stimmt mit den bekannten Eigenschaften terrestrischer
Laserscandaten tberein und spiegelt den Einfluss der Aufnahmegeometrie auf die
Messprizision wider (z. B. SOUDARISSANANE ET AL., 2009).
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Abb. 4: omap-Werte der trendbereinigten AZ-Zeitreihen in Abhéngigkeit von der Referenzposition
entlang des Briickentrigers.
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5 Zusammenfassung und Fazit

Diese Studie stellt erste Felderfahrungen mit dem RIEGL VZ-600i im Linienscanbetrieb fiir
das dynamische Briickenmonitoring dar. Die Ergebnisse zeigen, dass diese Konfiguration die
kontaktlose Beobachtung vertikaler Deformationen ermoglicht. Der Beitrag fokussiert sich
zundchst auf die praktische Umsetzung.

In Ubereinstimmung mit friiheren Arbeiten von SCHILL ET AL. (2022) bestitigt die Analyse,
dass die Messunsicherheit einzelner Laserpunkte fiir eine zuverldssige Bewertung dynamischer
Deformationen nicht ausreicht. Aussagekriftige FErgebnisse erfordern eine rdumliche
Aggregation benachbarter Punkte entlang des iiberwachten Profils. Die angewandte
framebasierte Verarbeitung und die rdumliche Binning-Strategie haben sich als geeignet
erwiesen, um reproduzierbare Deformationssignale aus den Daten zu extrahieren.

Eine wihrend des Feldeinsatzes identifizierte Einschrinkung betrifft die Messgeometrie. Trotz
des Einsatzes einer 45°-Konfiguration begrenzt das effektive vertikale Sichtfeld des Scanners
die Optimierung der Einfallswinkel. Dies kann die geometrische Flexibilitdt einschranken.

Aus  Anwendungssicht bietet das Linienscanning zahlreiche vielversprechende
Einsatzmoglichkeiten. Eine potenzielle Anwendung liegt in der Voruntersuchung von Briicken
vor der Installation dauerhaft montierter Sensoren, um mit mobilem Messequipment einen
schnellen Einblick in das dynamische Verhalten zu erhalten. Dariiber hinaus kann das
Linienscanning in ldngerfristige Monitoringkonzepte integriert werden, bei denen permanentes
Laserscanning zur quasistatischen Beobachtung von Briicken und angrenzendem Gelénde
eingesetzt wird und durch temporire Hochfrequenzmessungen ergénzt wird.

Insgesamt zeigt das Feldexperiment, dass hochfrequentes Linienscanning mit vergleichsweise
geringem Aufwand vor Ort umsetzbar ist. Im Kontext des Structural Health Monitoring, stellt
das linienbasierte TLS einen wertvollen ergidnzenden Ansatz zur Unterstiitzung fundierter
Instandhaltungs- und Risikomanagemententscheidungen dar.
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Abstract

Deformation monitoring of objects with a terrestrial laser scanner (TLS) focuses in practice on
detecting displacements in the direction normal to the surface (out-of-plane). However,
detecting displacements along the plane of objects (in-plane) on smooth, homogeneous objects
remains a major challenge (an example is monitoring displacements in landslides).

In our research, we tested the detection of displacements along the plane using edge detection.
We used the Riegl VZ-400 and tested a monotonically smooth plate, which we moved
horizontally from 0.1 mm to 5 mm at distances of 5 m and 13 m. We detected edges in two
ways, using a Gaussian model and an Edge function with the Canny algorithm. The results
showed that at 5 m, it is possible to reliably detect displacements greater than 1 mm (standard
deviation between 0.23 mm and 0.55 mm), and at 13 m, displacements greater than 2 mm
(standard deviation between 0.32 mm and 0.96 mm). All correctly detected displacements are
statistically significant at a 95% confidence level.

As an additional experiment, we also detected displacements by detecting features on a surface
with a larger number of features. We simulated displacements by changing the TLS inclination
at distances of 5 m, 10 m, and 20 m. We detected the displacements we tested, with slightly
larger deviations from the reference values at a movement of approximately 2 mm at 10 m and
4 mm at 20 m. All displacements are statistically significant at a 95% confidence level.

The results show that TLS reliably detects in-plane displacements in the range of a few
millimeters, which enables the monitoring of objects on landslides and similar cases where the
traditional out-of-plane approach cannot be used. When detecting edges, we recommend
multiple scan repetitions for more reliable movement detection.

1 Introduction

When monitoring deformations of objects, we usually monitor displacements in horizontal and
vertical directions. With TLS monitoring, monitoring is usually performed in the direction
normal to the plane or (out-of-plane) displacements. In this case, we use measurements of the
distances between the scanner and the object. With TLS monitoring, however, there is a

W. Lienhart (ur.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz


https://doi.org/10.3217/978-3-99161-070-0-025

300 Jeraj & Kregar

problem with monitoring displacements in the plane of the surface (in-plane), especially on flat
surfaces without distinctive geometric features.

A typical example is an object in a landslide area, where the object moves together with the
ground. Due to the danger below or above the landslide, TLS measurements are only possible
from the side, where the distance between the scanner and the object remains practically
unchanged. In this case, the question arises as to how to reliably detect and quantify in-plane
displacements of flat surfaces based on point clouds obtained with TLS. The problem becomes
even greater when dealing with monotonous smooth surfaces where no features can be detected.

1.1 Use of TLS for deformation monitoring

Terrestrial laser scanning (TLS) is increasingly used for deformation monitoring because,
instead of monitoring only specific points, it allows monitoring of the entire surface of an
object. Despite the high density of points, determining displacements along the surface itself
(so-called "in-plane" deformations) remains a major challenge. Established point cloud
comparison methods, such as the M3C2 algorithm (Lague et al., 2013), are extremely effective
in detecting changes in the direction of the normal to the surface, while they are often ineffective
in detecting longitudinal displacements of the plane if the object does not have distinct
geometric features (Medic et al., 2022). In a previous study (Kregar et al., 2022), the authors
demonstrated that TLS can be used to reliably determine the parameters of a plane and detect
its small inclinations and displacements, but that modeling the plane alone does not allow for
the determination of displacements along the plane.

1.2 Motivation

The traditional approach to monitoring objects with TLS is usually related to monitoring in the
direction of the normal plane or out-of-plane. In this article, we ask how to detect displacements
along the surface of the plane itself (in-plane deformations).

Since we are monitoring smooth and homogeneous objects, traditional point cloud comparison
methods do not detect these displacements. In this article, we will discuss an approach to
detecting displacements by detecting the edges of a plate in several separate ways. In addition,
we will evaluate a method for detecting longitudinal displacements of textured surfaces using
feature detection. The goal is to find out how small displacements at specific distances can still
be detected using different methods for several types of objects.

1.3 Literature overview

Point cloud deformation detection methods are based on comparing geometric models between
time periods. Since TLS cannot scan the same points at various times, mathematical models of
objects are used. Kregar et al. (2022) demonstrate that a plane is a suitable geometric primitive
for modeling deformations, as TLS can detect changes in plane parameters in the millimeter
range and inclinations of up to 150" for a 100 cm x 60 cm plate. Their study focuses on changes
perpendicular to the plane.
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Tan et al. (2025) use the M3C2 algorithm and plane fitting to detect global and local
deformations of bridges and achieve sub-millimeter registration accuracy. Medi¢ et al. (2022)
demonstrate that shear (in-plane) displacements can also be detected by detecting key points in
TLS intensity images. These approaches indicate that both radiometric and geometric analysis
are necessary for comprehensive monitoring.

The main challenge in detecting displacements along a plane is that standard point cloud
comparison methods (C2C, M3C2) are based on normal analysis and therefore do not detect
displacements of smooth surfaces. To solve this problem, edges and other geometric features
are used in practice. Che and Olsen (2017) present a fast method for edge detection based on
normal analysis that is suitable for TLS data. Phan et al. (2025) develop an algorithm for
automated edge detection on building facades using geometric analysis of the local
environment. Ahmed et al. (2018) propose an approach for edge detection based on
neighborhood symmetry that does not require the calculation of normals. These methods enable
the identification of discrete geometric features that are crucial for establishing correspondence
between epochs.

2 Methodology

2.1 Instrumentation

We used a Riegl VZ-400 scanner for our research task. Figure 1 shows the scanner, and Table
1 presents its technical specifications.

Fig. 1: Riegl VZ-400 Source: Wikimedia Commons ("VZ-400.png"), CC BY-SA 4.0 license.
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Table 1: Riegl VZ-400 specifications

Riegl VZ-400

Ranging Accuracy 5 mm

Ranging Precision 3 mm

3D Position Accuracy

3mm @ 50 m, 5 mm @ 100 m

Angular Step Width

0.0024° < A < 0.288° (Vertical)

0.0024° < Ap < 0.5° (Horizontal)

Angular Accuracy

0.0028° (Vertical and Horizontal)

Angular Measurement Resolution

better 0.0005° (Vertical)

better 0.0005° (Horizontal)

2.2 Experiment setup

To assess edge detection in horizontal displacements, we used a monotonically smooth wooden
board measuring 100 cm x 60 cm, which was mounted on a mechanism that enabled movement
using a small-stroke screw. The mechanism was stabilized on a tripod or pillar. To measure the
displacements, we used a Bahco micrometer clock attached to a magnetic base. The scanner
was stabilized on a concrete pillar. Figure 2 shows a sketch of the experiment.

Shifting Board —/

|
Micrometer clock —| ‘

Magnetic base N

Tripod

Fig. 2:  Shifting test board setup

Shifting megchanism

Fine-threaded rod
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To test displacement detection with Feature Detection, we used a measuring tape and a Leica
TS-10 tachymeter to calculate the angle caused by one turn of the screw on the base of the Leica
GDF321 tribrach. We did this by hanging the tape vertically, measuring the initial value, turning
the screw perpendicular to the measuring tape by one turn, and measuring the value again. We
also measured the distance between tachymeter and measuring tape. In this way, we calculated
the screw travel using the ratio between the turns and the change.

For scanning, we used a flat, rough concrete wall with a characteristic concrete texture (bubble
holes in the concrete and visible lines formed between the formwork elements). Like
determining the screw travel, we turned the screw perpendicular to the wall and scanned the
wall each time.

2.3 Scanning

In the first experiment, we scanned at two distances, namely 5 m and 13 m. The density of all
scans was 1 mm in both directions. We first scanned the plate at an initial value of 0 mm, then
shifted it by 0.1 mm; 0.2 mm; 0.5 mm; 1 mm; 2 mm; 5 mm. We repeated five scans at each
offset. In total, we performed thirty-five scans.

In the second experiment, we scanned at three distances: 5 m, 10 m, and 20 m. The scanning
density was 1 mm in both directions. First, we scanned the wall with the scanner completely
horizontal and then shifted it by the values given in Table 2. We performed one repetition for
each combination of distance and shift. In total, we performed twenty-one scanning repetitions.

Table 2: Values of offsets, inclinations, and TLS displacements during the experiment
Knurls 1 2 5 10 20 45
Inclination 0' 40" 1'21" 3'22" 6'45" 13'28" 30" 19"
Displacement [mm] | -, ; 3.4 8.5 17.1 34,1 76,7
per 10 m

2.4 Edge detection methods

After scanning and clipping the point clouds, we first searched for points on the plane using the
RANSAC algorithm. This was followed by the calculation of the plane parameters. We
calculated these only once, as we wanted the coordinate axes of all plates to be the same. This
was followed by the projection of points onto the plane. We interpolated the obtained points
from the n x 2 matrix into a cell grid, where the values of individual cells are one where the
points lie and zero where they do not. From there, we calculated the edges in two ways.

In the first method, we calculated the correlations using convolution or a moving window and
then searched for the peaks of the curve separately for the left and right sides using the Gaussian
model.

In the second method, we used convolution to find how many neighboring cells still contained
points for each cell. This gave us values from 1 to 36 (the window was 6 x 12, with values of
zero in the left half and one in the right half). Using the edge function and the Canny algorithm,
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we then searched for the left and right edges of the plate. In this case, we obtained a cell grid
with values of zero and one, where the value one indicated the cell where the searched edge
was located.

For both cases, we approximated a straight line and considered the value y-intercept of the line
as the value of the left or right edge.

2.4.1 Statistical significance of edge detection displacement

In this experiment, we calculated the locations of the left and right edges for each offset. We
calculated this for all five experiments. From these calculated values, we calculated the standard
deviation for each side. We calculated the displacement from the reference value and the offset
value.

D = |Di,j,0 - Di,j,k| (1)
var(D) = var(Di,]-,O) + var(Di,]-,k) (2)

i = [Gauss, Canny], j = [Left edge, Right edge], £ =[0,1; 0,2; 0,5; 1; 2; 5] mm

s(D) = \/var(D) 3)
T-test statistics:

T =D/s(D), 4
is distributed according to a standard normal distribution with n-1 degrees of freedom.
We defined the hypotheses of the test statistics as follows:

e  Null hypothesis (Ho): there is no displacement, D = 0,

e Alternative hypothesis (H1): there is displacement, D # 0.
If test statistic T exceeds the critical value, Z o5 we reject the null hypothesis (Ho) and can say
with 95% certainty that a displacement exists.

2.5 Feature detection methods

In the second method, we processed the initially obtained scans in an equivalent way as in the
first experiment. We cropped the point clouds to the desired area, found the largest plane using
the RANSAC algorithm, calculated the plane parameters for the first plane, and then used them
for the others. We then projected the points onto the plane. Like the first experiment, we
interpolated the points into a cellular network, except that instead of values 0 and 1, we
interpolated intensity values representing the strength of the return signal into the cells. We then
normalized the values in the cellular network.

We assessed several algorithms for feature detection, and the KAZE algorithm proved to be the
best. We then linked the features together by matching them. Pairs whose mutual distances
deviated too much from the average were removed with a 2-fold MAD or Median Absolute
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Deviation value. For the remaining pairs, we calculated the average value, which represented
our plane displacement relative to the initial plane.

2.5.1 Statistical significance of feature detection displacement

We wanted to check whether the displacements were statistically significant. First, we
calculated the distance between the points, and the test statistic is distributed according to the
standard normal distribution. We calculate the displacement D and its standard deviation using
the following equations:

D = /%% + y? (5)

N x)? n (5o y)2
var(x) = —Zl:lflil D var(y) = —Zl=1;3_’1 Yi) (6,7)
var(D) =] » X+ JT ®)

s(D) = \/var(D) ©)
T-test statistics:

T =D/s(D), “4)
is distributed according to a standard normal distribution with n-1 degrees of freedom.

We defined the hypotheses of the test statistics as follows:

e Null hypothesis (Ho): there is no displacement, D =0,

e Alternative hypothesis (Hi): there is displacement, D # 0.
If test statistic T exceeds the critical value, Z;, o5 we reject the null hypothesis (Ho) and can say
with 95% certainty that a displacement exists.

3 Results

3.1 Edge detection test results

Tables 3 and 4 present the results of displacements and standard deviations for the left and right
edges for both methods. Displacements that are statistically significant are marked in green,
while those that are not are marked in red.
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Table 3: Results of edge detection experiment using the Canny algorithm
Canny S5m Left edge S5m Right edge 13m Left edge 13m Right edge
Offset
) s(D) D s(D) D s(D) D s(D) D
0,1 0,29 0,05 0,33 0,09 0,82 0,49 0,49 0,33
0,2 0,26 0,01 0,45 0,53 0,96 0,28 0,51 0,54
0,5 0,25 0,45 0,32 0,26 0,92 0,20 0,37 0,40
1 0,28 0,89 0,31 0,92 0,94 0,49 0,38 0,86
2 0,29 1,97 0,40 2,16 0,89 1,45 0,53 1,77
5 0,33 4,97 0,40 5,02 0,83 4,53 0,49 4,93
Table 4: Results of the edge detection experiment with a Gaussian curve
Gauss Sm Left edge Sm Right edge 13m Left edge 13m Right edge
Offset
) s(D) D s(D) D s(D) D s(D) D
0,1 0,39 0,03 0,23 0,02 0,42 0,05 0,39 0,02
0,2 044 | 0.1 0.33 002 | o040 | 016 | o038 | 034
0,5 0,41 0,50 0,55 0,38 0,34 0,09 0,44 0,26
1 0,42 1,04 0,30 0,81 0,39 0,58 0,38 0,67
2 0,42 2,06 0,27 1,85 0,35 1,47 0,32 1,58
5 0,37 5,09 0,34 4,87 0,39 4,58 0,33 4,87

Standard deviations between measurements when detecting the edge of the plate with a
Gaussian curve and 5 m ranged between 0.23 mm and 0.55 mm, and between 0.32 mm and
0.44 mm at 13 m. When using the Canny edge detection algorithm, the standard deviations
between measurements at 5 m ranged between 0.25 mm and 0.45 mm, and between 0.37 mm
and 0.96 mm at 13 m.

At 5 m, we were able to detect changes greater than 1 mm with both methods, and at 13 m, we
were able to detect displacements greater than 2 mm. This was also confirmed by statistical
tests. At 5 m, we also detected displacements of 0.5 mm, but not in all cases, similarly at 13 m
for displacements of 2 mm. At 13 m, there are greater deviations between the detection of
individual measurements. A larger number of scan repetitions could solve this.
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3.2 Feature detection test

3.2.1 Calculation of feature detection test results

For each position, we resampled seven images from seven scans. We compared the first image,
which represents the initial value, with the images of all subsequent displacements. Figure 3
shows an example of a comparison of two images of a scanned wall.
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Fig.3: Comparison of two images of a scanned wall
As we can see, all the displacements are vertical, as expected, given the rotation of the screw.
This image was created after removing outliers, so no displacements stand out.

The tables below show the expected and measured displacements and a comparison of the
deviations between them. All displacements are marked in green.

Table 5 shows the reference values, Table 6 shows the calculated values, and Table 7 shows a
comparison of the deviations between the reference and calculated values.
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Table 5: Reference values for the detection test
Reference values Angle change
40" 121" 322" 6'45" 13'28" 30'19"
5 0,96 1,92 4,80 9,60 19,20 43,21
Distance 10 1,70 341 8,52 17,05 34,10 76,72
20 3,80 7,60 19,01 38,01 76,03 171,07
Table 6: Calculated values of the trait detection test
Computed values Angle change
40" 1'21" 322" 6'45" 13'28" 30'19"
5 1,07 2,00 5,04 9,72 19,78 44,66
Distance 10 1,17 4,00 9,00 18,02 35,65 81,48
20 3,39 7,71 19,39 39,84 77,32 177,69
Table 7: Comparison of deviations between reference and calculated values
Comparison of reference Angle change
and calculated values 40" 121" 322" 6'45'"|  1328"|  30'19"
5 0,11 0,08 0,24 0,12 0,58 1,45
Distance 10 -0,53 0,59 0,48 0,97 1,55 4,76
20 -0,41 0,11 0,38 1,83 1,29 6,62

Using the KAZE algorithm, we detected several dozen features on two images and compared
the displacements between them. The difference between the theoretically calculated
displacements and those obtained by feature matching is mostly a few percent, except for the
displacements of 1/45 of a circle for distances of 10 m and 20 m, where the deviations are
greater.

3.2.2 Statistical test of calculated results of feature detection

In addition to calculating the displacements, we also calculated a test of the characteristics of
the displacements. The critical value Za at a 5% risk is 1.645. In our case, the test statistic T
was greater for all displacements, which means that all displacements were statistically
significant. We can therefore reject the null hypothesis and state with 95% certainty that the
displacements are statistically significant.
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4 Discussion and conclusion

In this paper, we addressed the problem of detecting in-plane displacements based on point
clouds obtained with TLS in situations where objects can only be observed from the side. We
presented two experiments. In the first one, we attempted to find the smallest displacement that
can still be detected with TLS scanners on a smooth monotonic surface with a pronounced edge
at different distances. We assessed two different edge detection methods, which we also
evaluated statistically. The second experiment involved detecting matching features on two
different scans and the distances between them. At three different distances, we assessed how
small displacements we could still detect by changing the angle of the scanner.

First, we assessed a case where, due to the smooth monotonic surface, we could use two
methods of edge detection: the Gaussian model and the Edge function with the Canny
algorithm. We conducted the experiment at two distances, namely 5 m and 13 m. We shifted
the plate by 0.1, 0.2, 0.5, 1, 2, and 5 mm, repeating the experiment five times for each distance
and offset. The results showed that both approaches are capable of reliably detecting
displacements greater than 0.5 mm at 5 m, and displacements of a couple of millimeters at 13
m. We also found that the displacements we detected at a given distance are statistically
significant according to the standard normal distribution and a 5% risk.

In the second test, we assessed the case where the edge was not pronounced or where we had
an object with walls with characteristic geometric properties. In this experiment, we used the
Feature detection function with the KAZE algorithm. At 5 m, 10 m, and 20 m, we tested various
changes in inclination with which we simulated the displacements of the object. We detected
all displacements at all distances, with only the detected displacements at 10 m and 20 m and
the 40>’ inclination change deviating from the calculated values. All displacements were
statistically significant according to the standard normal distribution and a 5% risk.

The plan is to repeat the edge detection experiment at longer distances, which would be more
meaningful for monitoring in nature. We would also repeat the experiment of detecting features
at longer distances and on objects with different structures and geometric properties. The goal
is also to transfer this experiment to the real world, where we detect changes on actual objects
in real time.
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1 Motivation

Das amtliche Liegenschaftskataster stellt in Europa eine der zentralen Grundlagen zur
Sicherung von Eigentumsrechten dar und leistet damit einen wesentlichen Beitrag zur
rechtlichen und wirtschaftlichen Stabilitdt. In Deutschland wurde insbesondere im Zuge der
Wiedervereinigung ab 1989  deutlich, welche erheblichen Schwierigkeiten bei
Investitionsvorhaben entstehen konnen, wenn kein aktuelles, flichendeckendes und
verlassliches Liegenschaftskataster zur Verfiigung steht. Die Sicherung des Eigentums durch
ein qualititsgesichertes Katasterwesen ist daher ein grundlegender Faktor fiir wirtschaftliche
Entwicklung und nachhaltige Investitionsentscheidungen.

Mit der fortschreitenden Digitalisierung steigen die Anforderungen an das
Liegenschaftskataster erheblich. Digitale Prozesse und Methoden — wie etwa Building
Information Modeling (BIM), der digitale Bauantrag oder der Einsatz automatisierter Verfahren
und Kiinstlicher Intelligenz — setzen konsistente, strukturierte und verlédssliche digitale
Geodaten als Datengrundlage voraus. Zukiinftige Planungs-, Genehmigungs- und Bauprozesse
werden nahezu vollstindig digital abgewickelt werden, wodurch die Bedeutung hochwertiger
amtlicher Basisdaten weiter zunimmt.

Trotz verschiedener politischer Initiativen zur Beschleunigung von Bauvorhaben, wie dem
sogenannten ,,Bauturbo®“ oder der Novellierung der Landesbauordnungen, sind
Genehmigungsverfahren in Deutschland weiterhin héufig zeitaufwendig. Diese Verzogerungen
filhren zu volkswirtschaftlichen Verlusten und beeintrdchtigen die Effizienz des Bau- und
Planungswesens. Strukturelle und datenbezogene Hemmnisse, die zu Verzogerungen beitragen,
sollten daher konsequent identifiziert und reduziert werden.

Der vorliegende Beitrag untersucht die Anforderungen an amtliche Kartenwerke, insbesondere
an die Basisdaten des amtlichen Liegenschaftskatasters, im Kontext digitaler Planungs- und
Genehmigungsprozesse. Am Beispiel des Landes Baden-Wiirttemberg wird der aktuelle Stand
analysiert und aufgezeigt, welche fachlichen, organisatorischen und technischen
Voraussetzungen erforderlich sind, um kiinftig belastbare und zukunftsfahige Basisdaten fiir
digitale Anwendungen bereitzustellen.

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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2 Digitaler Bauantrag und BIM

Der amtliche Lageplan zum Bauantrag stellt einen zentralen Bestandteil des digitalen
Bauantrags dar und definiert die geplante Lage eines Bauwerks innerhalb des Grundstiicks
sowie im Verhéltnis zu angrenzenden Flurstiicken. Insbesondere in dicht bebauten Gebieten
kommt dem Lageplan neben den bauordnungsrechtlichen Anforderungen eine erhebliche
Bedeutung im Hinblick auf Eigentumsrechte sowie nachbarrechtliche Belange zu.

Die Erstellung des amtlichen Lageplans erfolgt durch eine sachverstindige Stelle, die fiir die
fachlich korrekte Ermittlung und Darstellung der Grundstiicksgrenzen, Grenzabstéinde und
Abstandsflachen verantwortlich ist. Der beauftragte Sachverstindige haftet dabei fiir die
Richtigkeit der geometrischen Grundlagen sowie fiir die korrekte Berechnung und Einhaltung
der bauordnungsrechtlich relevanten Abstinde. Auf Grundlage des Lageplans priift die
Genehmigungsbehorde, ob das geplante Bauvorhaben unter den gegebenen ortlichen und
rechtlichen Rahmenbedingungen zuldssig und realisierbar ist.

Im Kontext des digitalen Bauantrags erdffnet der digitale Lageplan die Moglichkeit,
Priifprozesse kiinftig zumindest teilweise zu automatisieren. Voraussetzung hierflir sind
strukturierte und hinreichend genaue Geodaten. Nach aktueller Rechtsprechung ist bei der
Berechnung und Festlegung von Grenzabstinden eine geometrische Genauigkeit von = 1 cm
einzuhalten, um die Rechtssicherheit der Planungs- und Genehmigungsentscheidung zu
gewdhrleisten.

Abb. 1: Beispiel Auszug Lageplan Baden-Wiirttemberg — Grenzabstinde (unmaBstéblich)
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Abb. 2: Beispiel Auszug Lageplan Baden-Wiirttemberg — Abstandsflaichen (unmaBstéblich)

Auch bei der Ermittlung und Priifung von Abstandsflachen bestehen hohe Anforderungen an
die geometrische Genauigkeit. Entsprechend der geltenden rechtlichen Vorgaben ist hierbei
eine Genauigkeit von £ 1 cm einzuhalten. Graphische oder nicht endgiiltige Koordinaten sind
daher fiir die Berechnung von Abstandsflichen sowie fiir deren digitale und automatisierte
Priifung ungeeignet.

Perspektivisch soll das digitale Baugesuch direkt aus der BIM-basierten Planung abgeleitet und
medienbruchfrei an die zustindige Baurechtsbehorde iibermittelt werden. Voraussetzung
hierfiir ist, dass die erforderlichen Geobasisdaten aus dem amtlichen Liegenschaftskataster
ohne zusitzliche manuelle Nachbearbeitung zuverldssig in das dreidimensionale
Planungsmodell integriert werden konnen. Die Georeferenzierung erfolgt hierbei in der Regel
auf Grundlage des Amtlichen Liegenschaftskataster-Informationssystems (ALKIS).

Vor diesem Hintergrund ist es erforderlich, dass die im Liegenschaftskataster gefiihrten
Grenzpunkte neben einer lagegenauen zweidimensionalen Koordinate (x, y) perspektivisch
auch iiber eine Hoheninformation (z) verfiigen. In einer initialen Ausbaustufe kann diese
Hoéheninformation zundchst geringeren Genauigkeitsanforderungen unterliegen. Langfristig ist
jedoch eine konsistente dreidimensionale Beschreibung der Grenzpunkte notwendig, um diese
unmittelbar im Planungshorizont der BIM-Modelle darzustellen und zusétzliche manuelle
Anpassungen zu vermeiden.

Diese Fragestellungen sind u.a. Gegenstand eines derzeit laufenden bundesweiten
Forschungsvorhabens mit dem Titel ,,3D-Lageplan zum Baugesuch®, das unter Beteiligung der
Technischen Universitit Miinchen, der RWTH Aachen, des Bundes der Offentlich bestellten
Vermessungsingenieure (BDVI) sowie weiterer Projektpartner durchgefiihrt wird.
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3 Anforderungen an die digitalen Basisdaten - ALKIS

Aus den beschriebenen aktuellen Herausforderungen lassen sich folgende Anforderungen an
eine digitale Datengrundgrundlage stellen:

Zuverléssigkeit (maximale Qualitét)

Genauigkeit (in Ubereinstimmung mit den baurechtlichen Anforderungen)
Aktualitdt und Vollstandigkeit

Einheitliche Datenbasis (Koordinatensystem ETRS89/UTM oder/und GK)
3D Punktdaten mit x, y, z — Koordinaten

nhk W=

Digitale und automatisierte Prozesse basieren grundsétzlich auf bindren Entscheidungslogiken
(,,wahr* oder ,,falsch). Koordinaten mit graphischem oder nicht endgiiltigem Status sind daher
fiir digitale Priif- und Entscheidungsprozesse grundsétzlich ungeeignet.

3.1 Zuverlassigkeit

In Baden-Wiirttemberg wird ein sogenanntes Koordinatenkataster gefiihrt. Grenz- und
Gebdudepunkte, die im ALKIS als ,,endgiiltig® gekennzeichnet sind, kdnnen als zuverldssig
und geometrisch belastbar angesehen werden. Nach den Vorgaben der Arbeitsgemeinschaft der
Vermessungsverwaltungen der Lénder der Bundesrepublik Deutschland (AdV) liegt die
Lagegenauigkeit dieser Koordinaten typischerweise im Bereich von + 3 ¢cm bis = 5 cm. In der
Praxis wird diese Genauigkeit hidufig sogar unterschritten. Sie entspricht damit der erreichbaren
Positioniergenauigkeit moderner GNSS-Messverfahren.

Auf dieser Datengrundlage konnen bauordnungsrechtlich relevante Berechnungen, etwa zu
Grenzabstdnden und Abstandsflichen, innerhalb der geforderten Genauigkeit durchgefiihrt
werden. Grenzpunkte mit nicht endgiiltigem Lagestatus erfiillen diese Anforderungen hingegen
nicht und sind fiir digitale Prozesse nicht geeignet, da ihre geometrische Qualitit nicht
ausreichend ist.

Vor diesem Hintergrund ist es insbesondere in bebauten Gebieten dringend erforderlich, zeitnah
endgiiltige Koordinaten herzustellen, um flichendeckend digitale Planungs- und
Genehmigungsprozesse zu ermoglichen. In landwirtschaftlich genutzten Bereichen erscheint
dieser Handlungsdruck derzeit geringer, wird jedoch angesichts zunehmender Automatisierung
— etwa durch landwirtschaftliche Maschinenbearbeitung mit Zentimetergenauigkeit — ebenfalls
an Bedeutung gewinnen.

Aktuell sind in Baden-Wiirttemberg landesweit noch rund 47 % der Grenzpunkte nicht
endgiiltig bestimmt. In einzelnen Landkreisen und Stidten liegt der Anteil nicht endgiiltiger
Grenzpunkte sogar deutlich héher. Demgegeniiber existieren untere Vermessungsbehorden,
etwa die Stadt Ludwigsburg, bei denen iiber 99 % (646) der Grenzpunkte endgiiltig bestimmt
sind. Andere Gebietskorperschaften, wie der Rems-Murr-Kreis, weisen hingegen lediglich
einen Anteil von rund 38 % (787.869 von 2.053.171 Grenzpunkte) endgiiltiger Grenzpunkte
auf. Auch in der Landeshauptstadt Stuttgart betrdgt der Anteil endgiiltiger Grenzpunkte
lediglich etwa 54 %, obwohl dort teilweise sehr hohe Bodenrichtwerte vorliegen.
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Eine Fortschreibung der aktuellen Entwicklung zeigt, dass bei gleichbleibendem jihrlichem
Zuwachs an endgiiltigen Grenzpunkten landesweit mehrere Jahrzehnte erforderlich wéren, um
vollstindige endgiiltige Koordinaten zu erreichen (jahrlichen Zuwachs von 10/2017 bis
02/2025 an endgiiltigen Grenzpunkten, so wiirde das durchschnittlich ca. 90 Jahre brauchen).
In einzelnen Landkreisen wiirde dieser Prozess sogar mehr als ein Jahrhundert (156 Jahre) in
Anspruch nehmen. Neben der geometrischen Unsicherheit der Grenzpunkte sind hiervon auch
die Flachenangaben der Flurstiicke betroffen, bei denen in Einzelfillen erhebliche
Abweichungen festgestellt wurden. Diese Unsicherheiten konnen sich unter anderem auf
steuerliche Bewertungen, etwa im Rahmen der Grundsteuer, auswirken. Als Beispiel fiihren
wir unsere Heimatgemeinde an. Die meisten der Grenzpunkte sind nicht endgiiltig (s. rote
Punkte).

14
&g

Abb. 3: Beispiel fiir die Koordinatenqualitit der Gemarkung Schwaikheim (griin — endgiiltig, rot —
graphisch — nicht endgiiltig). Auszug aus ALKIS Stand 07/2025.
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3.2 Aktualitiat und Vollstindigkeit

Grenzpunkte und Grenzverldufe sind im ALKIS in der Regel aktuell, da Katastervermessungen
hdufig im Zusammenhang mit Grundstiicksiibertragungen erfolgen und Voraussetzung fiir die
grundbuchliche Vollziehung sind. Deutlich kritischer ist hingegen die Erfassung von Gebduden
im Liegenschaftskataster.

Gebdudeinformationen  stellen  eine  wesentliche  Grundlage  fiir ~ Planungen,
Leitungsdokumentationen und stiddtebauliche Analysen dar. In Baden-Wiirttemberg fehlen
derzeit jedoch zahlreiche bestehende Gebdude im ALKIS, da diese bislang nicht eingemessen
oder nachgefiihrt wurden. Eine Verknilipfung der Gebdaudeaufnahme mit der bauaufsichtlichen
Abnahme nach Fertigstellung wurde bislang nicht umgesetzt.

Eine systematische und zeitnahe Erfassung neuer und verdnderter Gebdude wiirde die
Aktualitdt und Nutzbarkeit des Liegenschaftskatasters erheblich verbessern, ohne iiber die
Kosten der Gebdudeaufnahme hinaus zusétzliche finanzielle Belastungen fiir Bauherrschaft
oder 6ffentliche Hand zu verursachen.

3.3 Einheitliche Datenbasis

Das europiische Koordinatenreferenzsystem ETRS89 ist mittlerweile weitgehend eingefiihrt
und sollte kiinftig die verbindliche Grundlage fiir die Georeferenzierung digitaler Bauantriage
und BIM-basierter Planungen bilden. Ubergangsweise ist es jedoch erforderlich, auch andere
Koordinatensysteme, insbesondere das GauB3-Kriiger-System, parallel bereitzustellen, da viele
Anwender nicht mit den ETRS89-Koordinaten in der Praxis umgehen konnen.

Alternativ  konnten Transformationsdienste bereitgestellt werden, die eine bessere
bedarfsgerechte Bereitstellung der Daten in ldngentreuen Koordinatensystemen ermoglichen.
Als einheitlicher Hohenbezug sollte bundesweit das Deutsche Haupthohennetz DHHN2026
verwendet werden.

3.4 3D Punktdaten — auch in ALKIS ?

Fiir die Georeferenzierung von BIM-Modellen sind dreidimensionale Koordinaten erforderlich.
Derzeit werden Grenzpunkte im ALKIS ausschlieBlich zweidimensional gefiihrt. Bei der
Ubernahme in  dreidimensionale Planungsmodelle ist daher eine nachtrigliche
Hohenzuweisung erforderlich, was zusétzlichen Aufwand verursacht.

Diese Nachbearbeitung konnte vermieden werden, wenn die Grenzpunkte im ALKIS
grundsétzlich mit einer Hoheninformation versehen wiirden. Die Hohenwerte konnten
beispielsweise aus hochauflosenden digitalen Gelindemodellen interpoliert werden, die in
Baden-Wiirttemberg flachendeckend verfiigbar sind. Eine Genauigkeit im Dezimeterbereich
wire hierfiir bereits ausreichend, um eine korrekte Darstellung der Grenzen im Héhenhorizont
des Flurstiicks zu ermdglichen. Im Zuge von Fortfilhrungsvermessungen konnen dann spiter
auch Hohen aus GNSS-Messungen abgespeichert, die bisher nicht dauerhaft abgespeichert
werden.
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4 Praktische Szenarien im Planungsalltag in Badem-Wiirttemberg

4.1 Planung auf Grundlage von Open-Data-Daten

In der Praxis greifen Planende haufig auf frei verfiigbare ALKIS-Daten zuriick und erstellen
darauf basierend erste Entwurfsplanungen. Bei der Einreichung des Baugesuchs wird
anschlieend z.B. ein offentlich bestellter Vermessungsingenieur mit der Erstellung des
amtlichen Lageplans beauftragt. Sind alle relevanten Grenzpunkte endgiiltig bestimmt, kann
der Lageplan kurzfristig erstellt werden. Liegen hingegen nicht endgiiltige Grenzpunkte vor, ist
eine aufwendige Koordinatenberechnung, die zusitzliche Erhebungen, rechnerische Priifungen
und gegebenenfalls drtliche Untersuchungen notwendig macht. Dieser Prozess kann mehrere
Monate in Anspruch nehmen und im ungiinstigsten Fall auch zu Planungsénderungen fiihren.

4.2 Planung in Zusammenarbeit mit einem offentlich bestellten
Vermessungsingenieur/in (OBVI)

Der Planer bezieht einen 6ffentlich bestellten Vermessungsingenieur friihzeitig ein, sodass die
Daten im Vorfeld entsprechend aufbereitet werden konnen. Haufig erfolgt parallel eine
Koordinatenberechnung von endgiiltigen Koordinaten. Trotz dieses Vorgehens kommt es
erfahrungsgemill immer wieder zu grofleren Verzogerungen.

4.3 Planung durch einen nicht 6ffentlich bestellten
Vermessungsingenieur/in

Beauftragt der Planer ein Vermessungsbiiro ohne ObVI -Zulassung (in Baden-Wiirttemberg
schitzungsweise liber 300 Biiros), werden die Grenzen oft nur fiir den Lageplan lediglich
temporér berechnet, ohne dass diese Daten ins Liegenschaftskataster iibernommen werden.
Dies fiihrt regelmiBig dazu, dass das Bauamt nachtriaglich eine Grenzfeststellung verlangt, um
die Baugenehmigung zu erteilen — was wiederum zu erheblichen Verzogerungen und
Mehrkosten fiir den Bauherrn fiihrt. Diese Vorgehensweise wird leider auch von ObVI
praktiziert.

4.4 Fazit

Nicht endgiiltige Grenzpunkte im ALKIS fiithren systematisch zu Verzogerungen in Planungs-
und Genehmigungsprozessen sowie zu zusitzlichen Kosten fiir Bauherrschaften. Wihrend in
Neubaugebieten in der Regel endgiiltige Koordinaten vorliegen, ist die Situation in bestehenden
bebauten Gebieten hdufig gegenteilig. Diese Problematik betrifft keine Einzelfdlle, sondern
eine Vielzahl von Grundstiicken, ohne dass hierzu bislang belastbare statistische Erhebungen
vorliegen.

Gerade Kéuferinnen und Kéiufer ohne Fachkenntnisse erwerben hdufig Grundstiicke in gutem
Glauben, miissen jedoch im Nachhinein erhebliche Kosten aufbringen, um verléssliche und
endgiiltige Grenzpunktkoordinaten fiir die Planung zu erhalten. Eventuelle spétere
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Flachenberichtigungen wegen bisher vorliegenden ungenauen Koordinaten sind hierbei auch
noch zu beriicksichtigen.

Alle Ausfithrungen basieren auf der Annahme, dass es sich um Standardfille des
Liegenschaftskatasters handelt. Ausnahmen und spezielle Fille wie Koordinaten in
Rutschgebieten, Koordinatendnderungen aufgrund eines fehlerhaften Katasters etc. sind hierbei
nicht betrachtet. Diese sind im Einzelfall zu 16sen.

S  Ausblick und Losungsansiitze

Eine nachhaltige Beschleunigung und die Digitalisierung von Planungsprozessen ist nur
moglich, wenn die Geobasisdaten — insbesondere die Daten des Liegenschaftskatasters —
flichendeckend in der erforderlichen Qualitdt vorliegen. Fiir Baden-Wiirttemberg ergibt sich
daraus die dringende Notwendigkeit, zunéchst alle bebauten Gebiete zeitnah in den Lagestatus
»endglltig® zu tiberfiihren. Landwirtschaftliche Flachen sollten anschlieBend folgen.

Eine Zielsetzung, wonach bebaute Gebiete bis spatestens 2030 und landwirtschaftliche Fldchen
bis 2035 vollstdndig mit endgiiltigen Koordinaten ausgestattet sind, erscheint fachlich sinnvoll.
An diesem Prozess sollten sowohl die Vermessungsverwaltungen als auch die offentlich
bestellten Vermessungsingenieurinnen und -ingenieure beteiligt werden.

Langfristig wiirden sich die hierfiir notwendigen Investitionen amortisieren, da durch
verldssliche  Koordinaten der Personalbedarf sinkt, der Zuschussbedarf der
Vermessungsverwaltung reduziert wird und Planungsprozesse deutlich effizienter gestaltet
werden konnen. Werden die Ziele einer konsequenten Digitalisierung und einer BIM-basierten
Planung ernsthaft verfolgt, ist es zudem erforderlich, Grenzpunkte im Liegenschaftskataster
kiinftig zumindest nachrichtlich mit Hoheninformationen zu fiihren.
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1 Einleitung

Im DVW-Arbeitskreis 3 ,,BIM“ wurden die nachfolgenden ,,BIM-Fachmodelle der Vermes-
sung® erarbeitet, um eine einheitliche Kommunikation der Vermessungsbranche tiber ihre Pro-
dukte und Dienstleistungen im BIM-Prozess zu fordern. Neben dem Wiedererkennungswert
der Begriffe kann die kategorische Gliederung der Fachmodelle zur Steuerung der Kommuni-
kation in BIM-Projekten und bei der Auftragsanbahnung genutzt werden. Die erste Verdffent-
lichung fand im DVW ,,Leitfaden Geodisie und BIM®, Version 5.0 statt (DVW AK3 ,,BIM*,
2025). Die ,,BIM-Fachmodelle der Vermessung* wurden aus den unterschiedlichen Perspekti-
ven von freiberuflichen Ingenieurbiiros, Vermessungs- und Softwareunternehmen, der 6ffent-
lichen Verwaltung und Hochschulen gemeinsam entwickelt. Der vorliegende Konferenzbeitrag
zum IVK2026 ist inhaltlich leicht angepasst, um den D-A-CH Kontext erweitert und mit eini-
gen Abbildungen ergéinzt.

2 Fachmodelle

Im BIM-Prozess erfolgt die Bearbeitung nicht an einem einzelnen, gemeinsamen zentralen Mo-
dell. Stattdessen werden spezifische Aspekte der jeweiligen Fachdisziplinen oder Gewerke in
Fachmodellen abgebildet. Der Begriff ,,Fachmodell* bezieht sich auf die inhaltlich-semantische
Gliederung, der Begriff ,,Teilmodell* hingegen auf die rdumliche Gliederung. Diese Modelle
konnen zwei-, drei- oder hoherdimensional ausgestaltet sein und enthalten sowohl geometrische
als auch semantische Informationen. Im Planungsprozess werden sie regelmifig zu einem Ko-
ordinationsmodell zusammengefiihrt, um sie auf Konsistenz und Kollisionen zu iiberpriifen und
die Zusammenarbeit zwischen den verschiedenen Disziplinen zu erleichtern. Die Motivation
und Komplexitdt von verteilten Fachmodellen — im Gegensatz zu einer zentralen monolithi-
schen Datenbank - wurden schon frith (BEACH u. a., 2017) durch drei Aspekte beschrieben:

e Verteilte Verantwortlichkeit fiir Modellerstellung und Modellkoordination

e Vermeidung der Fragmentierung von Information durch orchestrierte Nebenldufigkeit
der Modellnutzung und Modellerstellung.

e Vorausschauendes und nachhaltiges Datenmanagement iiber alle Leistungsphasen.

Der Begriff ,,Fachmodell* ist in Lehrbiichern kodifiziert. Fiir diese Arbeitsweise haben sich in
Deutschland die Ausdriicke Fachmodellbasiertes Arbeiten oder Foderiertes Datenmanagement

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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etabliert (BORRMANN u. a., 2021). In Deutschland ist dafiir die VDI Richtlinie 2552 mafigeb-
lich, insbesondere die Blatt 2 ,,Begriffe” (VDI, 2022) und Blatt 4 ,,Anforderungen an den Da-
tenaustausch* (VDI, 2020). In diesen Richtlinien wird das Bauwerksinformationsmodell de-
finiert als digitales Modell aus geometrischen und nicht geometrischen, jedoch strukturierten
Daten, das sich aus mehreren Fach- und Teilmodellen zusammensetzen kann und der Doku-
mentation eines Bauwerks dient. Fachmodelle werden nach Doménen, Phasen oder nach rdum-
lichen Bereichen unterteilt. Teilmodelle beschreiben einen definierten Ausschnitt eines Fach-
modells. Die Aufteilung eines Fachmodells in Teilmodelle dient der performanten oder gleich-
zeitigen Bearbeitung. Eine weitere Modellkategorie ist nach VDI-Richtlinie 2552 das Be-
standsmodell, das den Istzustand eines Bauwerks bis zum gewihlten Fertigstellungsgrad be-
schreibt. Ein Spezialfall des Bestandsmodells ist das As-built Modell, das im Zuge der Aus-
filhrung aufgenommen wird, und in BIM Projekten als ein angepasstes Bauwerksinformations-
modell verstanden wird. Im Gegensatz dazu widerspiegelt das As-planned Modell, die Planung
bis zum definierten Detailierungsgrad und Umfang. Aus Sicht der Ingenieurgeoddsie ist
schlieBlich noch der Begriff ,,Referenzmodell* von Bedeutung. Ein Referenzmodell dient dem
raumlichen Bezug fiir weitere Teil- oder Fach und ausdriicklich nicht der inhaltlichen Bearbei-
tung.

Etwas anders gliedert die Schweizer SIA 2051 (SIA, 2017) digitale Bauwerksmodelle in dis-
ziplinspezifische Fachmodelle. Der Begriff Teilmodell ist aber nicht explizit als rdumliche Zer-
legung zu verstehen. Bei der Definition des Bestandsmodell nennt SIA 2051 explizit die Nach-
modellierung oder Aufnahme des Bestands mit z.B. Laserscanning oder bildgebenden 3D-
Messverfahren. Ein Bestandsmodell kann nach SIA 2051 bestehende Bauwerke, Daten der amt-
lichen Vermessung, Werkleitungsinformationen, das digitale Gelandemodell, das Verkehrsnetz
usw. umfassen. Das Referenzmodell ist nicht auf den rdumlichen Bezug beschrinkt, sondern
beschreibt das Architekturmodell als iibergeordnete Referenz fiir alle Fachmodelle. Die
Schweizer SIA 2051 ist im Gegensatz zur deutschen VDI-Richtlinie 2552 umfangreicher in
Bezug auf die allgemeine Informationsmodellierung (z.B. bzgl. konzeptuelles/logisches/physi-
sches Datenmodell, Wertebereich, ...) und das Geodatenmanagement (DGM, DOM, ...).

Die sehr umfangreiche Osterreichische ONORM A 6241-2 gliedert das Projektmodell eben-
falls in disziplinspezifische Fachmodelle, die rdumlich in Teilmodelle aufgegliedert werden
konnen (HORNER, 2018). Fiir das Geodatenmanagement und die Ingenieurgeodésie werden ex-
plizit

e das Umgebungsmodell (Gelidnde, Infrastruktur, Grenzen und behordliche Vorgaben),

e das Bestandsmodell als geometrisch-semantische Grundlage fiir Umbauprojekte und

e das As-Built-Modell fiir die Abbildung des errichteten Zustands

definiert. In der der Osterreichischen ONORM A 6241-2 ist die Zeitgliederung in Projektpha-
sen, Leistungsphasen, Revisions- und Entwicklungsstinde das wichtigste Ordnungsprinzip.
Methodisch interessant ist auch die Gliederung in Anforderungs-, Arbeits-, Auswerte-, Doku-
mentations- und Koordinationsmodell.

Fiir Infrastrukturprojekte, wo das Geodatenmanagement und Vermessung eine noch herausra-
gendere Rolle spielen, werden in Praxisleitfaden weitere Informationen gegeben. Zum Beispiel
listet das Rahmendokument ,,Definition der Fachmodelle® des bundesdeutschen ,,Masterplan
BIM — Bundesfernstralen (MEISTER, ANDREAS u. a., 2021) folgende Fachmodelle auf:
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Umgebungsmodell, Vermessung, Geotechnik/Baugrund, Verkehrsanlage/Strecke, Ingenieur-
bau/Bauwerk, Technische Ausriistung, Landschaftsbau und Leitungsbau. Das Umgebungsmo-
dell mit (DGM, Stadtmodell, Liegenschaftskataster, Kampfmittel, ...) féllt in den Bereich des
Geodatenmanagements und das Fachmodell Vermessung mit Bauvermessung, DGM und
Punktwolken beschreibt klassische Produkte der Ingenieurgeodaisie.

In den Vorgaben zur Anwendung der BIM Methodik (DB INFRAGO, 2025) der Deutschen Bahn
sind disziplinspezifische Fachmodelle und rdumliche Teilmodelle ebenfalls ein wesentliches
Ordnungsprinzip. Weil diese Vorgaben aber — im Gegensatz zu den oben genannten
VDI/SIA/ONORM Richtlinien - ganz konkrete Anforderungen eines (!) Auftraggebers enthal-
ten, konnen sehr spezifische Vorgaben getroffen werden. Zum Beispiel enthélt das Umgebungs-
modell den IvL-Plan (Ingenieurvermessung und Liegenschaften im Bahnhofsbereich). Dariiber
hinaus werden spezielle Kategorien zur Mess-/Scangenauigkeit und die Modellgenauigkeit Le-
vel of Accuracy (LoA) angeben und Vorgaben zu lokalen Koordinatensystem fiir Personen-
bahnhofe festgelegt.

In allen drei D-A-CH Léndern findet derzeit eine Harmonisierung der Begriffe iiber die
ISO19650 statt (ISO, 2018). Allerdings kann kritisch angemerkt werden, dass die ISO19650
sehr abstrakt Spezifikationen enthélt, die zwar ausdriicklich das verteilte Arbeiten adressiert,
aber nicht konkret von Teil- oder Fachmodellen spricht, sondern nur sehr allgemein von Fede-
rationsstrategie.

3 Die vier BIM Fachmodelle der Vermessung

Vermessung ist stets interdisziplindr. In der Regel liefert sie den Raumbezug und die geomet-
rischen Grundlagen, auf deren Basis weitere Fachdisziplinen die gebaute und unbebaute Um-
welt planen, bauen und bewirtschaften. Das heilit, der Zweck, der Inhalt, der Abstraktionsgrad
und die Struktur der BIM-Fachmodelle der Vermessung sind per se mit anderen Disziplinen
verkniipft. Fiir eine Differenzierung der BIM-Fachmodelle der Vermessung ist also nicht die
nutzende Disziplin wesentlich, sondern der Zeitpunkt der Erstellung fiir bestimmte Anwen-
dungsfille. Es wurden vier BIM-Fachmodelle der Vermessung identifiziert (Abb. 1):

1. Geoditisches Raumbezugsmodell (engl. Geospatial Reference Model)
2. Bestandsmodell Vermessung (engl. 4s-is Model) mit
a. Bauwerksmodell (engl. 4s-is Asset Model)
b. Umgebungsmodell (engl. Environmental Context Model)
c. 3D-Lageplan/Baurechtsmodell (engl. Legal Site Model)
3. Absteckungsmodell (engl. BIM-to-Site Model)
4. Baudokumentationsmodell (engl. As-built Model)

Die Gliederung und einheitliche Kommunikation der BIM-Fachmodelle der Vermessung dient
auch der Optimierungsmaxime der BIM-Methodik. Informationen fiir das BIM-Modell sollten
moglichst kostenglinstig erfasst werden. Sie sollten nur einmal erfasst werden, idealerweise
dort, wo die fachlichen Kompetenzen liegen. Die Modellinformationen sollen so aufbereitet
sein, dass sie in nachfolgenden Anwendungsfillen optimal genutzt werden konnen.
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Abb. 1: Die vier BIM-Fachmodelle der Vermessung im Lebenszyklus der Bauwerksinformation

3.1 Raumbezugsmodell (engl. geospatial reference model)

Das ,,Geoditische Raumbezugsmodell* bildet im BIM-Projekt den Rahmen fiir die Georefe-
renzierung aller Teil- und Fachmodelle. Es enthélt die verbindliche Definition des geoditischen
Referenzrahmens (Transformationsparameter/Abbildungsvorschrift), das Festpunktfeld (Ver-
messungspunkte in Lage und Hohe), sowie die Einfligepunkte der anderen Teil- und Fachmo-
delle und die Austausch- bzw. Koordinationskorper (Abb. 2). Es ist die essentielle Grundlage
und das rdumlich verbindende Element aller Modelle des BIM-Prozesses.
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Abb. 2: Neben dem Koordinationskorper enthilt das Raumbezugsmodell auch Vermessungspunkten
mit Punktnummer, Koordinatenwerten und Metadaten zum Raumbezug

3.2 Bestandsmodell

Das ,,Bestandsmodell Vermessung* bildet den Zustand des aktuellen Bestandes ab, der durch
Vermessung erfasst oder mittels BIM-Geodatenmanagement integriert werden kann. Es wird
grundsitzlich zwischen drei Typen von Bestandsmodellen unterschieden:
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e Das Bauwerksmodell reprisentiert das zu beplanende Bauwerk, beispielsweise ein be-
stehendes Gebdude, eine bestehende Strafle oder Bahnstrecke, sowie dessen Ausstat-
tung. Es wird mittels attributierter Bauteile strukturiert und enthilt bei Bedarf weitere
Geometrieinformationen. Ergénzend oder alternativ sind etwa Reprédsentationen durch
Punktwolken und/oder 3D-Meshes tiblich.

e Das Umgebungsmodell (Abb. 3) repréisentiert den topographischen Kontext mit Ge-
lande, Topographie und weiteren Bauwerken in der Umgebung. Darin werden die Ge-
landeoberfldche sowie relevante topografische Objekte (Entwisserung, Bewuchs, Mau-
ern, Zaune etc.) und weitere Bauwerke (Bebauung, Ingenieurbauwerke) in geeigneter
Weise, oft nur als Kubatur, modelliert.

e Das 3D-Lageplan/Baurechtsmodell reprisentiert die fiir das Vorhaben rechtlich rele-
vanten Geometrien und Objekte und deren Eigenschaften. Dazu zdhlen beispielsweise
Flurstiicke, Bauleitplanung, Baulasten, ErschlieBungsnachweise, Schutzgebiete und
Schutzgiiter. Eine wichtige Auspragung ist das 3D-Lageplanmodell, das rechtlichen Zu-
stainde und Informationen, welche die Genehmigungsfihigkeit der Planung betreffen,
enthalt.

Abb. 3: Beispiel fiir ein Umgebungsmodell, welches das Geldndemodell, Stadtmodell und Liegen-
schaftskataster in BIM Software nutzbar macht.

Die Struktur und der Inhalt des Bestandsmodells Vermessung ergeben sich aus den Informati-
onsbedarfen der jeweiligen Aufgabenstellung (Umbau/Neubau) und Disziplin (Hochbau, Inf-
rastruktur usw. Neben dem Bestandsmodell Vermessung existieren auch Bestandsmodelle an-
derer Fachdisziplinen. Ergéinzende Fachmodelle anderer Fachdisziplinen, die in das Bestands-
modell der Vermessung integriert werden, sind beispielsweise die Technische Gebdudeausriis-
tung (TGA), die Objekte von Leitungsbetreibern der Bereiche Ver- und Entsorgung, das Bau-
grundmodell oder Bestandsobjekte aus Stralendatenbanken oder der Gleisnetzdatenbank der
DB AG.

3.3 Absteckungsmodell

Das ,,Absteckungsmodell* dient sowohl der Ubertragung der Planung in die Realitiit als auch
dem Nachweis der durchgefiihrten (Absteckungs-)Arbeiten. Es umfasst die abzusteckenden
Punkte, Achsen, Schichten bzw. Horizonte oder eine reduzierte Darstellung der abzusteckenden
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Bauteile. Zudem enthilt das ,,Absteckungsmodell* Angaben zum Zeitpunkt und zur Genauig-
keit der Absteckung. Es dient dem durchgéngigen Nachweis der baubegleitenden Vermessung
und bildet beispielsweise die Grundlage fiir die Bauabrechnung.

Nach §3 Abs. 2 VOB Teil B gilt: ,,Das Abstecken der Hauptachsen der baulichen Anlagen,
ebenso der Grenzen des Gelidndes, das dem Auftragnehmer zur Verfiigung gestellt wird [...]
sind Sache des Auftraggebers. Die Musterbauordnung regelt die Absteckung in § 72 Abs. 8
Baugenehmigung, Baubeginn: ,,Vor Baubeginn eines Gebdudes miissen die Grundrissflidche
abgesteckt und seine Hohenlage festgelegt sein.* Kritisch zu hinterfragen ist, ob mit dem Vor-
liegen eines dreidimensionalen BIM-Modells zukiinftig tiberhaupt noch ein Absteckungsmo-
dell vorhanden sein muss — zumindest fiir einige Bauwerkstypen. Werden definierte Abste-
ckungspunkte noch bendtigt oder dann nicht direkt aus dem Modell eine Objektkante, eine
Schicht oder eine Trasse im Infrastrukturbereich 0.A. von einer Baumaschine in die Ortlichkeit
iibertragen werden? Sicher ist jedoch, dass fiir eine Maschinensteuerung ein Modell mit nur
wenigen ausgewéhlten Objekten erzeugt werden muss. Die Reduktion der Elemente sowie die
Zusammenfiihrung der relevanten Objekte aus den einzelnen Fachmodellen der Planung (Ar-
chitekturmodell, Tragwerksmodell, TGA-Modell usw.) muss durch einen Fachexperten, in die-
sem Fall in der Regel aus dem Vermessungsingenieurwesen, erfolgen.

Abb. 4: Vereinfachte Visualisierung eines Absteckungsmodells (Schnurgeriist)

3.4 Baudokumentationsmodell

Das ,,Baudokumentationsmodell ist ein aktualisiertes Planungsmodell des erstellten Bau-
werks, das die tatsdchliche Ausfiihrung auf der Baustelle beriicksichtigt. Es konnen auch wei-
tere Informationen Dritter (Sparten, TGA etc.) enthalten sein. Je nach Aktualisierung wahrend
des Baufortschritts konnen Elemente enthalten sein, die spéter nicht mehr sichtbar sind, z. B.
Wandaufbauten oder Schichten im Infrastrukturbereich. Das heif}t, es kann einen hoheren In-
formationsgrad als das Bestandsmodell Vermessung enthalten. Das ,,Baudokumentationsmo-
dell* kann dem Bauherrn zur Abnahme, den Bauvausfiihrenden zur planungsgerechten Bauaus-
fiihrung (Qualitdtssicherung) und der Abrechnung dienen. Fiir den Zweck der Abrechnung ist
es wichtig, dass die Elemente des Modells Informationen/Attribute zur erfassten Methode (z.
B. Aufmall mit Genauigkeit, aus Planung iibernommen usw.) enthalten, um eine gesicherte
Aussage zu erhalten. Dariiber hinaus kann das ,,Baudokumentationsmodell* dem Betreiber zur
Dokumentation der Inbetriecbnahme dienen. Nach der Ubergabe in die Betriebsphase, kann das
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Modell iiber den gesamten Lebenszyklus des Bauwerks fortlaufend aktualisiert werden und
stellt somit die Grundlage fiir ein Betriebsmodell, z. B. in einem Digitalen Zwilling, dar.

Abb. 5: Vereinfachte Visualisierung eines Baudokumentationsmodells fiir das Facility Management
eines Werkgeldndes

4 Zusammenfassung

Die folgende Tabelle fasst die Fachmodelle mit ihrem Inhalt und Zwecken zusammen. Zusitz-
lich enthélt die Tabelle eine Zuordnung zu den HOAI-Leistungsphasen, Nutzergruppen, An-
wendungsfillen von BIM Deutschland und fachlichen Schnittstellen.

Tabelle 1:

Fachmodelle mit ihrem Inhalt und Zwecken nach (DVW AK3 , BIM*, 2025)

mit Planer

Fachmodell Geoditisches Raum- | Bestandsmodell Baudokumentations-
Absteckungsmodell
Vermessung bezugsmodell Vermessung modell
Int. Bezeichnung ﬁi)o;gatlal LGE G As-is Model BIM-to-Site Model | As-built Model
Geodaitischer Raum- Modell zur Ubertrz}- Modell des erstellten
Thema bezug Aktueller Bestand gung der Planung in Bauwerks
die Wirklichkeit
Inhalt Definition des geodd- | Je nach Informations- | Abzusteckende Reversiertes, aktualisier-
tischen Referenzrah- | bedarfen der Aufgaben- | Punkte, Achsen, tes Planungsmodell mit
mens: stellung. Schichten/Horizonte | allen Elementen, wie
* Festpunktfeld Zu unterscheidende fiir Infrastruktur, diese in der Realitét aus-
* Einfligepunkte an- | Modelle: Baufeldgrenzen usw. | gefiihrt wurden
derer Teil- und Fach- | < Bauwerksmodell Dokumentation der
modelle » Umgebungsmodell abgesteckten Punkte
* Austausch- bzw. * Baurechtsmodell inkl. Genauigkeiten
Koordinationskor-
per
Nutzung Grundlage zur Geore- | Referenzmodell fiir das | Durchfithrung und Dokumentation, Kon-
ferenzierung aller Planen und Bauen im Dokumentation der trolle, Abnahme, Inbe-
Teil- und Fachmo- Bestand und die Bauge- | Bauausfiihrung triebnahme, Abrechnung,
delle nehmigung Gewibhrleistung, Grund-
lage fiir Betriebsmodell
Verantwortung Geodit Geodit in Abstimmung | Geodit in Abstim- Geodit und Bauleitung in

mung mit Bauausfiih-
rung

Abstimmung mit ausfiih-
renden Fachgewerken
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Nutzer Alle Alle Geoditen, Bauaus- Bauherr, Bauausfiih-
fiihrende rende, Betreiber, Planer
und Geodéten
Lebenszyklusphase | alle Planung Bau Realisierung und Bewirt-
schaftung
HOALI Leistungs- 1 Grundlagenermitt- | 1 Grundlagenermitt- 5 Ausfiihrungspla- 8 Objektiiberwachung
phasen lung lung nung und
2 Vorplanung Dokumentation
3 Entwurfsplanung 9 Objektbetreuung
4 Genehmigungspla-
nung
BIM Anwendungs- | 000 Grundsitzliches | 010 Bestandserfassung 140 Baufortschrittskon-
félle (BIM Deutsch- | 010 Bestandserfas- und Modellierung trolle
land) sung und Modellie- 040 Visualisierung 150 Anderungs- und
rung 080 Ableitung von Nachtragsmanage-
050 Koordination der | Planunterlagen ment
Fachgewerke 090 Genehmigungspro- 160 Abrechnung von
Zess Bauleistungen
170 Abnahme- und
Maingelmanagement
190 Projekt- und
Bauwerksdokumenta-
tion
Schnittstellen Schnittstelle zu allen | Bestandsmodelle ande- | Planungsmodelle Grundlage fiir Betriebs-
anderen Teil- und ren Fachdisziplinen, modelle, Grundlage fiir
Fachmodellen. wie Baugrund (Geolo- Bestandsmodelle einer
Grundlage fiir das gie), Larm (Umweltpla- nachfolgenden MafB-
Koordinationsmodell | nung),... nahme
Giiltig fiir alle Teil- | Dokumentation der Qualitdtsnachweise, Messprogramm und eingesetzte Vermessungsinstrumente,
modelle erreichte Genauigkeiten,
Genauigkeit der Erfassung (Level of Accuracy - DIN 18710), Genauigkeit der Modellierung, usw.

Der BIM-Prozess ist eine interdisziplindre Aufgabe, die die Zusammenarbeit zwischen allen
Beteiligten fordern und unterstiitzen soll. Oft werden die Modelle von anderen Disziplinen wei-
terverarbeitet, wozu Absprachen notwendig sind und die Anforderungen klar definiert sein
miissen. Genau diesem Zweck dienen die ,,BIM-Fachmodelle der Vermessung®. Mithilfe der
vorliegenden Taxonomie kann die Gliederung der von der Vermessung zu erstellenden Modelle
jetzt in BIM-Projekten klar und einheitlich kommuniziert werden. Gleichzeitig sind die Kate-
gorien so flexibel angelegt, dass sie generisch fiir die unterschiedlichsten BIM-Projekte ver-
wendet werden konnen.

5 Diskussion und Ausblick

Die ,,.BIM-Fachmodelle der Vermessung* sind derzeit noch keine anerkannte Regel der Tech-
nik. Der DVW AK3 strebt jedoch eine Standardisierung an. Senden Sie uns IThre Anmerkungen
gerne an bim@dvw.de, damit wir Thre Vorschldge in den Gremien beriicksichtigen konnen.
Wiinschenswert wére eine abgestimmte Nomenklatur, die im D-A-CH Raum einheitlich ver-
wendet wird.
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1 Introduction

Rapid urbanization places increasing demands on cities as well as municipalities regarding
transport planning, traffic and flood risk management, environmental monitoring, and
infrastructure maintenance. All these tasks require comprehensive, up-to-date information of
the urban area. Developing adaptive solutions to tackle these challenges necessitates accurate,
comprehensive, georeferenced geometric-semantic road-space data as well as spatially resolved
environmental observations (e.g., particulate matter (PM) for air quality, precipitation level,
noise profiling) across the city.

However, current analog and spatial data sources are often sparse and outdated due to infrequent
and fragmented update cycles. In the context of road-space mapping, available sources typically
capture static features (e.g., manhole covers, trees, curbs) while omitting important areas such
as parking lots, green strips, sidewalks, bike paths, and street furniture. Concurrently,
environmental data are frequently collected by permanently installed measurement stations,
which provide high-quality point measurements but do not adequately represent spatial
variability across the entire urban area. Conventional data collection methods typically operate
at discrete intervals (e.g., surveys every few years). However, they are not capable of
maintaining the spatial and temporal resolution required for modern urban management and
concepts such as Digital Twins. More cost-efficient approaches with higher temporal resolution
would be desirable. Consequently, this motivates the development of an innovative and
comparatively cost-effectively multi-sensor system for the systematic, regular and
georeferenced collection of urban road-space and environmental data.

The idea behind the FloMuSS (Fleet-Based Multi-Sensor System) presented in this article is a
low-cost sensor platform that should be able to be mounted on municipal service vehicles (e.g.,
waste collection trucks) that traverse the entire road network regularly, thereby ensuring

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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comprehensive coverage of the urban area and high-frequency updates (Fig. 1). The platform
should allow for the installation of various sensors to enable georeferenced data collection of a
wide range of parameters in urban areas.

In the underlying research project for the development of FloMuSS, we examine three
exemplary use cases.

1. Streetscape monitoring: Capturing and continuous updating of transport infrastructure
to support future-oriented road planning and targeted traffic management

2. Parking management: Improving the determination of parking space availability for
dynamic traffic and parking space management

3. Pluvial flood risk management: Enhancing precipitation runoff models and predictions
of flood hotspots for preventive heavy precipitation management (e.g., consideration of
break lines in road space)

Fig. 1: Exemplary use cases in FloMuSS

Effective utilization of captured data requires precise georeferencing 6-Degrees-of-Freedom
(DOF) pose of the sensors over time. For a moving vehicle acting as a sensor carrier, this
necessitates the calculation of a time-continuous 6-DoF trajectory. This article focuses on
calculating this trajectory using low-cost sensors in complex urban environments. The
contribution of this paper is fourfold. First, we derive and formalize the requirements for a low-
cost, vehicle-mounted multi-sensor system for urban streetscape acquisition in terms of
positioning accuracy, spatial coverage, temporal resolution, and economic constraints. Second,
we detail the system design and hardware integration, including sensor configuration and
installation on municipal vehicles. Third, we present a robust real-time sensor fusion method
that integrates Global Navigation Satellite System (GNSS), Inertial Measurement Unit (IMU),
and images under degraded operating conditions such as prolonged GNSS signal loss and IMU
data gaps. At last, we report results from test drives, analysing the quality of the estimated
trajectories and dense point clouds under representative urban conditions and demonstrate the
system’s applicability of the collected data for selected use cases.
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2 Related Work

Since this article focuses on the usability of mobile mapping systems (MMS) in urban areas,
we review the topics of pose estimation for georeferencing in urban environments, 3D data
acquisition (point clouds and from imaging), and the associated trade-offs between cost and
update frequency.

Although commercial LiDAR-based MMS utilize high-end scanners and precise navigation
units to deliver centimeter-level 3D point clouds (Elhashash et al., 2022). However, their high
acquisition and operational costs generally limit their deployment to one-off surveys or surveys
conducted at longer temporal intervals, creating a data gap for applications like asset
management and digital twin maintenance, which require high-frequency observations to detect
changes over time. Consequently, there is a strong motivation for low-cost mapping concepts
that trade ultimate geometric accuracy for higher temporal resolution and economic scalability.

Image-based systems have emerged as a cost-effective alternative to LiDAR-centric platforms
(Madeira et al., 2008, Frentzos et al., 2020). Beyond lower hardware costs, cameras provide
rich RGB information crucial for semantic interpretation tasks, such as traffic-sign inventory
and pavement classification, which can be automated via deep-learning pipelines. However,
low-cost image-based MMS face specific challenges in urban environments. Purely vision-
based approaches are sensitive to illumination and texture-less surfaces, while low-cost Real-
Time Kinematic (RTK)-GNSS solutions suffer from signal blockage and multipath effects in
“urban canyons”.

To ensure accurate georeferencing under these conditions, multi-sensor fusion has become the
standard solution. Integrating GNSS, IMU, and visual odometry allows for robust pose
estimation even when individual sensors are degraded (Elhashash et al., 2022, Fan et al., 2025).
Even with these technical advances, most existing multi-sensor systems need to rely on costly
components and are designed for specialized survey vehicles. There remains a lack of truly
scalable solutions designed for integration into existing municipal fleets, such as waste
collection trucks, which offer a promising strategy to achieve exhaustive spatial coverage at
marginal operational cost (Anjomshoaa et al., 2018).

3 System Requirements

The intended purpose of FloMuSS outlined in the introduction necessitates a system capable of
operating across the entire urban road network. To address the gaps identified in the related
work, the proposed system must adhere to specific requirements regarding scalability, real-time
processing, and usability.

e Sensing configuration (GNSS-IMU-Camera): Relying on GNSS alone is often
insufficient in dense urban environments due to signal blockage and multipath effects,
resulting in intermittent availability and degraded positioning quality. While higher-
grade IMUs can mitigate short GNSS outages, they increase system cost and still require
exteroceptive constraints to bound drift over longer GNSS degradations. LiDAR-centric
mobile mapping systems provide high-quality geometry but typically involve
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4

substantially higher acquisition and operational costs, which limits update frequency
and scalability for municipal fleet deployment. A camera-based approach offers a cost-
effective source of complementary exteroceptive information. It supports drift-limited
motion estimation when GNSS quality is poor, provides texture and appearance cues
relevant for municipal inventory tasks (e.g., signage, lane markings, facade elements),
and enables dense 3D reconstruction (point clouds) as a geometric data product when
deployed as a stereo setup. We therefore adopt a GNSS-IMU-Camera configuration
that balances robustness, cost, and information content.

Modular sensor scalability: The system architecture must be sensor-agnostic to support
diverse mapping tasks. The core configuration is based on GNSS-IMU-Camera sensing
to capture RGB imagery and derive 3D point clouds. The design must also support the
modular integration of environmental sensors, such as electrochemical gas arrays
(measuring PM, 5, NO,.) or spectral acoustic monitors for urban noise profiling, without
altering the fundamental positioning framework.

Real-time georeferencing: Integrating these platforms into active municipal workflows
imposes specific processing requirements regarding real-time capability. Unlike post-
processing techniques, the system requires an immediate georeferencing solution. A
real-time estimation framework enables time-continuous pose estimation and
immediate spatial registration of the captured road-space and environmental sensor
streams, facilitating live streetscape monitoring (e.g., real-time pollution heatmaps) as
well as downstream dense point-cloud generation. In this context, adopting a tightly
couple GNSS-IMU-VSLAM (Visual Simultaneous Localization and Mapping)
architecture is key to achieving real-time georeferencing under dynamic operating
conditions. By leveraging temporal coherence and tight inertial coupling, VSLAM
effectively rejects dynamic outliers, such as moving traffic and pedestrians, that
typically degrade the global reconstruction techniques applied in standard Structure-
from-Motion (SfM) solutions.

Operational integration: Finally, to ensure economic viability, the system must be
designed for "plug-and-play" deployment on non-specialized municipal vehicles. This
dictates a low-maintenance form factor that minimizes post-processing efforts and does
not interfere with the primary duties of the service vehicle (e.g., waste collection trucks).

System Configuration and Hardware Integration

To address the requirements, we developed FloMuSS as a modular, low-cost (~5,000 €) multi-
sensor system. The setup prioritizes hardware-level synchronization, scalability, and robustness
for deployment on municipal vehicles.

The core unit comprises two Stereolabs ZED X One global-shutter cameras forming a forward-
looking stereo pair. Equipped with an Onsemi AR0234 sensor, each camera delivers a
resolution of 1928 (H) x 1200 (V) at a frame rate of 60 frames per second (fps). The optics
feature a 2.2 mm focal length lens, providing a broad field of view of 110°(H) X 79.6°(V),
ideal for environmental perception. Each camera includes a factory-calibrated 6-axis IMU,
eliminating the need for manual camera-IMU calibration. The IMU consists of an accelerometer
with a measurement range of +12 g (resolution: 0.36 mg) and a gyroscope capable of
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measuring +1000 (degrees per second) dps (resolution: 0.03dps). Data is transmitted via
automotive-grade GMSL2 cables to a quad capture card and processed by an NVIDIA Jetson
AGX Orin. For positioning, a Drotek DP0601 RTK-GNSS receiver (based on the u-blox ZED-
F9P module) is integrated. This multi-band receiver provides real-time PVT (Position,
Velocity, Time) data at a maximum update rate of 8 Hz, along with a Pulse-Per-Second (PPS)
signal. The PPS disciplines the Jetson’s system clock (PTP master), which triggers the cameras.

The sensors are mounted on a rigid aluminum rail with adjustable sliders for baseline
configuration (Fig. 2). The GNSS antenna is centered between the cameras to minimize lever-
arm effects, and cameras are protected by 3D-printed housings. The integration of further
sensors, e.g., for environmental data like air quality is possible. The system is installed on the
roof of a municipal garbage vehicle using a detachable base plate (Fig. 3), ensuring an
unobstructed field of view. Power is drawn from the truck's 12V socket via a DC/DC converter,
facilitating rapid installation without modifying vehicle wiring. A right-handed vehicle-fixed
coordinate system is defined at the left camera, which serves as the base for the following
calibration, trajectory estimation and dense point cloud generation.

ZED X One Camera
(with Protection Cover)

Aluminum Mounting Rail Multi-Band GNSS Antenna

Fig.2: System integration on the aluminum mounting rail.

ZED X One Camera
with Protection Cover

: = Multi-Band
I Aluminum Mounting Rail GNSS Antenna

Fig. 3: System deployment on the municipal garbage vehicle.

5 Methodology

For FloMuSS, the determination of the current pose of the sensors mounted on moving carrier
vehicles over time in a globally defined coordinate reference system (e.g., in the UTM
coordinate reference system) is a fundamental prerequisite. This requirement necessitates the
robust estimation of the 6-DoF camera trajectory, which serves as the spatio-temporal reference
for aligning the sensor data. To ensure continuous and accurate georeferencing of this multi-
modal data under complex real-world conditions, we developed the GNSS-IMU-VSLAM
fusion pipeline for real-time camera pose estimation.

5.1 System States for Sensor Fusion Framework

The objective is to estimate a time-continuous 6-DoF pose for the vehicle body frame F ¥,
defined here to coincide with the left camera (F¢£). We utilize a local East-North-Up (ENU)
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navigation frame F”, with the origin set at the initial GNSS/RTK fix. The minimal state vector
at time t;, is defined as x;°°° = [py, 0)]7, where p} € R? is the position and 8, is the unit
quaternion representation of the rotation matrix R}, € SO(3). Given the estimated body pose,
the poses of the right camera (F°®) and the GNSS antenna phase center (F#) are derived via

fixed, known extrinsic calibrations.
5.2 Real-Time Pose Estimation via GNSS-IMU-VSLAM Fusion

Our implementation builds upon the GNSS-stereo-inertial solution (Cremona et al., 2023), an
extension of ORB-SLAM3 (Campos et al., 2021), adapting it specifically for the urban
operational domain. A critical distinction of our system is the optionality of the inertial stream.
Our system is designed to operate as a stereo-only GNSS-VSLAM when inertial data are
unavailable, with potentially reduced robustness and accuracy compared to the full GNSS-
IMU-VSLAM configuration. It automatically upgrades to a full GNSS-IMU-VSLAM
configuration when valid IMU readings are detected. GNSS measurements are introduced as
unary factors in this optimization, ensuring that global position observations continuously
correct the local map drift and the pose estimate. To incorporate global positioning, GNSS
measurements, first transformed into the ENU frame F”, must be associated with the visual
keyframes. We employ a temporal proximity association strategy similar to (Cremona et al.,
2023). Let t; denote the timestamp of the i-th keyframe and p4(t) represent the continuous-
time GNSS antenna position, for each assigned keyframe, we query the closest GNSS
measurement in time. The measurement is associated with keyframe-i if the absolute time
difference is within a rigorous tolerance threshold Atg,g: |tl- - tgnss| < Atgns, and the
keyframe-i is added to the subset Jgng, otherwise, the keyframe remains unconstrained by
global positioning. This selective association prevents stale or asynchronous GNSS data from
corrupting the tightly coupled optimization.

Following the coordinate definitions, the full state vector x; for the keyframe-i in the backend
optimization includes the navigation states and the inertial biases:

_ n n n b b T
X = [%,i’ Di» Vi, Qpias,ir ‘Ubias,i] (1)

where p]' and v}* are the position and linear velocity of the vehicle body frame expressed in
F", and qy; is the unit quaternion representing the rotation Ry ;. The terms agias‘i and a)gias‘i
denote the slowly time-varying biases for the accelerometer and gyroscope, respectively.

We construct a factor graph optimization problem over a local window of keyframes 7 and the
set of visible 3D landmarks J. The optimization targets the keyframe states {x;};cs and
landmark positions {m;} ;cs, where m; € R3. The total cost function is a sum of visual, inertial,
and global positioning residuals. The local bundle adjustment is formulated as:
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where p(-) denotes robust loss functions employed to downweight outliers. The visual residual
l‘;‘s encodes the reprojection error of a landmark-j observed in keyframe-i. It is defined as the
difference between the observed stereo coordinate u;; and the projection of the landmark:

5= wy = w(Th 7 my) 3)

where 7(+) is the stereo pinhole projection function and Tc’z i

is the left camera pose derived
from the body frame states. The information matrix ZV‘S is scaled by the feature extraction scale

level, adhering to the standard ORB-SLAM3 formulatlon.

When valid IMU data is available between consecutive keyframes i — 1 and i, we employ
preintegration theory to synthesize a relative motion constraint. The residual ;™ penalizes
deviations between the pre-integrated relative measurements (rotation, Velocity, and position
increments) and the estimates predicted by the states x;_; and x;. The covariance Z'mul is
derived by propagating the continuous-time accelerometer and gyroscope noise densities
through the integration period. If IMU data is missing, the set J;,,,, 1s empty, effectively reducing
to a visual-GNSS bundle adjustment.

The GNSS residual enforces consistency between the estimated body pose and the raw position
measurement provided by the receiver. This factor accounts for the lever arm offset rgb

i = pga— (07 + B3 @)
Specially, the covariance Z?nss is dynamic and it is populated using the reported horizontal and
vertical accuracy metrics from the RTK-GNSS receiver at each epoch. This allows the
optimization to naturally trust the visual-inertial odometry more when GNSS signal quality
degrades and rely on GNSS when satellite visibility is high.

6 Results and Discussion

The primary goal of the proposed low-cost multi-sensor system and processing pipeline is to
enable robust, city-wide georeferencing of data collected from regularly operating municipal
fleet vehicles, including under challenging urban conditions such as GNSS degradation and
partial sensor outages. Building on the resulting globally consistent pose estimates, we
additionally derive georeferenced dense stereoscopic point clouds for urban inventory
applications. Consequently, we evaluate the system not only just on trajectory metrics, but also
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by assessing the consistency of the resulting point clouds against target structures (e.g., road
edges, facades) overlaid on high-resolution orthophotos from Geoportal NRW.

6.1 MMS Reference System

To conduct the evaluation, the FloMuSS system was rigidly mounted onto an eagle eye survey
vehicle, which is already equipped with a commercial, high-resolution MMS (Fig. 4). In 3D
point cloud data capturing projects for highways, eagle eye has demonstrated an absolute
accuracy of 1 cm in position and height at driving speeds of up to 100 km/h. Given the superior
accuracy of the MMS’s high-grade solution, which claims centimeter-level global accuracy, its
trajectory serves as the ground truth reference. However, because the sensors are mounted at
different positions on the vehicle roof, the raw trajectories are not directly comparable. To
resolve this, the MMS ground truth trajectory was spatially transformed into the coordinate
system of the FloMuSS left camera. This transformation uses pre-calibrated extrinsic
parameters to rigorously account for the 3D lever-arm effect and boresight alignment, ensuring
that the evaluation measures algorithmic performance rather than spatial offsets.

FloMuSS System

E—kr, -

Fig. 4: Eagle eye MMS reference system plus FloMuSS low-cost system

6.2 Performance of GNSS-IMU-VSLAM Fusion

The GNSS-IMU-VSLAM pipeline was evaluated using data recorded in May 2025 in
Herzogenrath, Germany. Fig. 5 visualizes the trajectories of the left (magenta) and right
(orange) cameras alongside the GNSS antenna (green), and depicts a segment with dense
roadside vegetation causing significant GNSS signal disturbance. While the GNSS receiver
typically achieves centimeter-level accuracy in open areas, the canopy cover in this section
causes the solution quality to deteriorate drastically, resulting in positioning errors of up to 3
meters or total signal loss. Despite this extreme volatility, the fused camera trajectories remain
smooth and accurately aligned with the road axis, maintaining the correct lever-arm offset from
the antenna. This demonstrates the system's ability to bridge short periods of GNSS degradation
using visual-inertial constraints. Specifically, for the quantitative analysis, we evaluated the
above-mentioned trajectory segment with a total length of 150 m. Within this section, the
system achieved a positioning accuracy of 0.15 m Root Mean Square Error (RMSE) relative to
the eagle eye MMS ground truth.

! https://www.geoportal.nrw/
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Trajectories
% — Georeferenced left camera trajectory

Georeferenced right camera trajectory
— GNSS antenna trajectory

Fig.5: GNSS-IMU-VSLAM under GNSS signal degradation.

6.3 3D Dense Point Cloud Generation

To evaluate the quality of camera data for geometric measurements or change detection, Multi-
view Stereo (MVS) technique was used to reconstruct 3D dense point cloud from recorded
stereo images. The photogrammetric alignment was initialized with precise camera poses
derived from the GNSS-IMU-VSLAM fusion. This external trajectory integration is essential
to bridge GNSS-denied zones, where relying on standard photogrammetric alignment in these
areas would result in significant absolute position shifts or incomplete reconstruction.
Furthermore, utilizing these predefined camera constraints accelerates the pipeline by removing
the need for the computationally intensive initial alignment step.

Fig. 6 illustrates the cloud-to-cloud differences to a reference 3D point cloud from the eagle
eye MMS, using a color-coded representation. Deviations in particularly relevant areas, such
as the road surface, are predominantly below 0.05 m. Points located farther from the stereo
cameras (e.g., facades and roofs) exhibit larger deviations of approximately 0.1-0.3 m. A
quantitative comparison along a representative cross section is shown in Fig. 7, highlighting
the vertical agreement between the reconstructed and reference point clouds.

- ’ r Distance [m]

0.30

Fig. 6: Cloud-to-cloud distance between the 3D point cloud reconstructed from georeferenced stereo
images and the reference point cloud from the eagle eye MMS in Herzogenrath.
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Fig. 7: Cross-sectional comparison of the reconstructed 3D point cloud (red) and the reference eagle
eye MMS point cloud (blue) along a representative road segment.

6.4 Evaluation of Dense Point Cloud for the Exemplary Use Cases

The usability of the derived 3D point cloud data for the exemplary use cases depends on the
system's ability to recognize and map specific objects in the street environment:

e Road Geometry: Detection of curbs, lane markings, and surface types.

e Objects & Furniture: Classification of traffic lights, bollards, and street furniture.

e Parking Semantics: Identification of parked vehicles and interpretation of regulatory
signage.

e 3D Topology / digital surface and terrain models (DSM/DTM): High-precision height
measurement of vertical break edges for hydraulic analysis.

We evaluated the data quality of the resulting 3D point clouds based on four key indicators:

e Completeness: The completeness of all objects of a category along the captured road
section.

e Differentiability: The ability to distinguish distinct features within the data.

e Geometric Accuracy: The magnitude of deviations in location or size of an object.

e Homogeneity: The consistency of data quality for a certain object category along the
captured road section.

To ensure practical relevance, these indicators were tested on critical road infrastructure
features, including curbs, curb ramps, roadway boundaries, road markings, traffic signs
(including text legibility), and stationary vehicles. The assessment was performed via manual
visual inspection of the 3D point clouds generated from identical road segments, selected for
their diverse infrastructure and varying cross-sections. For each indicator, specific objects were
compared side-by-side between the FloMuSS sensor and the eagle eye MMS. The evaluation
accounts for the different sensing modalities: RGB color fidelity is used for both the MMS and
the vision-based FloMuSS system, while LiDAR reflection intensity is only available for the
MMS. For the pluvial flood risk management scenario, the evaluation assessed whether the
point clouds' geometric accuracy and spatial resolution are sufficient for generating DTM.
Validation involved visual comparisons at hydraulically challenging locations to test the
differentiability of key features. The analysis specifically focused on determining if flow-
impeding structures (e.g., walls) and terrain elevation differences could be reliably
distinguished from temporary elements, such as vehicles.
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Using the eagle eye high-end MMS as the reference system for benchmarking, the FloMuSS
system was found to be suitable for the targeted conceptual road planning, traffic management
and parking management use cases. In terms of completeness, the eagle eye MMS performed
considerably better than the low-cost system as expected. The latter exhibited gaps in the 3D
point cloud that resulted in some objects being missed entirely. Due to variations in the presence
and density of point clouds, the homogeneity of object detection in the low-cost system has
room for improvement. Regarding differentiability, the data quality of the low-cost system was
much closer to that of the reference system. Moderate weaknesses were observed in the
detection of traffic signs and in identifying the boundary between the road surface and the
shoulder. In these cases, the features were sporadically not distinguishable from the
background. The geometric accuracy of the FloMuSS system, which is predominantly below
0.05 m in the relevant areas (see Section 6.3), proved to be sufficient for conceptual road
planning, traffic and parking management use cases, for which a very high accuracy is generally
not required. Minor disadvantages compared to the reference system arise from the lower point
density, which complicates the precise determination of object dimensions, such as those of
curbs. Overall, the processing and interpretation of raw point cloud data remain challenging for
road planning and traffic management practitioners. This highlights the need for more
standardized and user-friendly data representations, as well as for automated object detection
and classification methods, which will be addressed in future work.

For the pluvial flood risk management use case, the evaluation focused on assessing whether
the spatial resolution and geometric accuracy of the 3D point clouds are sufficient for generating
DTMs. Sensor data from all three systems were visually compared at hydraulically challenging
locations. The analysis examined the ability to distinguish terrain elevation differences, flow-
impeding structures such as walls and curbs, and temporary objects like parked vehicles. The
results indicate that the generated 3D point clouds provide an adequate basis for DTM
generation in urban street environments, supporting flood hotspot identification and hydraulic
analysis. For further flood-related applications that require higher resolution, data from a high-
end MMS is still needed.

7 Conclusion and Outlook

This study demonstrates that the proposed FloMuSS system and sensor-fusion based processing
pipeline enable reliable georeferencing of vehicle-borne sensor data even under challenging
urban conditions, including GNSS signal loss and IMU temporal data gaps. By integrating
GNSS, IMU, and visual information within a real-time GNSS-IMU-VSLAM processing
pipeline, robust camera trajectories and globally referenced 3D point clouds can be obtained
from data collected by regularly operating municipal fleet vehicles.

This paper presented a pipeline that utilizes a real-time GNSS-IMU-VSLAM framework. The
selection over pure SfM was motivated by two factors:

e Dynamic robustness: VSLAM leverages temporal coherence and tight inertial coupling
to effectively reject dynamic outliers (e.g., moving traffic, pedestrians) that typically
degrade global reconstruction technique applied in SfM.
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e Capability for live monitoring: The real-time estimation enables immediate
georeferencing of the environmental sensor streams, facilitating live streetscape
monitoring (e.g., real-time pollution heatmaps) rather than post-process analysis.

The results for the exemplary use cases show that FloMuSS system can provide a viable and
up-to-date data basis for urban street-space management. While the resulting point cloud quality
does not fully match that of high-end MMS, the achieved accuracy and spatial resolution are
sufficient for conceptual road planning and traffic management tasks, where very high
geometric accuracy of the order of 1-2 cm is often not required. Furthermore, the approach also
shows strong potential for pluvial flood risk management. The continuous acquisition of dense
point clouds provides a suitable basis for generating DTMs and identifying flow-impeding
structures in urban environments. However, when higher resolutions and accuracies are
required for pluvial flood risk management tasks, the use of high-end MMS remains essential
and sensible.

However, while the system effectively handles GNSS outages and partially missing IMU data,
the reliance on sequential estimation reveals a susceptibility to irregular image acquisition rates
and temporal data gaps. These operational irregularities can destabilize the real-time fusion
pipeline. In addition, when inertial measurements are unavailable for extended periods, the
estimation can remain feasible in a stereo-only configuration, but typically with reduced
accuracy and robustness (e.g., increased drift and less stable heading). For such segments, post-
processed, globally consistent reconstruction and trajectory refinement can be advantageous.
To address these, future development will focus on integrating supplementary global
optimization strategies. These post-processing mechanisms can serve as a robustness fallback,
designed to bridge temporal gaps and recover trajectories in data segments where standard
sequential tracking assumptions are violated.

Nevertheless, the availability of dense 3D point clouds alone is insufficient to generate direct
operational value. At present, the system primarily produces raw 3D point cloud data, which
places a significant processing burden on municipal practitioners and limits seamless
integration into existing planning workflows. To fully exploit the potential of continuous, fleet-
based sensing, the data must be transformed into standardized and semantically enriched object
layers, such as curbs, lane boundaries, parking spaces, or regulatory signage, allowing users to
work with meaningful, planning-relevant information rather than unstructured geometry.
Achieving this transformation requires robust and automated workflows for object detection,
segmentation, and classification. Automation is essential to ensure consistent data quality,
reproducibility, and cost efficiency, and to enable frequent updates of street-space inventories
with minimal manual effort. Future work should therefore focus on scalable analysis pipelines
and interoperable data standards that translate continuously collected multi-sensor data into
actionable information for municipal planning and pluvial flood risk mitigation, thereby
improving the suitability of the resulted geometric—semantic urban data for applications such
as urban digital twin generation.



340 Chen et al.

Acknowledgements

The authors would like to thank all partners for their excellent cooperation. We gratefully
acknowledge the project funding from the German Federal Ministry of Digital and Transport under
the FloMuSS funding measure (grant number 01FV1013-A and B).

References

ANJOMSHOAA, A., DUARTE, F., RENNINGS, D., MATARAZZO, T. J., DESOUZA, P. & RATTI,
C. (2018): City scanner: Building and scheduling a mobile sensing platform for smart city services.
IEEE Internet of Things Journal, 5 (6), 4567—4579.

CAMPOS, C., ELVIRA, R., GOMEZ RODRIGUEZ, J. J., MONTIEL, J. M. M. & TARDOS, J. D.
(2021): ORB-SLAM3: An accurate open-source library for visual, visual—inertial, and multimap
SLAM. IEEE Transactions on Robotics, 37 (6), 1874—1890.

CREMONA, J., CIVERA, J., KOFMAN, E. & PIRE, T. (2024): GNSS-stereo-inertial SLAM for arable
farming. Journal of Field Robotics, 41 (7), 2215-2225.

ELHASHASH, M., ALBANWAN, H. & QIN, R. (2022): A review of mobile mapping systems: From
sensors to applications. Sensors, 22 (11), 4262.

FAN, Z., ZHANG, L., WANG, X., SHEN, Y. & DENG, F. (2025): LiDAR, IMU, and camera fusion
for simultaneous localization and mapping: A systematic review. Artificial Intelligence Review, 58
(6), 1-59.

FRENTZOS, E., TOURNAS, E. & SKARLATOS, D. (2020): Developing an image-based low-cost
mobile mapping system for GIS data acquisition. The International Archives of the
Photogrammetry, Remote Sensing and Spatial Information Sciences, 43, 235-242.

MADEIRA, S., GONCALVES, J. & BASTOS, L. (2008): Low cost mobile mapping system for urban
surveys. In 13th FIG Symposium on Deformation Measurement and Analysis & 4th IAG
Symposium on Geodesy for Geotechnical and Structural Engineering, LNEC, Lisbon, 12—15.



341

Praxisberichte zum Einsatz fahrzeuggestiitzter Mobile-
Mapping-Systeme fiir Bestands- und
Kontrollvermessungen

Slaven KALENJUK

Amt der Vorarlberger Landesregierung, slaven.kalenjuk@vorarlberg.at

DOI: 10.3217/978-3-99161-070-0-029, CC BY 4.0

https://creativecommons.org/licenses/by/4.0/deed.de
Diese CC-Lizenz gilt nicht fiir Materialien von Dritten und anderweitig gekennzeichnete Inhalte.

1 Einleitung

Die intensive Auseinandersetzung mit fahrzeuggestiitzten Mobile-Mapping-Systemen (MMS)
begann flir den Autor im Jahr 2016 an der Technischen Universitit Graz. Die Forschungsfrage
lautete, ob mittels Mobile Mapping Neigungsdnderungen und Verformungen an
Stiitzkonstruktionen in einem fiir die Zustandsbewertung relevanten Niveau ,,im Vorbeifahren*
feststellbar sind. Um die technologischen Grenzen des Machbaren auszuloten, kamen seinerzeit
ausschlieBlich High-End-Systeme zum Einsatz. Die Technologie war zu diesem Zeitpunkt im
Osterreichischen und allgemein im deutschsprachigen Raum noch wenig verbreitet. Der
operative FEinsatz sowie das Investitionsrisiko lagen fast ausschlieBlich in den Hénden
spezialisierter Dienstleister, mit denen fiir diese Projekte eng zusammengearbeitet wurde.

Doch abseits dieser spezialisierten Uberwachungsaufgaben dringten sich fiir
Infrastrukturbetreiber zunehmend weitere Anwendungsfelder auf. Insbesondere die effiziente
Bestandsaufnahme langer Straenziige unter flieBendem Verkehr oder die Dokumentation von
Tunnelbauwerken stellten Anforderungen an Sicherheit und Wirtschaftlichkeit, die mit
klassischen statischen Verfahren kaum noch zu bewiltigen sind.

Durch technologische Fortschritte bei inertialer Messtechnik und Laserscannern aus dem
Automotive-Bereich haben sich die Rahmenbedingungen gedndert. Die gesunkenen
Einstiegskosten machen den Eigenbetrieb von Mobile-Mapping-Systemen mittlerweile auch
fiir Ingenieurbiiros wirtschaftlich interessant. Vor diesem Hintergrund widmet sich der
vorliegende Beitrag einer zentralen Fragestellung: Inwieweit lassen sich diese modernen,
kostenglinstigeren =~ MMS-Losungen  tatsdchlich  qualifiziert  fiir  anspruchsvolle
ingenieurgeoddtische Bestands- oder Kontrollvermessungen einsetzen, und wo liegen im
Vergleich zu den High-End-Erfahrungen fritherer Jahre die heutigen Grenzen?

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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2 Technologische Grundlagen und Systemwahl

2.1 Profilscanner und Multi-Beam LiDAR

Bei der Auswahl eines Mobile-Mapping-Systems wird der verbaute Laserscanner hdufig als das
vermeintlich wichtigste Entscheidungskriterium herangezogen, da seine technischen
Kennwerte die Eignung fiir bestimmte Aufgabenbereiche vorgeben.

Liegt der Anspruch auf hochster Pridzision im Nahbereich, dominieren Systeme mit 2D-
Phasenvergleichsmessern (z. B. Zoller + Frohlich 9012'), wie sie etwa im Siteco Road-
Scanner 4 oder im Leica Pegasus:Two Ultimate integriert sind. Fiir hohe Reichweiten und
Filterung von mehreren Returns bieten sich Profilscanner mit Full-Waveform-Analyse von
Riegl an (verbaut in eigenen Riegl-MMS oder Systemen der Trimble MX-Serie). Auch
Hersteller wie Teledyne Optech (z. B. im Lynx oder Leica Pegasus TRK Neo Reihe) oder
Trimble bieten in diesem High-End-Segment etablierte Sensorlésungen an.

Disruption durch Laserscanner fiir den Automotive-Bereich

Jenseits der klassischen geoddtischen High-End-Systeme (vgl. Spezifikationen in Tabelle 1) hat
die Massenproduktion von LiDAR-Sensoren fiir das autonome Fahren eine neue Sensorklasse
hervorgebracht. Exemplarisch fiir diese Entwicklung stehen der Hesai Pandar XT32 sowie
dessen speziell fir UAV-Mapping optimierte Variante, der XT32M2X. Diese Modelle
verdeutlichen eindriicklich, dass kritische Parameter wie das Entfernungsrauschen (Range
Noise) und die Kalibrierungsstabilitit inzwischen ein Niveau erreicht haben, das auch fiir
geoditische Anwendungen interessant ist.

Im Gegensatz zu konventionellen Einzelsensor-Spiegelscannern basieren diese Systeme auf
einem rotierenden Sensorkopf mit einem Array aus 32 Laserdioden (Multi-Beam), welche
mittels gepulster Laufzeitmessung Distanzen erfassen. Eine technische Besonderheit betrifft die
Winkelbestimmung: Wihrend die vertikalen Abstrahlwinkel durch die feste Anordnung der
Kanile systembedingt fixiert sind, wird der Horizontalwinkel nicht iiber einen klassischen
Winkeldecoder an einem Spiegel, sondern iiber die Rotationsgeschwindigkeit des Kopfes
(z. B. 20 Hz) in Relation zur Zeitstempelung der Messung abgeleitet.

Die geringe Masse, die niedrigen Systemkosten und die hohe Integrationsflexibilitét fiihrten zu
einer raschen Adaption des Hesai Pandar XT32 durch Systemintegratoren, zunéchst vor allem
im nordamerikanischen Raum fiir das UAV-basierte Mobile Mapping (u. a. Rock Robotics,
Phoenix LiDAR oder Inertial Labs). Die dort gesammelten Praxiserfahrungen bestétigten die
Einsatzfahigkeit der Sensorik und zogen in der Folge weitere Produktentwicklungen, etwa in
Europa (z. B. Lidaretto), nach sich. In Kombination mit den reduzierten Einstiegshiirden trug
diese Entwicklung wesentlich zu einer breiteren Verfiigbarkeit und zur Demokratisierung des
fahrzeuggestiitzten Mobile Mappings bei.

! Soweit nicht gesondert gekennzeichnet, entstammen alle in diesem Beitrag genannten technischen Leistungsdaten und
Spezifikationen den offiziellen Datenbldttern und Produktbroschiiren der jeweiligen Hersteller (Stand: Januar 2026). Auf
eine detaillierte Einzelreferenzierung wird zugunsten der Lesbarkeit verzichtet.
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Tabelle 1: Technische Spezifikationen ausgewahlter Laserscanner fiir Mobile-Mapping-Systeme
. Z+F Profiler Hesai
Riegl VUX-1HA 9012 XT32M2X Teledyne CL-360
. Time-of-Flight . . . . .
Messprinzip (Waveform) Phasenvergleich ~ Time-of-Flight = Time-of-Flight
Wellenliinge 1550 nm 1550 nm 905 nm 1550 nm
Strahldivergenz 0,5 mrad 0,16 mrad 3,7 /0,8 mrad 0,3 mrad
Reichweite 475 m
(Max) (300 kHz) 119 m 300 m 750 m
Reichweite
(10%) ~150 m k.A. 80 m 130-205m
s <1 mm (Lin. u.
Genauigkeit 5 mm Rauschen) 10 mm 5 mm
. . 0,64 Mio. 0,5 Mio. (bis 2
Messrate 1,8 Mio. Pkt/sek 1 Mio. Pkt/sek (Single Return)  Mio. eff))
Scanfrequenz 250 Hz (Linien) 200 Hz (Linien) 5-20 Hz 250 Hz (Linien)
q g g (Frame) g
Gewicht 3.5kg 4.8 kg 0,49 kg 3.5kg
Preisklasse High-End Mittel/High-End  Einstieg Mittel/High-End

2.2 Die Inertiale Messtechnik (IMU)

Wihrend der Laserscanner maligeblich die Auflosung und Reichweite der Punktwolke
definiert, entscheidet die Qualitét der Inertialen Messeinheit (Inertial Measurement Unit, IMU)
tiber die geometrische Richtigkeit der Trajektorie, insbesondere in Bereichen ohne GNSS-
Empfang.

Traditionell dominierten im High-End-Segment (z. B. Applanix POS LV in Riegl-VMX-
Systemen oder der Trimble-MX-Serie) faseroptische Kreisel (Fiber Optic Gyroscopes, FOG).
Diese Systeme nutzen den Sagnac-Effekt, um Drehraten prizise zu messen. Sie zeichnen sich
durch extrem geringes Rauschen und eine hohe Bias-Stabilitdt (< 0,01°/h) aus, sind jedoch
kostenintensiv und unterliegen teils Exportbeschrankungen (IMAR NAVIGATION 2026).

Demgegeniiber stehen moderne MEMS-Sensoren (Micro-Electro-Mechanical Systems) auf
Silizium- oder Quarz-Basis. Diese messen Drehraten iiber vibrierende Strukturen unter
Nutzung der Corioliskraft (INERTIAL LABS 2025). Obwohl sie physikalisch bedingt ein hoheres
Rauschen aufweisen, haben sie durch technologische Spriinge massiv an Leistungsfihigkeit
gewonnen. Sie erreichen heute den sogenannten ,,Tactical Grade“ und bilden die Basis
kosteneffizienter, aber dennoch praziser MMS-Losungen.

Die wahre Leistungsfdhigkeit einer IMU offenbart sich bei GNSS-Signalausfillen, wie
beispielsweise in Tunneln. Da die Positionsbestimmung auf der zweifachen Integration der
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Beschleunigungsmesswerte beruht, akkumulieren sich Sensorfehler nicht linear, sondern
iiberproportional.

Besonders kritisch wirkt sich hierbei ein konstanter Fehler in der Orientierungsmessung
(Gyroskop-Bias) aus. Dieser fiihrt dazu, dass der Vektor der Erdbeschleunigung fehlerhaft in
den Raum projiziert wird. Das Navigationssystem interpretiert diesen Projektionsfehler
falschlicherweise als horizontale Beschleunigungskomponente. Die Folge ist ein
Positionsfehler, der mit der dritten Potenz der Zeit (t*) anwéchst (NOVATEL 2014).

Wiéhrend High-End-FOG-Systeme diesen Drift durch physikalische Stabilitit begrenzen,
erzielen moderne MEMS-Losungen ihre Konkurrenzféhigkeit primér durch die Prozessierung
(INERTIAL LABS 2025; BUSINESS GEOMATICS 2024). Entscheidend sind hierbei Dual-Antennen-
Konfigurationen, die das Heading extern stiitzen und eine saubere Initialisierung vor
Tunneleinfahrten gewahrleisten, sowie Software-Algorithmen (Vorwiérts-/
Riickwartsrechnung) zur Rauschminimierung. Durch diese Kombination néhern sich heutige
,»lactical-Grade*“-MEMS, wie z. B. Epson G370, im Post-Processing Leistungsbereichen an,
die lange Zeit ausschlieBlich Faserkreiseln vorbehalten waren (vgl. Tabelle 2).

Tabelle 2: Systemspezifikationen unterschiedlicher MMS-Systeme nach 60 s GNSS-Ausfall
(Post-Processing)

System Roll & Ptich Heading Positionsgenauigkeit IMU
RMS [9] RMS [] RMS [m]

Trimble MX9 0.005 0.015 0.1 Applanix AP60

Riegl VMX-2HA 0.005 0.015 0.1 Applanix AP60

Leica Pegasus 0.004* 0.013* 0.01% iMAR FSAS

Ultimate: Two* ' ’ '

Lidaretto 0.005 0.012 0.17 Epson G370

*Spezifikation It. Datenblatt fiir den GNSS-Ausfall von 10s.

3 Einflussfaktoren im operativen Einsatz

Um die Datenqualitit zu bewerten, ist ein Blick auf die Funktionsweise der direkten
Georeferenzierung vorteilhaft. Die zugrundeliegende Gleichung beschreibt die Transformation
eines gemessenen Punktes vom lokalen Scannersystem s in das globale erdfeste System p:

p=r()+R(E®) Ry s+a). (1)
Dabei setzen sich die Komponenten wie folgt zusammen:

e Trajektorie (r (t), R(t)): Die absolute Position und Orientierung des Fahrzeugs im
Raum, bestimmt durch die GNSS/IMU-Einheit.

e Systemkalibrierung (a, Rj): Der Hebelarm (Offset @) und die Winkelablage
(Boresight R;) zwischen Scanner und IMU.

e Scanner (s): Der eigentliche Messwert (Distanz und Winkel) des Laserscanners.
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Die Formel verdeutlicht, dass die Koordinate p das Resultat aus dem Zusammenspiel aller
Teilkomponenten ist. Selbst ein hochpriziser Scanner (s) liefert ein fehlerhaftes Ergebnis, wenn
die Kalibrierung (a, R;) unzureichend oder die Trajektorie (r, R) verrauscht ist.

3.1 Kalibrierung (Boresight Alignment)

Die Parameter Hebelarm und Boresight beeinflussen systematisch jeden Messpunkt. Da eine
Werkskalibrierung nach dem Transport und der Montage am Einsatzort nicht zwingend ihre
Giiltigkeit behélt, ist eine Validierung im Feld ratsam. Wéhrend der Hebelarm meist
geometrisch konstruiert oder tachymetrisch eingemessen werden kann, erfordert die
Bestimmung der Boresight-Winkel eine nachtrdgliche Analyse der Punktwolken.

Abb. 1: Visualisierung systematischer Boresight-Fehler in 3D- (oben) und Schnittansicht (unten).
Dargestellt sind die Auswirkungen fehlerhafter Rotationen um die Langs- (Roll, links), Hoch-
(Heading, Mitte) und Querachse (Pitch, rechts).

In der Praxis hat sich folgendes Vorgehen bewiéhrt: Eine kurze Kalibrierungsfahrt unter guten
GNSS-Bedingungen, bei der markante Objekte (Fassaden, Masten) in entgegengesetzter
Fahrtrichtung erfasst werden.

Die resultierenden Fehlerbilder dulern sich dabei charakteristisch in Langs- oder Querversitzen
(vgl. Abb. 1):

e Roll (Rotation um die Léngsachse): Sichtbar im Querschnitt zur Fahrtrichtung
(linke Spalte Abb. 1). Bei fehlerhaftem Roll-Winkel verlaufen Boden und Winde
der Hin- und Riickfahrt nicht deckungsgleich, sondern sind gegeneinander verkippt.
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e Heading (Rotation um die Hochachse): Sichtbar im Querschnitt oder der
Draufsicht. Ein falscher Gierwinkel fiihrt zu einem lateralen Versatz an vertikalen
Strukturen. Wénde erscheinen dadurch ,,doppelt™ oder unnatiirlich dick (mittlere
Spalte Abb. 1).

e Pitch (Rotation um die Querachse): Sichtbar im Langsschnitt (in Fahrtrichtung,
Abb.1 unten). Vertikale Objekte (z. B. Laternenmasten) stehen nicht lotrecht
iibereinander, sondern kippen in entgegengesetzte Richtungen auseinander (rechte
Spalte Abb. 1).

3.2 Fahrparameter

Hinsichtlich der Punktverteilung ist beim Hesai Pandar XT32M2X die diskrete vertikale
Winkelauflosung der 32 Laserkanile (ca. 1,3°) der limitierende Faktor. Um eine hinreichende
Léngsiiberdeckung sicherzustellen, empfiehlt sich daher eine Fahrgeschwindigkeit von
maximal 20 m/s (vgl. Tabelle 1). Fiir konventionelle Profilscanner hingegen ergibt sich der
Profilabstand in Fahrtrichtung direkt aus dem Verhiltnis von Fahrgeschwindigkeit zu
Rotationsfrequenz.

3.3 Genauigkeitssteigerung am Beispiel von Tunnelvermessungen

Die ersten drei MMS aus Tabelle 2 kamen unter anderem zur Vermessung einer Stiitzmauer
unmittelbar nach dem Tanzenbergtunnel entlang der Semmering Schnellstra3e S6 bei km 76,8
(RFB Bruck/Mur) eingesetzt (KALENJUK & LIENHART 2022). Im Gegensatz zu den idealisierten
Herstellerangaben (vgl. Tabelle 2) ist hier, bedingt durch die Tunnelldnge, mit einem GNSS-
Ausfall von gut zwei Minuten zu rechnen (markierter Bereich in Abb. 2 links).

Punktlage: Leica P2U vs. Riegl VMX-2HA Punktlage: Lidaretto
—— Leica P2U —— Standardabweichung
_ 141 Riegl VMX-2HA 1.0 1 X  GCP Abweichung
171 £
2 o 0.8 1
= 1.0 1
: :
Z 0.8 S 0.6
=l £
] u
= 0.6 1 {7}
2 2 0.4
2 0.4 N
= E 02
£ 0.2 1 n
wn
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Abb. 2: Geschitzte Punktlagegenauigkeit fiir zwei High-End MMS wiahrend der Aufnahme des
Tanzenbergtunnels (links, markierter Bereich ohne GNSS) und der geschitzten
Lagegenauigkeit wahrend der Aufnahme bei Warth mit dem Lidaretto-System (rechts)

Als Resultat weist die Trajektorie in der Tunnelmitte geschitzte Lageunsicherheiten von bis zu
0,5 m (Riegl VMX-2HA) bzw. 1,0 m (Leica Pegasus:Two Ultimate) auf (Abb. 2 links). Die
georeferenzierten Punktwolken am Tunnelausgang zeigen zueinander Abweichungen von 5 cm
bis 30 cm (KALENJUK & LIENHART 2022 Fehlen Passpunkte, verbleibt als einzige
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Korrekturmdglichkeit das sogenannte Multipass-Alignment, bei dem Mehrfachfahrten
rechnerisch in Ubereinstimmung gebracht werden. Dieses Verfahren ist insbesondere fiir
Anwendungen mit Sub-Zentimeter-Anforderungen relevant (KALENJUK & LIENHART 2024).

Das kostengiinstige Lidaretto System (Tabelle 2) mit dem Hesai PandarXT32M2X (Tabelle 1)
zeigt bei einem dhnlich langen Ausfall von knapp zwei Minuten bei Warth in Vorarlberg (Abb.
2 rechts), vergleichbare statistische Malle in der kombinierten Trajektorienlésung (ausgewertet
in Inertial ExIporer) wie das Leica Pegasus Ultimate:Two mit der iMAR FSAS IMU. Zur
Steigerung der erzielten Genauigkeit wurden folgende Schritte gesetzt:

1. Zweifache Befahrung des Abschnitts und relative Angleichung der Punktwolken
mittels Multipass-Alignment.

2. Einfiihrung von Passpunkten aus fritheren tachymetrischen Bestandsaufnahmen zur
Kontrolle und Stiitzung der absoluten Lage (siche Abb. 4).
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Abb. 4: Darstellung der georeferenzierten Punktwolken zweier Fahrten vor (links) und nach (rechts)
der Anpassung mittels Multipass-Alignment und Kontrollpunkten

Die maximale Lageabweichung betrug in der Tunnelmitte ohne diese Stiitzung circa 65 cm.
Auch wenn fiir die Kampagne beim Tanzenbergtunnel keine Kontrollmessungen vorlagen, sind
bei derart langen GNSS-Austillen selbst fiir High-End-Systeme Abweichungen zu erwarten,
welche die iiblichen Toleranzen in der Vermessung tbersteigen. Dies relativiert den
wirtschaftlichen Mehrwert hochpreisiger Hardware, da auch diese ohne zusitzliche
Passpunktstiitzung in solchen Szenarien zu ungenau werden.

4 Beispiele fiir Bestands- und Kontrollvermessungen

4.1 Bestimmung von Durchfahrtshohen

Lichte Durchfahrtshohen sind insbesondere fiir bewilligungspflichtige Sondertransporte
(SOTRA) von Relevanz. Hier =zihlt mitunter jeder Zentimeter, weshalb nach
Sanierungsmalnahmen auch bei vorliegenden Bestandsdaten eine neuerliche Vermessung
erforderlich ist. Erfahrungswerte belegen, dass sich lichte Hohen durch Belagsinstandsetzungen
oder Briickensanierungen um bis zu 8 cm #dndern konnen. Bislang erfolgten derartige
Aufnahmen meist terrestrisch, was in langen Galerien und Tunneln eine Vielzahl an
Standpunkten erforderte, um alle Details liickenlos zu erfassen.
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Im Januar 2024 wurde die Vermessung der Flexengalerie, eines historischen und markanten
Teilstiicks der Lechtalstra3e mit halboffenen Galerien und Tunneln, angefragt. Ausgehend von
der urspriinglich nur drei Meter breiten Trasse und den Erweiterungen der 1930er Jahre wurde
die Fahrbahn zuletzt Anfang der 2000er Jahre abgesenkt, um die Strecke fiir den Schwerverkehr
tauglich zu machen. Durch diese stetigen Anpassungen entstand eine komplexe Struktur, in der
sich gewachsener Fels mit modernen Betonflichen und zahlreichen Balkenelementen
abwechselt (sieche Abb. 5). Aufgrund dieser enormen Detaildichte und der rdumlichen Enge
wiére eine klassische Vermessung nicht effizient umsetzbar gewesen, zumal der dichte
Reiseverkehr in die Skigebiete Warth und Arlberg keine aufwendigen Arbeiten auf der
Fahrbahn zulassen wiirde.

Abb. 5: Strukturelle Details der Flexengalerie. Die komplexe Geometrie und die wechselnden
Oberfldchen verdeutlichen die hohen Anforderungen an die Bestandsaufnahme.

Datenaufnahme und Auswertung

Mit zweimaliger Sperre von knapp 5 Minuten konnte die Flexengalerie abschattungsfrei und
ungehindert in beiden Richtungen aufgenommen werden. Zur Stiitzung der Trajektorie wurden
Messpunkte im Fels aus fritheren Vermessungen herangezogen. Die Punktdichte (Multiplass-
Alignment) als auch die Genauigkeit (Kontrollpunkte) konnten mit dieser Methode gesteigert
werden (siche Kapitel 3.3).

Die Auswertung von Punktwolke zur Ableitung lichter Durchfahrtshéhen erfolgt nach
folgendem Schema:

1. Klassifizierung der Punktwolke in die Kategorien ,,Boden* und ,,Nicht-Boden*
2. Berechnung von Oberflichenmodellen fiir beide Klassen
3. Ableitung des Differenzhohenmodells

Diese Berechnung dient als Vorabauswertung zur ersten Einschitzung fiir die zustdndigen
Sachbearbeiter des SOTRA-Antrags. Bei besonders knappen Platzverhéltnissen sind zusétzlich
Parameter wie Einfahrtsrampen, Radstdnde und Querneigungen relevant. Solche detaillierten
Analysen erfolgen im Bedarfsfall in der Software TopoDOT.

Datenbereitstellung

Die Ergebnisse werden als QGIS-Projekt im landesinternen Netzwerk bereitgestellt, bei dem
die Differenzhohenmodelle als GeoTIFF, die Punktwolken als cloud-optimized point clouds
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(COPC) sowie Hohenschichtenlinien als Vektordatensatz einfach eingesehen, analysiert und
exportiert werden konnen (siche Abb. 6).

1.636

1.634

1.632

1.630

1.628

1,667406 m
2m 4 6 8 10

LS S N ol

Abb. 6: Bereitstellung der Daten in QGIS als farbkodierte Differenzhéhenmodelle (links) und
Punktwolken zur 3D oder Profilansicht (rechts)

4.2 Kontrollvermessungen und Beweissicherung
Stabilitidtskontrolle Steinschlichtungen

Die Moglichkeit zur groBflichigen Bestandsvermessung bietet fiir die Uberwachung von
Infrastruktur- und Schutzbauwerken im alpinen Raum wesentliche Vorteile. Derzeit werden
erste Steinschlichtungen in Vorarlberg (siche Abb. 7) mit einem auf dem Hesai Pandar
XT32M2X basierenden System (Lidaretto) einer Nullmessung unterzogen, um diese in der
Folge zyklisch zu kontrollieren.

Die Duktilitdt der Bauwerke, d.h. die Eigenschaft, Verformungen bis zu einem gewissen Grad
aufzunehmen, rechtfertigt dabei den Einsatz einer kosteneffizienten Mobile-Mapping-
Strategie. Eine ginzlich andere Situation ergibt sich bei geankerten Stahlbetonbauwerken. Da
diese nur minimale Verformungen tolerieren, ist eine Uberwachung mit hochster Prizision
erforderlich. Bei diesen Anforderungen stoBen selbst aktuelle High-End-Systeme ohne
spezieller Nachbearbeitung an ihre Leistungsgrenzen (KALENJUK & LIENHART 2024).

Die absolute Referenzierung der Steinschlichtungen ist iiber signalisierte Bodenpunkte und
gro3formatige Zielzeichen vorgesehen. Aufgrund der begrenzten Punktdichte und
Datenqualitdt wird auf ein epocheniibergreifendes Multipass-Alignment (vgl. KALENJUK &
LIENHART 2022) verzichtet.

km 7,83 km 7,84

Abb. 7: Foto der Vermarkung diskreter Einzelpunkte fiir die tachymetrische Aufnahme (links) und
vollflichige Information der abgewickelten RGB-Punktwolke (rechts).
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Die Ergebnisiibergabe erfolgt konventionell mittels technischer Berichte. Hierfiir wird die
Punktwolke entlang der Trassenachse abgewickelt und grafisch in das Dokument eingebunden.
Die Darstellung erfolgt dabei wahlweise in Echtfarben (RGB) oder als Falschfarbenansicht zur
Visualisierung der Verformungen.

Beweissicherung Straflensetzung

Im Zuge von BaumafBnahmen auf einem angrenzenden Privatgrundstiick entstand der Verdacht
einer unzureichenden Hangsicherung. Es bestand die Sorge, dass diese Eingriffe die Stabilitit
des Untergrunds beeintrachtigen und Setzungen des Stralenkorpers verursachen konnten.

Wie sich herausstellte, wurde der betroffene Bereich bereits zehn Tage zuvor im Rahmen der
Durchfahrtshohenbestimmung (Abb. 8 links) erfasst. Dies unterstreicht den Mehrwert des
»Capture Once, Use Many“-Prinzips: Einmal erhobene Daten lassen sich effizient fiir
unvorhergesehene Fragestellungen nutzen (Olsen et al. 2013). In diesem konkreten Fall wurden
die MMS Daten durch statische Einzelpunktmessungen ergénzt.

Abb. 8: Zustandserfassung mittels Panoramakamera (links) und Orthofoto und Punktwolke des
Strallenbereichs mit Neubau (rechts)

4.3 Planungsgrundlagen und Dokumentation

Im Zuge von Bauprojekten dienen Aufnahmen des Naturstands einerseits als
Planungsgrundlage vor Baubeginn und andererseits zur Dokumentation nach der Fertigstellung.
Bei komplexen Stralenverhiltnissen erweist sich die Vermessung jedoch als zeitintensiv und
birgt entlang stark oder schnell befahrener Abschnitte (vgl. Abb. 9) ein Sicherheitsrisiko fiir
das Personal.

Zwar verspricht die Vermessung im flieBenden Verkehr eine deutliche Steigerung von Effizienz
und Sicherheit, doch darf ein wesentlicher Aspekt nicht vernachldssigt werden. Da
BaumaBnahmen meist mit Grundablosen verbunden sind, ist ein Abgleich zwischen dem
Naturstand und dem Kataster erforderlich. Aus diesem Grund sind beim Einsatz von Mobile
Mapping zwei Punkte zu beriicksichtigen:

1. Anschluss an das amtliche Festpunktfeld
2. Uberfithrung der vollflichigen, dreidimensionalen Bestandsaufnahme in eine klassische
planliche Darstellung gemeinsam mit dem Katasterstand
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Analog zu punktuellen, GNSS-gemessenen Punkten, erfolgt der Anschluss beim Mobile-
Mapping tliber eine Transformation, die iiber die ndchstgelegenen Festpunkte bestimmt wird.
Die Hohenkomponente wird dabei iiber GNSS-gemessene Punkte mit bekannter
Gebrauchshohe in die Bestimmung der Transformationsparameter integriert (2D+1D). Da
gingige Softwareldsungen eine solche spezifische Transformation fiir Punktwolken oft nicht
unterstiitzen, wurden die entsprechenden Algorithmen in eigens entwickelten Programmen
implementiert.

Im Anschluss an die Georeferenzierung folgt die Auswertung, in der aus der vollflachigen
Punktwolke die planungsrelevanten Kanten und Objekte extrahiert werden. In der Praxis
erweist sich dieser Schritt als der zeitaufwindigste Teil der Prozesskette. Die Wahl geeigneter
Auswertesoftware ist daher kritisch, denn Funktionen wie halbautomatische Kantenextraktion,
das Fitten vordefinierter Templates oder dynamische Profilansichten sind mafBgeblich, um
diesen Prozess wirtschaftlich abwickeln zu kénnen.
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Abb. 9: Bestandsaufnahme nach Sanierung der Hangbriicken Tuppen in Egg. Links ist die eingeférbte
Punktwolke, rechts die Plandarstellung der extrahierten Informationen mit Katasterstand

5 Zusammenfassung

Mit dem vorliegenden Beitrag wurden Erfahrungswerte mit High-End- und kostengiinstigen
Mobile-Mapping-Systemen (MMS) fiir Bestands- und Kontrollvermessungen geteilt. Die
Ausfiihrungen verdeutlichen, dass sich inzwischen insbesondere die kosteneffizienten
Einstiegssysteme als eine valide und gewinnbringende Option fiir ingenieurgeodétische
Bestandsvermessungen erweisen, sofern einige systembedingte Grundsétze beachtet werden.

Grundlage fiir diesen Qualitdtssprung ist weniger die Hardware allein, sondern die
Kombination aus modernen MEMS-Sensoren auf Quarz-Basis und einer ausgekliigelten
Prozessierung (Vorwiérts- Riickwértsberechnungen, Integrationen von Dual-Antennen-Setups)
in etablierter Software wie Inertial Explorer. Damit ndhern sich diese Systeme einer
Performance an, die lange Zeit ausschlieflich dem High-End-Segment vorbehalten war.

Fiir den operativen Erfolg sind jedoch drei technische Parameter zu beriicksichtigen:

o Fahrgeschwindigkeit: Sie muss auf die Rotationsfrequenz und die vertikale
Winkelauflosung der Sensoren abgestimmt sein, um eine homogene Punktdichte in
Fahrtrichtung zu gewihrleisten.
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o Passpunkt-Intervalle: Eine externe Stiitzung der Trajektorie bleibt essenziell. Die
Erfahrungen zeigen, dass die zeitlichen Abstinde in GNSS-abgeschatteten Bereichen
(z. B. Tunnel) idealerweise unter 5 Sekunden liegen sollten, wéhrend bei guter
Satellitenverfiigbarkeit Intervalle von 10 Sekunden oder mehr realisierbar sind.

o Kalibrierung: Systematische Fehler (Boresight) sind idealerweise vor jeder Messfahrt
durch Befahrungen in entgegengesetzter Fahrtrichtung zu kontrollieren.

Trotz der 3D-Datenerfassung bleibt der 2D-Lageplan ein zentrales Produkt, insbesondere wenn
ein Abgleich zwischen Natur- und Katasterstand gefordert ist. Hierbei hat sich eine hybride
Strategie bewihrt, bei der grenzrelevante Punkte weiterhin statisch kontrolliert werden.

Der entscheidende Faktor fiir die Wirtschaftlichkeit liegt in der Prozessierung. Der Einsatz von
Mobile Mapping fiihrt zu einer Verlagerung der Arbeitslast vom AuBlen- in den Innendienst.
Dieser Shift ist jedoch nur dann effizient, wenn die Auswertesoftware entsprechende
Werkzeuge (z. B. halbautomatische Kantenextraktion, dynamische Profilansichten) bereitstellt.
Andernfalls droht der Zeitgewinn auf der Strale durch einen unverhéltnismiBig hohen
manuellen Aufwand im Biiro verloren zu gehen. Zudem korreliert der technologische Wandel
mit einem angepassten Anforderungsprofil an das Personal: Die Qualitdtssicherung und
Interpretation der Daten setzen ein entsprechendes fachliches Know-how voraus. Sind diese
Voraussetzungen erfiillt, lassen sich neben klassischen Plianen auch groBBe Punktwolken (als
COPC) und Derivate in interdisziplindren Prozessen integrieren.
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1 Einfithrung

1.1 Das Bahnnetz im Kiistenbereich von Nord- und Ostsee

Das Streckennetz der Deutschen Bahn mit seinen insgesamt rund 39.900 km Linge ist ein
wichtiger Teil der deutschen Infrastruktur und Grundlage fiir einen starken Wirtschaftsstandort.
In den 1950er Jahren war der Streckenbau mit 53.700 km auf einem Hochststand und wurde
dann aufgrund des erstarkten Stralenbaus und einer politischen Konzentration auf das
Kraftfahrzeug sukzessive zuriickgebaut. Seit den 2000er Jahren wurden einige
Schnellfahrstrecken neu gebaut und &ltere Strecken wieder in Betrieb genommen, sodass heute
wieder der Stand von 1905 erreicht ist.

Viele Strecken haben somit eine lange Historie und klangvolle Namen. Wenn in diesem Vortrag
der Norden Deutschlands bzw. der Kiistenbereich im Fokus ist, sind es Namen wie Marschbahn
von Hamburg iiber den Hindenburgdamm nach Sylt, die Ostsee-Route zwischen Rostock-
Stralsund-Riigen, die Anbindung der touristischen Hotspots wie Warnemiinde, Husum, und
Fehmarn. Namen wie Usedomer Bidderbahn oder die Nordbahn welche die Heide mit Biisum
verbindet.

Die Strecken sind gekennzeichnet von einer meist ebenen Gradientenfithrung, ihrer Griindung
in weichen wasserfiihrenden Bodenschichten und vielerorts durch den Einfluss der Gezeiten
und extremen Wetterereignissen.

1.2 Die Eisenbahniiberfiihrungen Friesenbriicke, EU iiber Hunte

Seit dem Jahr 2023 beschiftigt sich die intermetric GmbH mit zwei Ingenieurbauwerke in
besonderer Weise.

Das erste Bauwerk betrifft als Teil der Bahnstrecke 1575, der sogenannten Wunderlinie, von
Bremen ins niederlindische Groningen ist die 335 m lange Eisenbahniiberfithrung
Friesenbriicke iiber die Ems bei Weener. Diese wurde im Jahr 1876 errichtet und hatte in der
Mitte ein drehbares Teil, um die Schiffbarkeit der Ems sicherzustellen. Spéter wurde die
Friesenbriicke durch eine Klappbriicke ersetzt.

Das zweite Bauwerk als Teil der Bahnstrecke 1720 von Oldenburg nach Brake, die 115 m lange
Eisenbahniiberfithrung (EU) iiber die Hunte bei Elsfleth. Die Briicke wurde im Jahr 1873

W. Lienhart (Hrsg.), Ingenieurvermessung 2026 Verlag der Technischen Universitit Graz
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fertiggestellt und hatte ebenfalls einen beweglichen Teil, um den Verkehr von groBeren
Schiffen auf der Hunte zu ermdglichen.
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Abb. 1: Ubersicht Streckennetz

1.3 Die Unfallereignisse durch Schiffshavarien

In den vergangenen Jahren wurden die beiden Briicken mehrfach in den Schlagzeilen der
nationalen Presse erwihnt.

Angefangen die Friesenbriicke nach dem 3. Dezember 2015, als in der Nacht das Frachtschiff
EMSMOON die nicht gedffnete Klappbriicke gerammt und diese stark beschédigt hatte. Die
Untersuchungen des Unfallhergangs wurden veroffentlicht und sind im Internet zu finden. Die
Briicke selbst wurde durch den Vorfall irreparabel beschiddigt und muss wiederaufgebaut
werden.

Von der Eisenbahniiberfithrung {iber die Hunte war zu lesen, dass im Februar 2024 ein
Binnenfrachter gegen die Briicke stie. Die Deutsche Bahn installierte darauthin eine starre
Behelfsbriicke um die Liicke zu schlieBen. Nach gut zwei Monaten wurde die Strecke wieder
fiir den Verkehr freigegeben. Bereits am 23. Juli 2024 kam es zu einer weiteren Kollision,
diesmal mit einem Tankmotorschiff, sodass die Bahnstrecke erneut einen Monat lang gesperrt
werden musste. Am 2. Januar 2026 wurde die Briicke von einem 82 m langen
Flusskreuzfahrtschiff touchiert, was keine Schiden an der Briicke verursachte.

Der aktuelle Zustand mit einer starren Hilfsbriicke, verbunden mit der Hoheneinschrankung fiir
passierende Schiffe, muss durch einen Neubau als Drehbriicke ersetzt werden.
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Abb. 2: Ubersicht EU iiber die Hunte; Einbau Hilfsbriicke

2 Wiederherstellung der Bauwerke

2.1 Geoditische Aufgaben im Zuge der Wiederherstellung

Im Zuge der Wiederherstellung der beiden Bauwerke sind umfangreiche geodétische Aufgaben
zu leisten:

1. Erstellung eines geoditischen Referenzrahmens im aktuellen Koordinatensystem
DB REF2016 der DB InfraGO AG.

Uberfiihrung der Gleistrassierung der Bahnstrecken in das System DB_REF2016.
Geodidtische Bestandserfassung der Bauwerksbereiche als Planungsgrundlage.
Erstellung eines Bauwerksfestpunktfeldes als Pfeilernetz in hoher Genauigkeit.
Aufstellen eines Messprogramms fiir das Bewegungs- und Deformationsmonitoring

Ul

Den Aufgaben unter Punkt 4. und Punkt 5. kommt aufgrund der Lage der Bauwerke in
Kiistenndhe eine besondere Bedeutung zu. Beide Bauwerke liegen im Bereich des
Tideeinflusses der Nordsee und sind regelmiBigen Anderungen des Wasserpegels von ca. 4 m
ausgesetzt. Die Friesenbriicke an der Ems liegt zudem im Einflussbereich des Emssperrwerks,
mit welchem der Wasserpegel der Ems fiir die Uberfiihrung von GroBschiffen mit einem
Tiefgang von bis zu 8,5 m aus der Meyer Werft in Papenburg zur Nordsee aufgestaut werden
kann.

2.2 Festpunktfeld im Tidebereich

Die Wiederherstellung der im Jahre 2015 havarierten Friesenbriicke begann im Juni 2023. Fiir
die Errichtung eines Bauwerksfestpunktfeldes konnten keine tief gegriindeten Pfeiler erstellt
werden, da die an die Ems angrenzenden Dammbereiche sehr sensibel und nicht mit schwerem



356 Markus Federmann

Gerét befahrbar sind. AuBerdem war der Einfluss der Tide und des hoch anstehenden
Grundwasserspiegels auf Pfeilervermarkungen unklar und zu untersuchen. In Abstimmung mit
den Geologen und dem Bauherrn wurde ein Messprogramm entworfen, welches eine
Kombination von permanenten GNSS-Messungen und prizisen Tachymetermessungen
vorgesehen hat. So wurden um das Projekt verteilt 4 permanente statische GNSS-Sensoren
angeordnet, welche in einen Netzverband mit zwei Prizisionstachymetern eingebunden sind
und zur Lagerung der periodisch durchgefiihrten tachymetrischen Bestimmung der
Bauwerksfestpunkte verwendet wurden.
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Abb. 3: Ubersicht der drtlichen Netzgeometrie; Dynamisches Festpunktfeld

Ziel der permanenten Installation ist es, dass stiindlich iiberpriifte Festpunkte flir sémtliche
laufenden Vermessungsaufgaben der Bauvermessung und des Bewegungs- und
Deformationsmonitoring zur Verfiigung stehen.

2.3 Bewegungs- und Deformationsmonitoring

Im Zuge der Wiederherstellung wurden Baubehelfe fiir die Griindungen der sechs neuen Pfeiler
in Form von Spundwandverbauten eingebacht. Diese wurden wasserdicht konzipiert und
ermdglichten so die Erstellung der Fundamente und Pfeiler in Stahlbetonbauweise. Ein
besonderes Augenmerk lag bei der Realisierung auf dem zentralen Drehpfeiler. Durch das
Bewegungs- und Deformationsmonitoring sollte die statische Berechnung der Baubehelfe und
der neuen Griindungen gepriift und die prognostizierten Verformungen durch Messung
verifiziert werden.

Zu diesem Zwecke wurden in das dynamische Festpunktfeld weitere Objektpunkte an den
Baubehelfen, neuen Betongriindungen und Pfeilern integriert, welche ebenfalls in einem
stiindlichen Messintervall tachymetrisch mitbeobachtet wurden.
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Nach Fertigstellung des Rohbaus des zentralen Drehpfeilers wurde in diesem eine
Schlauchwaage installiert. Mithilfe der Schlauchwaage sollen zusitzlich zur Uberwachung der
absoluten Verformung die relativen Verformungen in Form von Verkippungen permanent
iiberwacht werden. Diese konnten wihrend dem Einbau der mechanischen Antriebstechnik und

dem Betrieb der Drehbricke auftreten.

=

Abb. 4: Neue Friesenbriicke beim Drehvorgang

3  iGML.NET Dynamisches Festpunktfeld

3.1 iGML.NET - Das Geo-Monitoringsystem der intermetric

Die Aufgabe des dynamischen Festpunktfeldes wird mit iGM.NET, dem Geo-Monitoring
System der Firma intermetric durchgefiihrt. Seit den Anfiangen im Jahre 1998 wird das System
aufgrund laufender Projektanforderungen stindig weiterentwickelt.

iGML.NET ist ein modulares Programmsystem, 1dsst sich horizontal und vertikal skalieren und
bietet Schnittstellen zu allen gebrduchlichen geotechnischen und geodédtischen Sensoren. Mit
iIGM.NET Web3 steht die dritte Generation der voll integrierten Web-Plattform als interaktive
Benutzerschnittstelle zur Verfiigung. Durch umfangreiche Cloud-Funktionen und dem
umfassend konfigurierbaren Benutzer- und Rechtemanagement bietet die Web-Plattform
vielseitige Prasentationsmoglichkeiten. In einigen groBen Projekten wird die Plattform als das
zentrale Datenmanagementsystem eingesetzt.

Die in den Richtlinien der DB InfraGO AG festgelegten Anforderungen sind mit diesem System
umsetzbar.
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Abb. 5: iGM.NET Systemiibersicht

Fir die Anforderung im Projekt, ein dynamisches Festpunktfeld zu realisieren, sind
insbesondere die Module "Statische GNSS-Messungen” und "Netzausgleichung” zu erwéhnen.

iGM.NET - Modul 'Statische GNSS-Messungen” berechnet aus den GNSS-Rohdaten, welche
von systemzugehorigen Empfiangern und Empfingern aus dem SAPOS-Referenzdienst
gestreamt werden, zur laufenden Messepoche die aktuellen Positionen der mit GNSS-Antennen
besetzten Festpunkten.

1IGM.NET —Modul 'Netzausgleichung” hat die Ausgleichungsanwendung xDesy integriert. Zur
laufenden Epoche werden die Tachymetermessungen der Netzpunkte aus mehreren
Vollsatzmessungen, die aktuellen GNSS-Positionen mit einer Standardabweichung sowie die
Messungen auf die Objektpunkte der Deformationsiiberwachung in eine gemeinsame
Ausgleichsrechnung eingefiihrt. Das Ausgleichungsmodul fiihrt eine Grobfehlersuche mit
automatischer Bereinigung durch. Wenn alle Tests der Analyse bestanden sind, wird die
Netzausgleichung mit einer dynamischen Lagerung auf den GNSS-Festpunkten zur endgiiltigen
Koordinatenberechnung sdmtlicher Fest- und Objektpunkte der laufenden Epoche
durchgefiihrt.

3.2 Systemkomponenten und -konfiguration

Die Installation im Projekt der Friesenbriicke umfasst im Bereich der Sensorik 4 GNSS
Antennen vom Typ Trimble R750 GNSS Receiver mit Antenne Trimble Zephyr 3, 2
Tachymeter vom Typ Leica TM50/60 sowie 4 Schlauchwaagensensoren vom Typ Position
Control PC-HSDA4.

Die Datenkommunikation lduft in iGM.NET in diesem Fall mit einem eigenen lokalen WLAN-
Netzwerk sowie einem integrierten LoRaWAN-Gateway der Firma Worldsensing. Die
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Dateniibertragung nach Stuttgart erfolgt als verschliisselte Kommunikation iiber den 5G
Mobilfunkstandard mittels SIM-Karten mit National Roaming.

Abb. 6: Dynamisches Festpunktfeld; GNSS-, Tachymeterfestpunkt

Der zentrale Datenserver des Projektes befindet sich als virtueller Server im Rechenzentrum
der intermetric in Stuttgart. Dorthin werden die Daten automatisch iibermittelt und auf
hochwertigen Speichersystemen zuverldssig gesichert. Auf der sogenannten Datenzentrale
befindet sich auch das iGM.NET Backend, das mit verschiedenen Softwarekomponenten,
aufeinander zeitlich abgestimmt, die komplette Datenprozessierung, Datenspeicherung und
Datenprésentation realisiert.

Im Projekt ist die Konfiguration so eingestellt, dass stiindlich drei Tachymetermessungen im
Abstand von 20 Minuten als satzweise Messung durchgefiihrt werden. Die GNSS-Signale der
vier Antennen im Projekt und der benachbarten SAPOS-Station werden permanent
aufgezeichnet. Stiindlich wird eine Basislinienauswertung zur Positionsbestimmung
durchgefiihrt. Die Positionen im System WGS84 werden zur Laufzeit in das Projektsystem im
DB REF2016 iiberfiihrt.

Die aktuellen Positionen der GNSS-Festpunkte dienen im weiteren Schritt als Lagerungspunkte
fiir die Tachymetermessungen. Die Auswertung erfolgt als dynamische Lagerung unter
Einflihrung einer Standardabweichung fiir die Koordinaten in der Berechnung. Im Laufe des
Projekts wurde zudem eine Historisierung in die Berechnung eingefiigt. Aufgrund der
Bautidtigkeit waren durch GroBBmaschinen zeitweise iiber mehrere Tage hinweg Sichten fiir die
Tachymetermessung nicht frei und somit ergaben sich Liicken im Datenmaterial. iGM.NET
ermdglicht eine Historisierung in der Weise, dass Werte der aktuellen Epoche mit dem héchsten
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Gewicht in die Berechnung eingehen und dltere Messwerte mit einer signifikant geringeren
Gewichtung in die Berechnung miteingefiigt werden. Somit kdnnen Liicken im Datenmaterial
geschlossen und trotzdem gewéhrleistet werden, dass die aktuellen Messungen das Ergebnis
vorrangig bestimmen.

Das Ergebnis der Auswertung wird nach Abschluss der Berechnungen in der Projektdatenbank
epochenorientiert gespeichert. Auf dieser Basis werden dann Tabellen der aktuellen
Koordinaten erzeugt, die den ortlichen Vermessungsingenieuren als Grundlage der laufenden
Arbeiten zur Verfligung stehen. Der aktuellste Stand der Koordinaten wird laufend und
automatisiert im Webportal des Projektes zur Verfiigung gestellt.

3.3 Projekterfahrungen

Die Installation eines dynamischen Festpunktfeldes am Projekt Friesenbriicke wird als Erfolg
im Projekt gesehen. Aufgrund der vier GNSS-Antennen und jeweils einstiindigem
Datenmaterial zur Basislinienbestimmung der Positionen bei besten GNSS-Voraussetzungen
auf den Messpfeilern ist die angestrebte Genauigkeit von 2 mm eine realistisch erreichbare
GroBenordnung fiir die absolute Punktbestimmung des Festpunktfeldes. Die Einfliisse aus dem
Tidegang des Wasserspiegels auf die Festpunkte war deutlich geringer als durch die Geologen
im Vorfeld prognostiziert und durch die Messungen nicht signifikant nachweisbar. Dies war
fiir das Projekt und die Realisierung eine wichtige Erkenntnis.

Problematisch ist die Beeinflussung durch die Bautétigkeiten selbst zu bewerten. Durch
fehlende Sichten ist der auf zwei Tachymeter begrenzte Netzverband anfillig. Insbesondere bei
den bauwerksnahen Festpunkten, die durch einfache Polarbestimmung aus dem Netzverband
heraus bestimmt wurden, kam es immer wieder zu Ausfillen. Positiv ist, dass bei bauseitigen
Veranderungen dieser Punkte, diese unmittelbar durch das System erkannt und durch eine
aktualisierte Koordinate automatisch in der darauffolgenden Messepoche berichtigt werden.

Aufgrund der dhnlichen Bedingungen an der Eisenbahniiberfithrung iiber die Hunte ist
angedacht, fiir die im Jahre 2026 beginnende Wiederherstellung, ein dhnliches Messprogramm
fiir das Bauwerksfestpunktfeld zu realisieren.

4 iIGMLNET Bewegungs- und Deformationsmonitoring

4.1 Systemkomponenten und -konfiguration

Fir das Bewegungs- und Deformationsmonitoring wurden an den Baubehelfen
(Spundwandkasten) und fertiggestellten Bauwerksteilen (Briickenpfeiler und Widerlager) 3D-
Verformungspunkte angebracht. Diese wurden in der Regel mit Miniprismen in der Ortlichkeit
signalisiert und in das Messprogramm des dynamischen Festpunktfeldes integriert.

Die Punkte konnen durch die Baufirma vermarkt und mit einer groben Koordinate als
Anfahrposition flir die Tachymeter im System konfiguriert werden. Auf diese Weise konnten
laufend und auf einfache Weise, dem Baufortschritt folgend, neue Punkte als
Deformationspunkte integriert werden.
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Im neuen Drehpfeiler der Friesenbriicke wurde eine Schlauchwaage angeordnet, welche
ebenfalls in einem stiindlichen Messintervall geometrische Anderungen des Pfeilers erfasst.
Insbesondere ist hier von Interesse, dass durch die enormen Krifte durch die Bewegung der
Briicke keine Verformungen in Form von Verkippungen des Pfeilers entstehen. Die
Schlauchwaage erfasst die relativen Hohendnderungen zwischen den vier Sensoren in einer
Genauigkeit von 0,2 mm.

Die Ergebnisse des Bewegungs- und Deformationsmonitoring werden durch Grafiken und
Tabellen dargestellt und im Web-Portal des Projekts den Projektbeteiligten zur Auswertung zur
Verfligung gestellt.

Das automatische Geo-Monitoring liefert fiir die statische Bewertung den projektbeteiligten
Gutachtern wertvolle Informationen und wird als sehr positiv flir das Projekt bewertet.
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