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Abstract

Monitoring the deformations of both natural and man-made structures is a central task in
engineering geodesy. Terrestrial laser scanning (TLS) is well-established for detecting geometric
changes at the centimeter level. However, at the millimeter scale, the differences observed
from one epoch to another may arise from either actual deformation or remaining systematic
errors present in the processing chain. Classical congruency tests assess significance based on a
purely stochastic model, which can lead to overly optimistic results when systematic effects are
significant.

We propose an interval-extended 2D congruency test for planar displacement vectors. The
stochastic part is treated probabilistically through a covariance matrix, while remaining systematic

effects are represented as unknown-but-bounded deviations within an admissible set 8 c R?. For
each dservation d, the quadratic-form statistic kecomes interval-valued, [ 7] =[ Tin, Tmax], Which

induces athree-valued cecision rule: strict accept (stable for dl admissible hases), reject (deformed
for dl almissible hases), and an intermediate ambiguous region where has and ceformation are ot
separable. In 2D, the regions admit atransparent gometric interpretation via Mikowski sum and
difference d the dassical acceptance dlipse with &

Bias—noise separated Monte Carlo experiments quantify conditional decision probabilities as bias
maps over the admissible set 8. We compare an axis-aligned error box with a generator-based
zonotope to illustrate how the chosen systematic model affects t he s ize a nd s tructure o f
the ambiguity region.

1 Motivation and Scope

In high-precision deformation monitoring, apparent epoch-to-epoch differences may reflect
true geometric change, but they may also be induced by measurement effects such as residual
registration artefacts, incidence-angle dependent effects, atmospheric variability, or surface
reflectance changes. When monitoring at the millimeter level, remaining systematic effects can
be of the same order as the sought signal. A purely stochastic uncertainty model may then
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underestimate the risk of false decisions. Classical concepts of network-based deformation analysis
and congruency testing are discussed, for example, in (Caspary and Riieger, 1987; Heunecke
et al., 2013). Early extensions that explicitly account for observation imprecision (remaining
systematic error) in hypothesis testing and congruency testing are presented in (Neumann and
Kutterer, 2007, 2006). Recent work on terrestrial laser scanning has developed interval-based
uncertainty bounding and deterministic interval uncertainty models that separate stochastic
variability from bounded systematic effects. These models provide the methodological basis
for constructing plausible admissible bias sets (see references (Naeimaei and Schon, 2025a,b)).
A broader perspective on dealing with uncertainty beyond purely probabilistic error models is
provided in (Kutterer, 2002).

This contribution focuses on the decision step in deformation analysis: testing whether an
observed displacement is compatible with zero deformation. We treat stochastic variability with
the conventional covariance-based model, but represent remaining systematics as bounded sets.
The resulting interval test aims to (i) avoid overconfident binary decisions, (ii) separate robust
decisions from non-identifiable situations, and (iii) provide an interpretable geometry that can
support diagnostics and communication of uncertainty.

2 2D Congruency Test

2.1 Measurement Model and Hypotheses

Let d € R? denote an observed planar displacement between two epochs. We adopt the additive
model
d:yd+b+e, e~N(0,Zd), (D)

where pu, is the true displacement, e is the stochastic component, and b represents remaining
systematic effects that are unknown but bounded. The hypotheses are

Hy:pus=90 VS. H,:pqg #0. (2)

2.2 Classical Congruency Test

In the nominal case (b = 0), the quadratic form
Tas=d'X,'d (3)

is y2-distributed with 4 = 2 degrees of freedom under Hy. For significance level «, the critical
value is k, = )(% |, and the classical acceptance region is the ellipse

E={d:d"3L;'d <k,}. (4)

The decision is binary: accept Hy if T < k, and reject otherwise.

This classical formulation is standard in geodetic deformation analysis and congruency testing
under Gaussian assumptions (Caspary and Riieger, 1987; Heunecke et al., 2013).
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Analytical power (classical test). Under a fixed mean displacement m = u, + b, the quadratic
form T, follows a non-central y? distribution with 4 = 2 degrees of freedom and non-centrality
parameter

Ab) =m"E;'m = (pa+b) X5 (na +b). (5)

This yields P(reject | b) =1 - F o) (k) and provides a reference for Monte Carlo results.

23 Interval-Extended Congruency Test

To incorporate remaining systematic effects, the unknown bias vector b is constrained to a
bounded set B ¢ R2. We consider two practical models:

(a) Error box. An axis-aligned box

B = B=[-An A X [-Ay, Al (6)

(b) Zonotope. A generator-based zonotope
p .
B:Z:{Zag@:ae [—1,11}:{64:46 (1,117}, ©)
i=1

with a generator matrix G = [g(1) --. g(P)] € R>*”. Zonotopes can encode preferred directions
of bounded deviations and dependencies between displacement components.

For a hypothetical admissible bias b € B, the bias-corrected displacement is d — b and the
associated quadratic form is

Texi(b) = (d —b) T2, (d - b). (8)
Because b is unknown but bounded, the statistic becomes interval-valued (Moore et al., 2009),

[T = [Twmin> Tmax] Tin = min Tox((b),  Tmax = max Tex (). )
beB besB

Using the same critical value k, = )(% |- 88 in the classical test, the extended decision rule is:

strict accept S Thax < kq, (10)
reject S Thin = kq» (11)
ambiguous S Tiin < ko < Thax- (12)

Geometric interpretation. Let& = {d : dTEQId < k,} denote the classical acceptance ellipse.
The interval extension induces three decision regions that can be described using Minkowski
operations (sum @ and difference ©), summarized in Table 1. Intuitively, the inner region & © 8B
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contains displacements that remain inside & even after adding any admissible bias, while the
outer region 8 & & expands & by all admissible biases. Displacements outside 8 & & cannot be
explained by any admissible bias and are therefore rejected robustly. The grey zone in between
corresponds to a structural identifiability limit: without additional information, deformation and
admissible bias cannot be separated.

Tabelle 1: Geometric characterization of decision regions for the interval-extended congruency test.

Region Set expression Interpretation

Outer region At =80 E Outside A¢x¢, deformation is certain (reject).

Inner region A, =668 Inside Ajj, stability is certain (strict accept).

Grey zone Aamb = Aext \ Ain  Bias and deformation are not separable (ambiguous).

24 Monte Carlo Design (Bias—Noise Separation)

We estimate conditional decision probabilities by separating deterministic bias from stochastic
noise. For a fixed admissible bias b € B, we generate

dY = ps+b+e, e) ~ N(0,Z,), j=1,..., Ngoch, (13)

and compute empirical frequencies ﬁ(strict accept | b), ?(ambiguous | b), and ﬁ(reject | b).

Repeating this for a set of biases {bk}ivfi‘s C B yields decision maps over bias space.

3 Simulation Study: Box and Zonotope Models

3.1 Error-Box Example (units in cm)

Configuration:

2
2] , Eg= [0'8 0 ] . B=[-AuAd X [-Ay Ayl Ay =A, =02, @ =0.05.

Ha =1y 0 052

Here, A, = Ay, = 0.2cm corresponds to +2 mm; therefore the bias maps are evaluated over
(bx,by) € [-2,2] x[~2,2] mm. For the box case, we evaluate a regular bias grid with ngq = 200
points per axis (Npjas = néri 4) and use Ngoch = 2000 noise realizations per bias.

Bias maps (classical vs. interval-extended). Figure 1 shows conditional decision probabilities
as functions of the fixed bias b = (by, by)" € B. Under H,, the classical rejection probability is
driven by the noncentrality parameter A(b); biases aligned with u, increase detection probability,
while opposing biases reduce it. In the interval-extended test, decision mass is redistributed
among reject, ambiguous, and strict accept, reflecting whether the observation can be explained



Beyond a Pure Stochastic Treatment

153

Classical: P(reject| b)

by [mm]

Extended: P(reject | b)

0.80 028
026
' 075
024
—_ 070
E y 022
=
065
-05 020
-1.0 0.60 018
-15
016
055
-20
-20 -15 -10 -05 00 05 10 15 20 20 -15 -10 -05 00 10 15 20 20 -15

by [mm]

0.900
0.875
0.850
0.825
0.800
0.775
0.750
0.725

0.700

Extended: P(ambiguous | b)

by [mm]

Classical: P(accept | b)

. i'l.

0.300
0.275
0.250
0.225
0.200
0.175
0.150

0.125

Extended: P(strict accept | b)

016
014
012
0.10
0.08
0.06
0.04
10 15 20

-10 -05

0.0

o5
by [mm]

Abb. 1: Error-box case: bias maps over b € [-2,2] X [-2,2] mm. Top: classical maps P.(reject | b)
and P.(accept | b). Bottom: extended maps Pe(reject | b), Pext(ambiguous | b), and

Pexi(strict accept | b).
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Abb. 2: Error-box case: conditional Monte Carlo displacement samples and decisions for two fixed bias
settings (centre and extreme).

by an admissible bias correction. In particular, the ambiguous probability is largest where the
deterministic bias most effectively counteracts the mean displacement.
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Representative conditional clouds and statistics. We illustrate two fixed settings, by =
(0,0)" mm and b, = (2,2) " mm. Figure 2 summarizes the corresponding conditional Monte
Carlo outcomes: for each bias setting it shows the displacement cloud together with the decision
regions, and the associated empirical distributions of T as well as the interval endpoints
(Tmin> Tmax) relative to the critical value k,. The spread between Ty, and Tp,x quantifies how
strongly admissible bias corrections can shift the statistic from an optimistic (best-case) to a
pessimistic (worst-case) interpretation.

3.2 Zonotope Example

A zonotope bias model represents remaining systematic effects with structured behavior between
components. We use

02 0 02

0 02 02

2 (082 0 _ . 3 B
ﬂd_|:1:|’ Zd_|:0 0'52]9 B—{Gu.ue[—l,l] }9 G_[

] , a=0.05.
Because the third generator contributes to both components, the bounding box of B extends to

+4 mm in each coordinate; therefore the maps are shown over (b, by) € [—-4,4] X [-4,4] mm,
with values defined only inside the admissible zonotope. For visualization, admissible biases are
generated by sampling u € [—1, 1]? and setting b = Gu. This procedure yields a dense coverage

of B, but is not strictly uniform inside the zonotope; exact uniform sampling is not required for

the conditional map visualization shown here.

Bias maps (classical vs. interval-extended). Figure 3 reports conditional decision probabilities
as functions of the fixed bias b € B. The zonotope’s preferred directions induce an anisotropic
admissible bias set, which in turn changes the extent and shape of the ambiguity region compared
to the axis-aligned box.

Representative conditional clouds and statistics. We again show two fixed settings, bo =
(0,0)" mm and b,.x = (2,2) " mm. Figure 4 summarizes the corresponding conditional outco-
mes: for each bias setting, it shows the displacement cloud together with the decision regions,
and the associated empirical distributions of T¢js and (7iin, Tmax) relative to the critical value k.

4 Discussion and Conclusions

When remaining systematic effects are modeled as a bounded set 8, the classical quadratic-form
statistic extends to an interval [T'] = [Tinin, Tmax]- This yields a three-valued decision rule that
distinguishes outcomes that are robust to al/l admissible biases (strict accept or reject) from
outcomes that cannot be decided without additional information (ambiguous). In the 2D setting,
the geometry is explicit: the classical acceptance ellipse & induces an inner strict-accept region
& © B and an outer robust-reject boundary 8 & &, with the grey zone between them.
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Abb. 3: Error-box case: bias maps over b € [-2,2] X [-2,2] mm. Top: classical maps P.j(reject | b)
and P.(accept | b). Bottom: extended maps Pey(reject | b), Pexc(ambiguous | b), and

Pexi(strict accept | b).
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Abb. 4: Zonotope case: conditional Monte Carlo displacement samples and decisions for two fixed bias

settings (centre and extreme).

The simulations demonstrate that ignoring remaining systematics can substantially shift the
binary decision probabilities of the classical test, particularly when admissible biases are aligned
or anti-aligned with the displacement direction. The interval extension avoids overconfident
conclusions by allocating probability mass to an interpretable ambiguity region. The size and
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structure of this region depend on both the stochastic anisotropy (through X ;) and the chosen bias
model (box versus zonotope). In practice, this implies that constructing a plausible admissible set
8 is a central modeling step and should be tied to the dominant residual systematic effects of the
employed sensor and processing pipeline.

Effect of set geometry and orientation. The ambiguity region is governed by the geometry
of B relative to the stochastic acceptance ellipse. For an axis-aligned box, the Minkowski
difference & © B can be interpreted as shrinking the ellipse by the box support function; hence,
directions where the ellipse is narrow relative to the box are affected most. If X, is not diagonal
(rotated ellipse), the grey zone changes accordingly because the admissible set and ellipse are no
longer aligned. Zonotopes generalize this behavior by introducing preferred directions via their
generators, which can enlarge or reduce the grey zone anisotropically.

Outlook. Future work will focus on (a) deriving admissible bias sets 8 from TLS processing
chains (registration, surface modeling, and incidence-angle effects), (b) exact computation of Ty,
and Tax via convex optimization and vertex enumeration for general polytopes, and (c) extension
to higher-dimensional displacement parameters and spatially distributed tests on surfaces.
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